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A R T I C L E  I N F O   

Keywords: 
Electronic stopping power 
Bragg’s additivity rule 
Core and bond contributions 
Rt-TDDFT simulation 

A B S T R A C T   

The electronic stopping power (Se) of water vapor (H2O), hydrogen (H2) and oxygen (O2) gases for protons in a 
broad range of energies, centered in the Bragg peak, was calculated using real-time time-dependent density 
functional theory (rt-TDDFT) simulations with Gaussian basis sets. This was done for a kinetic energy of incident 
protons (Ek) ranging from 1.56 keV/amu to 1.6 MeV/amu. Se was calculated as the average over geometrically 
pre-sampled short ion trajectories. The average Se(Ek) values were found to rapidly converge with 25–30 pre- 
sampled, 2 nm-long ion trajectories. The rt-TDDFT Se(Ek) curves were compared to experimental and SRIM 
data, and used to validate the Bragg’s Additivity Rule (BAR). Discrepancies were analyzed in terms of basis set 
effects and omitted nuclear stopping at low energies. At variance with SRIM, we found that BAR is applicable to 
our rt-TDDFT simulations of 2H2 + O2 → 2H2O without scaling for Ek > 40 keV/amu. The hydrogen and oxygen 
Core and Bond (CAB) contributions to electronic stopping were calculated and found to be slightly smaller than 
SRIM values as a result of a red-shift in our rt-TDDFT Se(Ek) curves and a re-distribution of weights due to some 
bond contributions being neglected in SRIM.   

1. Introduction 

The energy loss of an ion traveling through matter has been a subject 
of interest since the early days of quantum mechanics (Bragg and 
Kleeman, 1905; Rutherford, 1911; Bohr, 1913) and it is the starting basis 
for both detailed calculations and practical applications in ion-beam 
therapies (Kraft, 2000; Baskar et al., 2012; Solov’yov, 2016; Friedland 
et al., 2017; Durante and Parodi, 2020), engineering of materials’ 
properties (Calcagno et al., 1992; Was, 2007), materials in reactors 
(Granberg et al., 2016), radiation protection for astronauts (Ferrari and 
Szuszkiewicz, 2009; Cucinotta et al., 2012; Da Pieve et al., 2021) and 
induced damage in spacecraft components and on-board equipment 
(Jiggens et al., 2014). 

The average energy loss rate from the ion to the target material, i.e. 

the energy transferred per unit distance traveled by the ion, receives the 
name of stopping power (S) and is generally divided into electronic (Se) 
and nuclear (Sn) components as: 

S = − dEk/dl = Se + Sn, (1)  

where Ek is the kinetic energy of the ion and l is the distance traveled by 
the ion in the target. S is a function of Ek or the velocity of the particle 
(vp). It also depends on the type of projectile and the physical and 
chemical properties of the target material. Upon slowing down to en
ergies close to the Bragg peak, the ion still moves so fast that there is no 
time for the nuclei in the target to react and, hence, nuclear stopping Sn 
is negligible, while Se is dominant. As Ek decreases, the importance of 
elastic scattering from the nuclei and inelastic rotational and vibrational 
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excitation increases according to the incident energy of the ion and 
properties of the target material (Cabrera-Trujillo et al., 2002; Cabrer
a-Trujillo and Hachimi, 2020; Martinez-Flores et al., 2020; Wang et al., 
2019). The system falls within the adiabatic regime, in which the elec
trons follow instantaneously the motion of the nuclei, exhibiting a dy
namics that is completely tied to that of the nuclei. Adiabatic 
simulations are useful to describe nuclear stopping, including the pos
sibility of breaking and making of chemical bonds (Kohanoff and Arta
cho, 2017). This regime, however, does not include electronic 
excitations, and hence it is not a useful scenario for describing irradia
tion with fast projectiles, in the intermediate to high energy region, 
which is inherently non-adiabatic. 

The electronic stopping power is a fundamental quantity in the 
definition of dosimetric quantities such as absorbed dose and derived 
operational/protection doses (Menzel, 2019). The closely related 
restricted linear energy transfer (LET), defined as energy imparted locally 
to the medium per unit distance, is a main factor determining the 
effectiveness of the radiation in inducing biological damage, together 
with the spatial patterns of energy deposition, the nature of the ion and 
other chemical and biological aspects (EJ, 1978; Paganetti, 2014; Chen, 
2010; Ilicic et al., 2018). Known electronic stopping power tables, such 
as SRIM (Ziegler and Biersack, 2008) and PSTAR (NIST), are used as 
pre-initialized values given in input for the low-energy regime to Monte 
Carlo (MC) condensed history codes for macro- and micro-dosimetric 
quantities (Ivanchenko et al., 2017; Apostolakis et al., 2015), and 
high-to-low energy datasets are provided as international recommen
dations, such as the ICRU 49 dataset (ICRU Report 49, 1993), to 
benchmark track structure calculations in water (Francis et al., 2011a; 
Incerti et al., 2018a; Bernal et al., 2015). However, at low energies, 
SRIM suffers from several limitations and uncertainties (Wittmaack, 
2016), such as the use of Lindhard’s theory at energies too low for the 
linear regime to be valid and the use of the Bragg’s additivity rule (BAR) 
(Thwaites, 1983), according to which the stopping power of a compound 
is the stoichiometric summation of the stopping powers of its constituent 
elements, neglecting electronic structure and chemical bonding aspects 
that become relevant at low energies. The ICRU 49 dataset of data (ICRU 
Report 49, 1993) is built such that at low energies (below approximately 
0.5 MeV for protons) the tabulated collision stopping powers are based 
on experimental data and copied directly from the book by Andersen 
and Ziegler (1977) (see also (Ziegler, 1999)), on which SRIM is based. 
Thus, the ICRU 49 dataset actually inherits many of the limitations of 
SRIM. In particular, the use of the Bragg’s additivity rule at energies 
around the Bragg peak has shown to overestimate the stopping power by 
up to 25% (Thwaites, 1992). In practice, a scaling factor is often applied 
to the Bragg curve, so that the scaled curve coincides with available 
experimental data for the compound, or with calculations at high en
ergies based on Bethe-Bloch theory (Sigmund, 2014). 

To include chemical bonding contributions explicitly, Both et al. 
(1983) proposed to partition the stopping into Core and Bond (CAB) 
contributions. In this scheme, the electronic stopping in compounds is 
obtained as the superposition of stopping by atomic cores, supplemented 
with the stopping corresponding to the bonding electrons to consider the 
“connectivity”. The core stopping contributions are assumed to follow 
the BAR, while chemical bonds introduce a correction to core contri
butions. In the SRIM tables, the CAB relative core strengths of a selection 
of light elements, i.e., H, C, N, O, F, Cl and S, and the strengths of 
common bonds between them, were determined by fitting the stopping 
power of light ions (H, He and Li) by a suitable set of molecular targets, 
using empirical effective charge models for ions (Ziegler et al., 2010). It 
is clear that the CAB scheme used in SRIM relies heavily on simple 
scaling rules and approximations. To the best of our knowledge, the 
SRIM CAB Se values have not been systematically calculated by any 
other method. 

In the past decade, real-time Time-Dependent Density Functional 
Theory (rt-TDDFT) started to be applied to electronic stopping power 
calculations for high-energy ions traveling across a target material, 

following specific trajectories in nanometer scale samples (Race, 2011; 
Correa, 2018; Correa et al., 2012; Schleife et al., 2015; Yost et al., 2017; 
Ullah et al., 2018; Maliyov et al., 2018; Li et al., 2018, 2019). In this 
work, we present a rt-TDDFT study of: (a) the Se(Ek) curves for protons at 
energies around the Bragg peak in the paradigmatic case of water vapor, 
and H2 and O2 in gas phase, (b) the applicability of BAR to the rt-TDDFT 
obtained stopping values for the case 2 H2 + O2 → 2H2O, and (c) the 
derived CAB values, comparing them to those reported in SRIM. 

For the stopping calculations we successfully applied our previously 
developed strategy for pre-sampling the projectile’s trajectories (Gu 
et al., 2020), initially tested for liquid water, to the gas phase. Such 
strategy allows us to select a few short ion trajectories for which the 
averaged value of Se calculated by rt-TDDFT reproduces to an excellent 
extent the variety of different geometrical conditions of the encounters 
between projectile and target atoms realised in experiments (Gu et al., 
2020), thus providing information beyond the “connectivity and 
conformation” perspective of the CAB approximation. We chose to focus 
this study on water vapor for two reasons. Firstly, the available exper
imental data on water vapor has been, for a long time, the basis for 
studying energy deposition in liquid water by some first-generation 
track structure codes (Kyriakou et al., 2017), and they still constitute 
the cross section databases for several well established codes (Nikjoo 
et al., 2006; Kyriakou et al., 2022). Even the codes which have models 
for liquid water implemented, actually use a mixture of semi-empirical 
models for liquid and for water vapor. For example, the 
proton-induced low energy excitations/ionization in Geant4-DNA are 
based on semi-empirical models parametrized on water vapor data 
(Miller and Green, 1973; Rudd et al., 1985, 1992; Villagrasa et al., 
2011). Similarly, processes of electron capture and electron loss by 
impacting protons and other ions are currently described by analytical 
parameterizations based on experimental data in the vapor phase 
(Incerti et al., 2018b). Simulations of cross sections in water vapor are 
also currently performed in (or are the basis of) the recent TILDA-V code 
(Alcocer-Ávila et al., 2019). As currently there are no direct experi
mental data for excitation and ionization cross-sections for liquid water 
(Kyriakou et al., 2022), comparisons with existing experimental data in 
water vapor provide routinely qualitative appreciations of the plausi
bility of the simulation models. Secondly, the main goal of this study is 
to understand the validity of additivity rules for computing stopping in 
water from that in oxygen and hydrogen. By focusing on water vapor we 
exclude well-documented phase effects present in liquid water due to 
hydrogen-bonding between water molecules (Bauer et al., 1994), which 
complicate the analysis. 

2. Methods and simulation details 

2.1. Preparation of water vapor, hydrogen and oxygen gas targets 

All the simulations in this work were carried out with the CP2K code 
(Hutter et al., 2014; Kühne et al., 2020). To create a sample of water 
vapor, we first carried out a 25 ps-long adiabatic ab initio molecular 
dynamics (AIMD) simulation (i.e. within the Born-Oppenheimer regime) 
of a liquid water sample composed of 104 H2O molecules in the NVT 
ensemble at T = 300 K with a Nosé–Hoover chain thermostat. The 
electronic structure of the system was treated at the all-electron level 
within the GAPW scheme implemented in CP2K. We used the 
6–311++G(2d2p) basis set and the Perdew-Burke-Ernzerhof exchan
ge-correlation functional. Only the Γ-point in the electronic Brillouin 
zone was sampled. The 104 molecules were placed in a periodic cell of 
dimensions 21.7 × 12 × 12 Å3, resulting in a liquid water density of 
0.996 g/cm3. Then the density of the sample was reduced to 0.124 5 
g/cm3 by scaling the coordinates of the center-of-mass of each H2O 
molecule and duplicating the cell dimensions in the three directions. The 
13 H2O molecules still contained within the original cell were selected to 
represent the water vapor target. The resulting system has a higher 
density than that of the gas phase at room conditions. The reason for 
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studying water vapor with several water molecules in a box is that we 
can sample several collisions of various impact parameters in a single 
simulation. Hence, the sampling efficiency is much higher, compared 
with sampling all possible impact parameters and molecular orienta
tions with one molecule in the simulation box. An aspect that is not often 
appreciated is that the cost of periodic-cell simulations, which we use 
here for technical reasons, grows with the volume of the simulation box. 
It is therefore more convenient computationally to simulate a smaller 
box containing more molecules. 

After volume scaling, the system was reequilibrated for 5 ps through 
an additional NVT adiabatic AIMD simulation at T = 300 K. During this 
process we fixed the position of the oxygen atoms to avoid collisions 
between H2O molecules and the formation of hydrogen-bonded water 
clusters. Finally, we selected the last configuration of this AIMD run 
(shown in panel A of Fig. 1) for the ensuing rt-TDDFT simulations. 

For convenience, the original samples of hydrogen and oxygen gas 
were created by replacing each H2O molecule of the water vapor sample 
with H2 or O2 molecules, respectively. The coordinates of the center-of- 
mass of each molecule were kept the same. Then, we carried out a 5 ps 
AIMD simulation under the same conditions to equilibrate the H2/O2 
molecules, fixing the centers of mass of the molecules. As before, we 

selected the last configurations of the trajectories (panels B and C of 
Fig. 1) for the rt-TDDFT calculations. 

2.2. Geometric pre-sampling of short ion trajectories 

Since the electronic stopping power is very sensitive to the electronic 
density, its value depends quite significantly on the specific trajectory of 
the projectile (Sigmund, 2014; Correa, 2018; Dorado and Flores, 1993; 
Pruneda et al., 2007; Yao et al., 2019; Gu et al., 2020). In order to obtain 
a meaningful statistically averaged Se(Ek) that can be compared to 
experimental data, it is necessary to run many short trajectories. For 
targets in condensed phases and randomly selected trajectories, the 
number of trajectories is of the order of 100 (Yao et al., 2019; Gu et al., 
2020). For the gaseous targets studied in this work, it can be expected 
that more trajectories of similar length are required to achieve an ac
curate ensemble average of Se, as the electronic density in gaseous tar
gets is distributed more sparsely in the simulation box. 

To accelerate the convergence of the running average of Se, we used 
our ion trajectory pre-sampling protocol based on a geometric criterion, 
to ensure that the probability distribution functions (PDFs) of the dis
tance from the ion to the closest atoms, φ(rp→x) (where x is O or H in this 
work), accumulated over the selected trajectories, are close enough to 
the reference PDFs, φR(rp→x), calculated with 50,000 randomly selected 
trajectories (Gu et al., 2020). To evaluate the similarity between φ(rp→x), 
calculated for of a set of trajectories, and φR(rp→x), we define the overlap 
index: 

∩x = 1 − 0.5 ×

∫
⃒
⃒φ
(
rp→x

)
− φR

(
rp→x

)⃒
⃒drp (2)  

which corresponds to the overlap in the area under the two PDF curves. 
As the number of selected trajectories (and hence the total accumulated 
length) increases, all overlap indices approach 1. 

For liquid water, a set of 10 short trajectories (about 20 Å-long each) 
proved sufficient to converge the running average of Se at the Bragg 
peak, where the most important dependence of Se on the trajectory is 
observed (Gu et al., 2020). Hence, they could be safely used for carrying 
out all rt-TDDFT simulations for different ion velocities. 

Since our simulations were performed under periodic boundary 
conditions (PBC) the length of the projectile’s trajectories analyzed was 
contained within a single unit cell in order to avoid over-excitations 
produced by the repeated irradiation of the same regions. In addition, 
to prevent the perturbations by excited electrons in neighboring PBC 
images, a 6 Å-wide vacuum slab was added between neighboring PBC 
images along the x-direction, which is parallel to the projectile’s 
trajectory. 

In each rt-TDDFT simulation, the proton was initially located at the 
center of the vacuum region and set in motion by applying an instan
taneous kick along the x-direction. Then the projectile was allowed to 
evolve in rectilinear motion for 24.7 Å at the constant given velocity. 
The portion of the trajectory used to compute Se (and also the PDFs for 
trajectory selection) is ΔL = 21.7 Å from x = 3 Å to 24.7 Å, covering the 
entire target. In addition, possible violent collisions at the target’s 
entrance and exit points were avoided by discarding candidate trajec
tories for which the impact parameter at any of these two points was 
smaller than 1.2 Å. Basically, this excludes trajectories that start and/or 
end with a large variation in the electronic energy (Ee in equation (3), 
below), thus avoiding large uncertainties in the calculated value of Se. 
Such close collision events, however, were not discarded when they 
happened in the central, much larger, part of the trajectory. An addi
tional concern is that the projectile needs to travel a certain length 
through the target until its effective charge stabilizes around a certain 
steady-state value. We have computed the Hirshfeld charge of the pro
jectile along its path and observed that discarding the transient region 
prior to reaching the steady state, which in the vapor phase of water 
extends to ~ 6 Å, results in a change of Se of at most 2.5%, and hence we 

Fig. 1. The molecular configurations of targets irradiated by swift protons. A) 
water vapor; B) H2 gas; C) O2 gas. (Color code: oxygen in red; hydrogen in 
grey.) In each simulation, a swift proton travels through the cell at a given 
velocity parallel to x-axis. 
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consider that such fluctuations in the charge state are irrelevant for the 
calculation of the stopping power in this case. 

As shown in Fig. 2, for both hydrogen and oxygen gas, only 10 pre- 
sampled trajectories are required to achieve an overlap index of 0.95, 
while the same overlap index requires about 70 randomly selected tra
jectories. For water vapor, a few more pre-sampled trajectories (11 for 
the oxygen PDF, and 16 for hydrogen one) are required to reach ∩x =

0.95. The observation that more trajectories are required for water 
vapor can be explained by the fact that, for multi-atomic or multi-species 
targets, the algorithm selects trajectories that optimize the PDFs of two 
or more species simultaneously. In this case, the trajectories that opti
mize the oxygen PDF are not necessarily the best ones for optimizing the 
hydrogen PDF, and vice versa. Therefore, more trajectories are needed 
to achieve convergence for both species. With random trajectories the 
overlap index for water vapor is also smaller than for O2 and H2 gas. The 
inset of Fig. 2 shows that the reference PDFs of all atoms in the gaseous 
targets (black smooth lines) can be reproduced extremely well with 25 
pre-selected trajectories. 

2.3. Rt-TDDFT simulation and calculation of electronic stopping power 

Rt-TDDFT, its applications and numerical implementations have 
been recently reviewed (Ullrich, 2011; Maitra, 2016). The rt-TDDFT 
approach was used for the first time to compute electronic stopping 
power in materials by Pruneda et al. (2007). Since then, other imple
mentations of rt-TDDFT have been proposed in which the projectile with 
its basis is explicitly included (Correa, 2018). When a projectile is forced 
to move at a constant speed through a target material, the total energy of 
the system increases by an amount ΔE as a result of the work done by the 
constrain to maintain the projectile’s velocity constant (Schleife et al., 
2012). For projectile’s kinetic energies large enough, i.e. above a 
threshold of a few keV/nucleon, the motion of the host nuclei is nor
mally negligible in the time scale of the projectile’s transit due to their 
large mass. Above the energy threshold, there is no appreciable effect on 
the electronic dynamics if the host nuclei are constrained to stay at their 
initial positions during rt-TDDFT stopping simulations. The advantage is 
that, in this way, the change in total energy is due only to the electronic 

subsystem, ΔEe. The electronic stopping power for a projectile’s trajec
tory of length ΔL can then be calculated as: 

Se(Ek) = ΔEe/ΔL. (3) 

For the calculation of the Se of protons by gaseous targets we used the 
all-electron implementation of rt-TDDFT in CP2K (Hutter et al., 2014; 
Kühne et al., 2020). As in the equilibration and setup of the system, we 
used the 6–311++G(2d2p) basis set for target atoms, since for water 
molecules it produces better results than the 6-311G** basis set used in 
Gu et al. (2020). We note that we used the Perdew–Burke–Ernzerhof 
functional (Perdew et al., 1996) in its time-local version which does not 
include memory effects (i.e. the exchange-correlation energy and po
tential are calculated for the instantaneous density using the standard 
PBE functional). We remark that the PBE functional has been shown to 
provide very good estimations of the electronic stopping power in water 
(Reeves et al., 2016; Yao et al., 2019), and no significant differences 
have been found between the regular PBE functional and its hybrid 
version PBE0 (Reeves et al., 2016) or the meta-GGA SCAN functional 
(Yao et al., 2019). 

After placing the proton in its initial position, we obtain the initial 
Kohn-Sham orbitals, and hence the electronic density, of the system via 
a regular single-point calculation of the ground state. Then, the rt- 
TDDFT simulation is initiated by giving an initial velocity to the pro
jectile. This velocity, as well as the position of the target atoms, are 
maintained unaltered by setting to zero the forces on all nuclei. We 
called this the Zero Force (ZF) scheme. The time step Δt of the real-time 
propagation was determined by setting a constant displacement of Δx =
0.005 Å in each integration step, i.e. Δt = Δx/v. The largest time step 
used for our simulations was 0.92 attoseconds, corresponding to the 
smallest velocity of 0.25 a.u., or energy of 1.56 keV/amu, of the proton. 

3. Results and discussion 

3.1. Convergence of rt-TDDFT electronic stopping power with pre-sampled 
ion trajectories 

Using the pre-sampled short trajectories selected in Section 2.2, we 
calculated the electronic stopping power Se(Ek) for protons in water 
vapor, H2 and O2 gas for proton kinetic energies Ek ranging from 1.56 
keV to 1.6 MeV, corresponding to velocities between 0.25 and 8 a.u. This 
was done by running rt-TDDFT simulations at the theory level and basis 
set described in Section 2.3. To check the convergence of the averaged Se 
values in the gaseous targets, we focused on the case Ek = 125 keV/amu. 
This is precisely the proton energy used in SRIM to determine the 
reference CAB table, which in turn is used to estimate the electronic 
stopping power for various ions in different compounds (Ziegler et al., 
2010). The rt-TDDFT Se values at 125 keV/amu will be used later to 
calculate the rt-TDDFT CAB strengths and compare them with SRIM 
data. In addition, this energy is close to the Bragg peak, where Se is most 
sensitive to the proton trajectory (Gu et al., 2020). 

In Fig. 3 we show, with open circles, the calculated Se values for 
proton at 125 keV/amu along single pre-sampled short trajectories in 
the three gaseous targets. A first observation for the three target systems 
is that the distribution of Se values of the individual trajectories is quite 
broad, with differences that can be larger than a factor of 20 (mind the 
logarithmic vertical scale in Fig. 3). Not unexpectedly, comparing such 
plot with one for an equivalent condensed phase system (Gu et al., 2020) 
makes it clear that the trajectory dependence of Se is greatly enhanced in 
the case of gas-phase targets, which must be taken into account when 
computing statistically averaged quantities. 

The converged averages of Se for H2O, H2 and O2 are 7.8 × 10− 15, 4.2 
× 10− 15 and 14.3 × 10− 15 eVcm2/atom, respectively. They were ob
tained using 35, 30 and 30 pre-sampled trajectories. These values were 
converged already with 28, 22 and 22 trajectories, remaining stable 
within ±3% upon increasing the sampling, and with final estimated 
standard deviations of ±8~10% as indicated in Fig. 3. We note that we 

Fig. 2. Overlap index ∩x for increasingly long accumulated trajectories 
generated by geometric pre-sampling (solid lines with dots) and randomly 
selected ones (dash-dot lines with dots). The same color code is used for both 
cases. The dotted line at ∩x = 0.95 is shown as a reference for discussion. The 
inset shows the PDFs using 25 trajectories for geometry pre-sampling, 
compared to the reference distributions generated by 50,000 randomly 
selected trajectories (solid black lines). The color code is the same as above. 
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express Se in units of eVcm2/atom as customarily done in the radiation 
damage field, which has the advantage of being independent of the 
density of the target system and thus facilitates the comparison with 
different systems or phase states. 

Simulations conducted at other energies showed that the number of 
selected short trajectories required for this same level of convergence of 
Se(Ek) is less than 30 for water vapor and less than 25 for both oxygen 
and hydrogen in gas phase. However, for the sake of consistency and in 
order to ensure an utmost statistical accuracy, in the following calcu
lations of rt-TDDFT Se(Ek) curves we imposed a tighter convergence 
criterion and used 35 pre-selected short trajectories for water vapor and 
30 for hydrogen and oxygen gas. 

3.2. Electronic stopping powers for proton in water vapor, and hydrogen 
and oxygen gases 

The rt-TDDFT Se(Ek) curves for H2O, H2 and O2 targets calculated 
using the pre-sampled trajectories are reported in Fig. 4, along with the 
corresponding SRIM curves (Ziegler et al., 2010) and the available 
experimental data (Montanari). 

For water vapor the rt-TDDFT electronic stopping curve (Fig. 4A) 
coincides with the SRIM curve and with the experimental data to an 
excellent extent, except at very low energies. When compared to SRIM, 
the position of the Bragg peak in the rt-TDDFT curve is red-shifted by 15 
keV/amu, from Ek = 75 to 60 keV/amu, and the peak value of Se is 
underestimated in 0.34 × 10− 15eVcm2/atom, i.e. a 4%. In a previous 
work, we calculated the Se curve for protons in liquid water, using the 
(smaller) 6-311G** basis set and found that the position of the Bragg 
peak in rt-TDDFT Se curve was also red-shifted by 15 keV/amu, and the 
peak value of Se was underestimated by a similar 4% (Gu et al., 2020). 

To assess the contribution of the additional diffuse and polarization 
functions included in the present basis set, 6–311++G(2d2p), but absent 
in 6-311G**, we re-calculated the Se curve for protons in liquid water 
with the new basis, using 16 pre-sampled ion trajectories for the liquid 
water sample composed of 104 molecules. The effect of the additional 
basis functions is to reduce the red shift of the Bragg peak relative to 
SRIM to 5 keV/amu, and the underestimation of the peak height to less 
than 2%. These results indicate that the accuracy of Se calculated by rt- 
TDDFT simulations with Gaussian basis sets can be increased by 
improving the basis, as discussed in the Supplementary Information in 
(Gu et al., 2020). However, the absolute quality of the calculated Se for a 

given basis set depends on the phase state, whether gas or condensed, 
and more generally on the density of the target material. Specifically, a 
larger basis set is required to achieve the same accuracy in water vapor 
than in liquid water or ice. 

In the low energy end, when Ek < 5 keV/amu, the rt-TDDFT stopping 
values for water vapor fall below the experimental data and the 
empirical SRIM data, with the relative difference increasing as Ek de
creases. The underestimation of rt-TDDFT Se at low energies becomes 
even larger when we take into account the red shift due to basis set ef
fects. The red shift can be observed clearly in the high-energy end of 
Fig. 4A, where the rt-TDDFT results (solid green line) lie to the left of 
SRIM (dashed line) and experiment (open circles). This effect has also 
been reported for other targets in TDDFT (Schleife et al., 2015; Maliyov 
et al., 2018; Gu et al., 2020) and Monte Carlo calculations (Alcocer-Ávila 
et al., 2019). If we shift the rt-TDDFT curve to the right to make it 
coincide with experiment and SRIM, then the values at low energies 
become even lower, thus enhancing the underestimation of Se in that 
region. 

A reason for this underestimation of the electronic stopping by rt- 
TDDFT calculations may be the possible deviation of the trajectories 
due to small impact parameter collisions with the target atoms (Muñoz 
Santiburcio). Because of these deflections, the projectiles sampled in the 
experiments after passing a material with a given thickness would have 
experienced repeated changes of trajectory, thus allowing them to de
posit more energy in the material than if the trajectories were 

Fig. 3. Stopping power 125 keV/amu protons in water vapor (green), and H2 
(blue) and O2 (red) gas, calculated with 21.7 Å-long pre-sampled trajectories. 
The individual Se values for each trajectory are indicated with open circles. The 
running averages of Se are shown with solid lines, and standard deviations are 
shown as a vertical tick to the right of each line. The average Se values 
converged over 30 trajectories for H2 and O2 and 35 trajectories for water vapor 
are indicated with dashed lines. 

Fig. 4. Electronic stopping power curves for proton by A) water vapor, B) H2 
gas and C) O2 gas. The rt-TDDFT curves are shown as solid lines with error bars 
indicating the standard deviation of the averaged values of short ion trajec
tories. The corresponding SRIM-2013 curves (Ziegler et al., 2010) are shown as 
black dashed lines. The experimental values for the corresponding targets are 
shown as open circles in different colors for the various sources (see details in 
(Montanari) and references therein). 
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rectilinear, as assumed in the ZF approximation. Therefore, we can 
establish the existence of a threshold energy, Emin-ZF, for the validity of 
the ZF scheme. Emin-ZF should be larger than the energy at which the 
rt-TDDFT curve and experimental and/or empirical data intersect. Ac
cording to Fig. 4A, for water vapor Emin-ZF > 5 keV/amu. 

In addition, we note that the experimental stopping power for Ek <

100 keV/amu shown in open circles in Fig. 4A, was derived by 
measuring the ionization range of protons in water vapor applying the 
continuous slowing-down approximation (CSDA) (Baek et al., 2006). 
The measured stopping power appears larger than the electronic stop
ping power as the relative contribution of nuclear stopping increases 
when Ek decreases. It is worth mentioning that theoretically 
GEANT4-DNA is suggested to be only suitable for the calculation of 
stopping and range of protons in liquid water when Ek > 5 keV/amu, 
since nuclear stopping is neglected in the program (Francis et al., 
2011b). Clearly, more experimental efforts addressing this important 
system in this energy range would be welcome. 

For hydrogen gas, the rt-TDDFT value of stopping at the Bragg peak 
is 6.27 × 10− 15eVcm2/atom, which is very close to the SRIM value of 
6.35 × 10− 15eVcm2/atom, i.e. within a 1%. The maximum, however, is 
located at an energy of 26 keV/amu (vp = 1.02 a.u.), which is much 
smaller than the value of 55 keV/amu (vp = 1.5 a.u.) reported by SRIM 
and experiments. As Ek increases the rt-TDDFT Se curve progressively 
approaches experimental data and SRIM. On the contrary, as Ek de
creases the rt-TDDFT Se curve decreases much faster than experimental 
data and SRIM, especially below Ek < 10 keV/amu. The situation is 
similar to, but much more dramatic than for water vapor. Also in this 
case the discrepancy between rt-TDDFT calculations and experimental 
data can be understood in terms of the limitations imposed by the ZF 
scheme that does not include trajectories that have scattered from the 
nuclei. 

Therefore, for H2 gas the threshold energy for the validity of the ZF 
scheme is Emin-ZF > 10 keV/amu, quite higher than for water vapor. This 
is consistent with calculations for a hydrogen beam colliding with mo
lecular hydrogen by Cabrera-Trujillo et al., who showed that for pro
jectile energies between 10 and 25 keV/amu, the nuclear and 
rovibrational contribution of the molecular target introduces an angular 
dependence on the experimental stopping cross section (Cabrera-
Trujillo et al., 2002). To determine the exact value of Emin-ZF, we should 
go beyond the ZF approximation and disentangle the nuclear and elec
tronic contributions to stopping accurately with a different scheme. This 
is still a challenge for ab initio calculations. 

For oxygen gas, the shape of the rt-TDDFT Se curve as a whole is 
consistent with the SRIM curve and experimental data, especially in the 
low energy region where the ZF approximation becomes questionable 
for water vapor and hydrogen gas. It is clearly shown that for oxygen gas 
the threshold energy for the validity of the ZF scheme is lower than for 
the other two cases, arguably below the lowest energy studied in this 
work (1.56 keV/amu). We noticed that at the low energy end, the 
experimental electronic stopping power for protons, shown as red circles 
in Fig. 4C, was derived by subtracting the theoretical nuclear stopping 
powers from the total stopping measured using a differentially pumped 
stopping cell (Børgesen, 1985). Hence those results are substantially 
lower at low energies compared to values derived from range mea
surements. In addition, while the shape of the rt-TDDFT Se curve is well 
reproduced, there is a noticeable red-shift of the whole curve; the 
rt-TDDFT Bragg peak for protons in oxygen gas is 15.58 × 10− 15eVc
m2/atom, which is lower than the SRIM value of 17.15 × 10− 15eVc
m2/atom by 9%. The position of the rt-TDDFT Bragg peak is red-shifted 
by 25 keV/amu from 100 keV/amu (vp = 2.0 a.u.) of SRIM to 75 
keV/amu (vp = 1.73 a.u.) of the rt-TDDFT calculation. As pointed out 
above, we have already established that this red shift is mainly related to 
basis set convergence. 

In this work, the number density of molecules of the three targets is 
set to be equal. Therefore, the ratio of the number density of electrons, 
ρe, is 16:10:2 for O2, H2O and H2, respectively. As can be seen in Fig. 4, at 

high energy, where the ZF scheme is perfectly suitable, the magnitude of 
the red-shift, δEk = [Ek(ref)(Se) − Ek(rt− TDDFT)(Se)] for a given Se value, 
increases with ρe according to δEk[H2] < δEk[H2O] < δEk[O2]. The fact 
that δ(Ek) is positively correlated with ρe constitutes further evidence 
that the red-shift is related to the completeness of the basis set. In 
addition, these results suggest that the basis set for hydrogen seems 
closer to completeness than that for oxygen. 

It should be mentioned that the rt-TDDFT Se curves in Fig. 4 are all 
calculated based on the restricted Kohn-Sham (RKS) approximation 
(Kohanoff, 2006). This means the channels for spin flipping and related 
electronic excitations have been neglected. We note that we tested the 
effect of using the unrestricted Kohn-Sham (UKS) scheme for the case of 
the O2 molecule (which actually could be thought to be imperative since 
such formalism is required to obtain the triplet ground state of O2), 
finding out that both RKS and UKS produce quite similar Se values, 
which justifies the use of RKS over UKS given the smaller computational 
cost for the already expensive determination of Se via rt-TDDFT. In any 
case, a suitable scheme for the propagation of the time-dependent 
Kohn-Sham orbitals should allow for spin-flipping channels. In the 
present calculations this was not implemented and, hence, any such 
excitations were absent. This may explain the underestimation of Se for 
O2 gas. Simulation techniques to incorporate these excitations are still 
under development (Kühne et al., 2020; Casanova and Krylov, 2020). 

3.3. Bragg’s additivity rule: from hydrogen and oxygen to water 

The assumption of BAR is that the stopping power in a compound can 
be approximately calculated as the stoichiometric sum of the stopping 
powers of its elementary components: 

SBAR
e (Ek) =

∑
rx Se[x](Ek), (4)  

in which rx is the ratio of the number density of the atomic species x to 
the total number density of all atoms in the target. Se[x](Ek) is the 
stopping power in the elemental material of species x. This expression 
carries the implicit assumption that the physical phase (e.g. solid vs 
liquid) of the stopping medium and the chemical bonding of atoms into 
molecules have negligible influence on the mean energy loss. 

However, differences in electronic structure in going from free atoms 
to molecules cannot be neglected, especially in the low energy regime, 
where the relative contribution of valence (outer shell or bonding) 
electrons to the stopping power is large. This is also the case of light 
elements whose valence electrons are a major fraction of the total. Under 
those circumstances, the validity of the BAR becomes questionable 
(Thwaites, 1983). A measure of the bonding contribution is given by the 
difference in (measured or calculated), stopping power relative to the 
BAR approximation, i.e. 

Γ(Ek) = [1 − Se(Ek)
/

SBAR
e (Ek)] × 100%. (5) 

In practice, the concept of elementary material, as used by SRIM, 
refers to stable forms of the element in the gas phase, which in many 
cases correspond to simple molecules instead of isolated atoms. For H2O, 
they are O2 and H2. Therefore, the bonding contribution in equation (5) 
is the relative variation of Se as the target changes from a mixture of the 
elementary molecular species, to the compound. 

We used the results of Fig. 4 to assess the validity of Bragg’s addi
tivity for the electronic stopping of water calculated by rt-TDDFT, where 
the mixing is decribed by the reaction 2H2 + O2 → 2H2O. The resulting 
curves are reported in Fig. 5. The error bars are calculated as the sum of 
those for O2 and H2 (see Fig. 4). As shown in the inset to Fig. 5, when Ek 
> 40 keV/amu (vp > 1.25 a.u), the relative scaling factor Γ stays under 
±3%, which is below the statistical error of rt-TDDFT SeBAR. This means 
that, for water vapor, BAR is supported by parameter-free rt-TDDFT 
calculations without further scaling, in the medium-to high-energy 
regime, including the Bragg peak at 72 keV/amu. When Ek decreases 
below 40 keV/amu, SeBAR is larger than the Se calculated directly. Γ(Ek) 
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first increases to ∼ 8.5% for Ek = 20 keV/amu and Ek = 5 keV/amu, and 
then decreases to almost zero on the low energy end of Ek = 1.56 keV/ 
amu. 

It is important to remark that the energy dependence of Γ(Ek) is quite 
different from that used in SRIM. In the latter, from H2 and O2 to water, 
Γ is assumed to be 6%, independently of the projectile’s energy. This 
value is obtained by scaling the BAR curve to reproduce experimental 
data, if available, or otherwise the CAB value for a compound at the 
Bragg peak, and then it is assumed to be valid at all velocities. Our re
sults indicate that this may not be the most suitable approximation to Γ. 

It has been mentioned in Section 3.2 that, on the low-energy end, the 
rt-TDDFT Se calculated within the ZF approximation is underestimated 
with respect to experiments. This makes difficult the comparison of the 
calculated Γ(Ek) with that arising from experimental data. Nevertheless, 
the decrease of Γ(Ek), which is inconsistent with the notion that the 
chemical bonding contribution to electronic stopping should emerge 
clearly in the low-energy regime, implies that electron-nuclear coupling 
is important for light targets and low velocities. 

3.4. Core and bond (CAB) electronic stopping powers 

The SRIM CAB table was calculated according to the following pre
scription (Ziegler et al., 2010; Ziegler and Biersack, 2008). Firstly, the 
experimental data points available for different ions at various velocities 
and in different materials were scaled to the equivalent value corre
sponding to protons at 125 keV/amu, assuming that the effective charge 
of the ion does not depend on the target material, but only the energy of 
the ion. Next, the core and bond contributions for protons at 125 
keV/amu were disentangled by solving the system of linear equations 

SCAB
e (Ek) =

∑
Se[X] +

∑
Se[Y], (6)  

in which [X] indicates the ionic core, i.e. nuclei plus core electrons and 
[Y] refers to the inter-atomic chemical bonds in the target material, 
involving only valence electrons. For example, for a CO molecule SCAB

e =

Se[C] + Se[O] + Se[C≡ O]. Finally, the whole stopping power curve as a 
function of the energy (or velocity) of the ion was generated by scaling 

the BAR curve with the ratio of Se/Se
BAR for protons at 125 keV/amu, 

and multiplying with the following asymptotic function 

f (v1) =

{

1 + exp
[

1.47
(

v1

v0
− 7.0

)]}− 1

, (7)  

with v0 = 1 a.u., corresponding to 25 keV/amu, to ensure that the de
viation from the BAR curve vanishes at high energies (Ziegler and 
Manoyan, 1988). 

Based on rt-TDDFT calculations of Se for protons at 125 keV/amu in 
different compounds, the CAB contributions to electronic stopping 
powers can be directly disentangled by solving a system of linear 
equations, without resorting to a general fitting as it is done in SRIM. 
Here we calculated the rt-TDDFT core and bond contributions of 
hydrogen and oxygen in water, and compared them to SRIM published 
tables. 

In addition to water vapor and H2 and O2 gases, we included also a 
calculation of the stopping power for protons in hydrogen peroxide 
(H2O2), with the same procedure, theory level and basis set used for O2 
and H2 gases, as discussed in Section 2. This introduces a different type 
of bond between two oxygen atoms (O–O), weaker than that in O2 
(O––O). On the other hand, since the hydrogen electron always partic
ipates in a chemical bond, it is reasonable to follow the rule used in 
SRIM, i.e. taking the core contribution of the hydrogen atom Se[H] as 
zero. According to Eq. (6), the rt-TDDFT stopping values for H2, O2, H2O 
and H2O2 can be combined in the following set of four linear equations 
in five unknowns: 
⎧
⎪⎪⎨

⎪⎪⎩

Se[H2] = Se[H − H] = 8.46 ± 0.61
Se[O2] = 2Se[O] + Se[O = O] = 28.68 ± 2.13
Se[H2O] = Se[O] + 2Se[O − H] = 23.41 ± 1.90
Se[H2O2 ] = 2Se[O] + 2Se[O − H] + Se[O − O] = 33.55 ± 3.13

(8)  

where the stopping power is expressed in 10− 15eVcm2/unit, being ‘unit’ 
an atom, bond, or molecule. This set of equations has an infinite line of 
possible solutions. In order to obtain a unique solution, we fixed the 
ratio Se[O]/Se[O––O] to the SRIM value, thus reducing the system to 
four equations in four unknowns. The calculated uncertainties are also 
decomposed into core and bond contributions according to their stoi
chiometric coefficients in Eq. (8). 

The CAB contributions to the calculated rt-TDDFT stoppings, along 
with the SRIM-2013 data, are presented in Table 1. On the other hand, as 
shown in Fig. 2, at Ek = 125 KeV/amu all the values of rt-TDDFT Se are 
underestimated relative to SRIM. Hence, all the rt-TDDFT CAB values 
are smaller than the corresponding SRIM data by more than 10%, except 
the O–H bond which is only about 7% smaller, as a consequence of the 
calculated Se for H2O being the closest one to SRIM (Fig. 2). 

For O2 the discrepancies between rt-TDDFT results and experimental 
data are due to the basis set effect discussed above, which induces a red- 
shift in the rt-TDDFT curve. For H2, in that energy region the ZF 
approximation is probably valid, but there is an obvious discrepancy 
between different sets of experimental data. SRIM follows one set, which 
runs slightly above rt-TDDFT calculations, and this may contribute to 
the underestimation. 

It should also be noticed that, in the region of the Bragg peak, 
stopping powers for protons and α-particles in water and organic ma
terials in the vapor phase are often larger than in the liquid or solid state 
by up to 5–10%. The phase effect in Se is considered to be due largely to 
changes in electronic excitation levels across the phase transition 
(Thwaites, 1992). For liquid water and water vapor, the difference arises 
from the presence or absence of hydrogen bonds between the water 
molecules. In practice, by scaling up the size of the box from liquid 
water, the O⋯ H distances become larger than 4 Å, well longer than the 
typical 1.8–2.6 Å, so that hydrogen-bonding interactions are negligible. 
Therefore, we argue that the vapor state is very well-represented in the 
current approach and we consider that the error associated to using a 
higher density is negligible. To substantiate this assertion, we have run 

Fig. 5. The BAR additivity of rt-TDDFT electronic stopping power Se(Ek), ac
cording to formula of 2H2 + O2 → 2H2O. The rt-TDDFT Se(Ek) curves for H2 gas 
and O2 gas, and water vapor are shown with blue, red and green lines indi
vidually. The BAR curve is given as purple line with error bar. The inset shows 
the relative scaling factor Γ obtained from rt-TDDFT (brown dots and line), 
along with the constant scaling value recommended by SRIM (black 
dashed line). 
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tests at a lower density, and observed no significant differences. 
Interestingly, for both rt-TDDFT calculations and SRIM, the magni

tude of the bond contributions reported in Table 1 follows the order: 
Se[O––O] > Se[H–O] > Se[H–H] > Se[O–O]. Notice that Se[O–O] is not 
provided by SRIM, though. This order is consistent with that of the 
average bond energies for these bonds (Luo, 2007). For example, the 
O–O bond strength is 142 kJ/mol and its average rt-TDDFT Se value is 
quite small, at 5.1 × 10− 15eVcm2/bond. In contrast, the bond energy of 
the O––O double bond, the strongest one in the table, is 494 kJ/mol, 
which correlates with a larger contribution to stopping power, i.e. 19.24 
× 10− 15eVcm2/bond according to rt-TDDFT simulations. This correla
tion suggests that the bond contribution to the electronic stopping power 
is proportional to chemical bond strength, which is reasonable as stop
ping is known to increase with electronic density. This observation is 
consistent with more elaborate addition schemes in which the stopping 
of the compound depends on the number of valence electrons (Sigmund 
and Schinner, 2018). 

It is important to remark that this decomposition depends heavily on 
the bonds included in the fit. For example, if we ignore the O–O bond by 
setting Se[O–O] = 0, while keeping the last equation in (8), the Se[O] 
core contribution increases to compensate for the missing bond term. If 
we set the unrealistic condition that Se[O–O] = Se[O––O], then the other 
core and bond contributions decrease. One could also ignore the equa
tion for H2O2 in (8). In that case the core and bond contributions are 
similar to the original ones, except that there is no bond contribution for 
O–O. 

4. Conclusions and perspectives 

Rt-TDDFT simulations are by now a well-established tool to compute 
electronic stopping in complex systems directly, when experimental 
data are not available or incomplete. Moreover, they can be used to 
calculate the stopping for elements or simple molecules, thus forming a 
data base to compute stopping power in general complex systems via 
additivity rules. 

In this work, electronic stopping power curves for energetic protons 
in water vapor, hydrogen and oxygen gas, were calculated via rt-TDDFT 
simulations, as a function of the kinetic energy of the proton. The 
approach used the zero force approximation, and a recently developed 
geometric pre-sampling technique to select the projectile’s trajectories. 
We found that, for these gaseous targets, a number of 25–30 optimally 
selected, 2 nm-long ion trajectories, are required to converge the 
average of Se(Ek) within a 3%. The obtained values can be compared 
directly with experimental data. 

For water vapor and hydrogen gas, in the high-energy region, the rt- 
TDDFT Bragg peak value and the shape of Se(Ek) curve are consistent 
with experimental data. On the other hand, at low energies, below a 
threshold of 5 keV/amu for water vapor and ~ 20 keV/amu for H2 gas, 
rt-TDDFT stopping is underestimated compared to experimental data. 
The discrepancies are consistent with the introduction of the zero force 
scheme, which neglects scattering of low velocity ions by nuclei. This is 
especially important for light atoms like H, which are present in H2 and 
H2O, but not in O2. For O2 gas, there is a clear red shift of the rt-TDDFT 
Se(Ek) curve compared to experimental data, much more than for water 
vapor and H2 gas. We ascribe this to basis set convergence effects. 

Bragg’s additivity rule for the 2H2 +O2 → 2 H2O system was found to 
be applicable to rt-TDDFT electronic stopping values without scaling, 
when Ek > 40 keV/amu. Our results indicate that the scaling factor 
depends on velocity, hence suggesting that the constant 6% scaling 
proposed by SRIM for water may not be the most suitable approxima
tion. The rt-TDDFT core and bond electronic stopping contributions are 
smaller than those derived from SRIM data, as a result of the red shift of 
rt-TDDFT Se(Ek) curves, but the relative weights of the core and bond 
contributions are consistent between the two methodologies, thus 
further cross-validating the approach. 

Therefore, to increase the general accuracy of rt-TDDFT calculations 

of electronic stopping power with high efficiency, it is worth focusing on 
the following two aspects. In the first place, the red-shift of the Se curves 
might be mitigated by increasing the basis set size, by designing optimal 
Gaussian basis sets for this type of application (Maliyov et al., 2020), or 
by using plane wave methods and sufficiently high cutoffs (Correa, 
2018), possibly via GPU implementations (Andrade et al., 2021). Sec
ondly, for light targets and low ion velocity regime, one should move 
away from the zero force approximation and allow for the target atoms 
to move, e.g. via Ehrenfest dynamics. This will most likely require a 
modification of the geometric sampling algorithm, which should be 
designed to include corrections for non-rectilinear trajectories (Cabrer
a-Trujillo et al., 2002). 

The SRIM CAB table for light compounds includes the elements: H, C, 
N, O, F, S, and Cl, and was fitted to experimental data on 114 different 
compounds (Ziegler et al., 2010). To move into that direction we are 
carrying out additional rt-TDDFT simulations for a set of relatively 
simple molecules including the other elements, e.g. CO2, CH4, etc. 

In addition to additivity of stopping power from elementary atoms to 
molecules, simple organic molecules can also be used as units to 
calculate stopping power for complex targets such as DNA and other 
biomolecules like proteins (Sauer et al., 2019). In this case, instead of 
core and bond, we would have a superposition of intrinsic contributions 
from individual molecules, and contributions from bonds between mo
lecular units. These can be covalent or hydrogen bonds. 
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Table 1 
Hydrogen and oxygen related CAB contributions to electronic stopping power 
calculated by rt-TDDFT simulations and SRIM-2013 (Ziegler et al., 2010). The 
unit of stopping power is 10− 15eVcm2/(atom or bond). The last column reports 
the relative percentual difference between rt-TDDFT and SRIM.   

Name rt-TDDFT SRIM-2013 ε(%) 

Core H 0 0 0 
O 4.68 ± 0.35 5.36 − 12.6 

Bond H–H 8.46 ± 0.61 10.049 − 15.8 
H–O 9.37 ± 0.77 10.085 − 7.1 
O–O 5.1 ± 1.27 – – 
O=O 19.24 ± 1.43 22.044 − 12.6  
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