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—— Abstract

Local certification consists in assigning labels to the nodes of a network to certify that some given
property is satisfied, in such a way that the labels can be checked locally. In the last few years,
certification of graph classes received a considerable attention. The goal is to certify that a graph G
belongs to a given graph class G. Such certifications with labels of size O(logn) (where n is the size
of the network) exist for trees, planar graphs and graphs embedded on surfaces. Feuilloley et al. ask
if this can be extended to any class of graphs defined by a finite set of forbidden minors.

In this work, we develop new decomposition tools for graph certification, and apply them to
show that for every small enough minor H, H-minor-free graphs can indeed be certified with labels
of size O(logn). We also show matching lower bounds using a new proof technique.

2012 ACM Subject Classification Theory of computation — Distributed algorithms

Keywords and phrases Local certification, proof-labeling schemes, locally checkable proofs, graph
decompositions, minor-free graphs

Digital Object Identifier 10.4230/LIPIcs.OPODIS.2021.22
Related Version Full Version: https://arxiv.org/abs/2108.00059 [4]
Funding This work was supported by ANR project GrR (ANR-18-CE40-0032).

Acknowledgements The authors thank the reviewers for the their comments, and Jens M. Schmidt
for pointing out a mistake a previous version.

1 Introduction

Local certification is an active field of research in the theory of distributed computing. On a
high level, it consists in certifying global properties in such a way that the verification can be
done locally. More precisely, for a given property, a local certification consists of a labeling
(called a certificate assignment), and of a local verification algorithm. If the configuration of
the network is correct, then there should exist a labeling of the nodes that is accepted by the
verification algorithm, whereas if the configuration is incorrect no labeling should make the
verification algorithm accept.

Local certification originates from self-stabilization, and was first concerned with certifying
that a solution to an algorithmic problem is correct. However, it is also important to
understand how to certify properties of the network itself, that is, to find locally checkable
proofs that the network belongs to some graph class. There are several reasons for that. First,
because certifying some solutions can be hard in general graphs, while they become simpler
on more restricted classes. To make use of this fact, it is important to be able to certify that
the network does belong to the restricted class. Second, because some distributed algorithms
work only on some specific graph classes, and we need a way to ensure that the network does
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belong to the class, before running the algorithm. Third, the distinction between certifying
solutions and network properties is rather weak, in the sense that the techniques are basically
the same. So we should take advantage of the fact that a lot is known about graph classes to
learn more about certification.

In the domain of graph classes certification, there have been several results on various
classes such as trees [26], bipartite graphs [23] or graphs of bounded diameter [8], but until
two years ago little was known about essential classes, such as planar graphs. Recently,
it has been shown that planar graphs and graphs of bounded genus can be certified with
O(logn)-bit labels [17, 18, 13]. This size, O(logn), is the gold standard of certification, in
the sense that little can be achieved with o(logn) bits, thus O(logn) is often the best we
can hope for.

Planar and bounded-genus graphs are classic examples of graphs classes defined by
forbidden minors, a type of characterization that has become essential in graph theory since
the Graph minor series of Robertson and Seymour [31]. Remember that a graph H is a
minor of a graph G, is it possible to obtain H from G by deleting vertices, deleting edges,
contracting edges. At this point, the natural research direction is to try to get the big picture
of graph classes certification, by understanding all classes defined by forbidden minors. In
particular, we want to answer the following concrete question.

» Question 1 ([18, 14]). Can any graph class defined by a finite set of forbidden minors be
certified with O(logn)-bit certificates?

This open question is quite challenging: there are as many good reasons to believe that
the answer is positive as negative.

First, the literature provides some reasons to believe that the conjecture is true. Properties
that are known to be hard to certify, that is, that are known to require large certificates, are
very different from minor-freeness. Specifically, all these properties (e.g. small diameter [§],
non-3-colorability [23], having a non-trivial automorphism [23]) are non-hereditary. That
is, removing a node or an edge may yield a graph that is not in the class. Intuitively,
hereditary properties might be easier to certify in the sense that one does not need to encode
information about every single edge or node, as the class is stable by removal of edges and
nodes. Minor-freeness is a typical example of hereditary property. Moreover, this property,
that has been intensively studied in the last decades, is known to carry a lot of structure,
which is an argument in favor of the existence of a compact certification (that is a certification
with O(log n)-bit labels).

On the other hand, from a graph theory perspective, it might be surprising that a
general compact certification existed for minor-free graphs. Indeed, for the known results,
obtaining a compact certification is tightly linked to the existence of a precise constructive
characterization of the class (e.g. a planar embedding for planar graphs [17, 13], or a canonical
path to the root for trees [26]). Intuitively, this is because forbidden minor characterizations
are about structures that are absent from the graphs, and local certification is often about
certifying the existence of some structures. While such a characterization is known for some
restricted minor-closed classes, we are far from having such a characterization for every
minor-closed class. Note that there are a lot of combinatorial and algorithmic results on
H-minor free graphs, but they actually follow from properties satisfied by H-minor free
graphs, not from exact characterizations of such graphs. For certification, we need to rule out
the graphs that do not belong to the class, hence a characterization is somehow necessary.
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1.1 Our results

Answering Question 1 seems unfortunately out of reach, at the current state of our knowledge.

We have explained above about why designing compact certification is hard for classes that
do not have a constructive characterization. We will later give some intuition about why
lower bounds seem equally difficult to get. In this paper, we intend to build the foundations
needed to tackle Question 1. More precisely, we have four types of contributions.

First, we show how to certify some graph decompositions. Such decompositions state
how to build a class based on a few elementary graphs and a few simple operations. They
are essential in structural graph theory, and more specifically in the study of minor-closed
classes. Amongst the most famous examples of these theorems is the proof of the 4-Color
Theorem [2] or the Strong Perfect Graph Theorem [10].

Second, we show that by directly applying these tools, we can design compact certification
for several H-minor free classes, for which a precise characterization is known. See Fig. 1
and 2. That is, we answer positively Question 1, for several small minors, and show that our
decomposition tools can easily be used.

Class Optimal size Result

. Equivalent to
K3-minor free O(logn) acyclicity [26, 23].

Diamond-minor-free O(logn) Corollary 20

K4-minor-free O(logn) Corollary 20

K5 s-minor-free O(logn) Corollary 20

(K2,3, K4)-minor-free

(i.e. outerplanar) ©(logn) Corollary 20

K5 4-minor-free O(logn) See full version.

Figure 1 Our main results for the certification of minor-closed classes.

Figure 2 From left to right: the diamond, the clique on 4 vertices K4, and the complete bipartite
graph K> 3.

Third, we do a systematic study of small minors to identify which is the first one that we
cannot tackle. We first prove the following theorem.

» Theorem 2. H-minor-free classes can be certified in O(logn) bits when H has at most 4
vertices.

Then, we extend this theorem to minors on five vertices with a specific shape, proving
along the way new purely graph-theoretic characterizations for the associated classes. After
this study, we can conclude that the next challenge is to understand Ks-minor free graphs.

Finally, we prove a general Q(log n) lower bounds for H-minor-freeness for all 2-connected
graphs H. This generalizes and simplifies the lower bounds of [17] which apply only to K}
and K, ,-minor-free graphs, and use ad-hoc and more complicated techniques.
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At the end of the paper, we discuss why the current tools we have, both in terms of upper
and lower bounds, do not allow settling Question 1. We list a few key questions that we need
to answer before we can fully understand the certification of minor-closed classes, from the
certification of classes with no tree minors to the certification k-connectivity, for arbitrary k.

1.2  Our techniques
General approach and challenges

To give some intuition about our techniques, let us focus on a concrete example: K,-minor-
free graphs. Remember that a graph has K4-minor if we can get a K, by deleting vertices
and edges, and contracting edges. An alternative definition is that a graph has a K4-minor, if
it is possible to find four disjoint sets of vertices, called bags, such that: each bag is connected,
there is a path between each pair of bags, these paths and bags are all vertex-disjoint (except
for the endpoints of the paths that coincide with vertices of the bags). See Figure 3.

@@ @ %

Figure 3 The graph on the left has a K4 minor. Indeed, the bags of the second definition are
depicted in the picture in the middle, and it is easy to find the six disjoint paths that link them.
Alternatively, one can get a K4 like the one of the right-most picture by contracting all the edges
inside the bags, contracting the wavy paths between bags into edges, and deleting the dotted vertices
and edges.

An important observation is that, if we take a collection Fj, ..., Fj of K -minor-free
graphs, and organize them into a tree, by identifying pairs of vertices like in Figure 4, we get
a K4-minor-free graph.

Figure 4 The five graphs with plain edges on the left picture are K4-minor free. Organizing them
into a tree by identifying the nodes linked by dotted edges makes a larger K4-minor-free graph.

To see that, suppose that the graph we created has a K, -minor. Then there exist bags
and paths as described above. If the bags and paths are all contained in the same former Fj,
then this F; would not be K -minor-free, which is a contradiction. If it is not the case, then
the bags and paths use vertices that belong to different subgraphs F; and F;. And because
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of connectivity, they should use a vertex v that connects two such subgraphs (gray vertices
in Figure 4). Then the bags and paths cannot be vertex-disjoint as required, because at least
two of them should use the vertex v.

As a consequence of the observation above, a classic way to study Kj4-minor-free graphs
(as well as other classes) is to decompose the graph into maximal 2-connected components
organized into a tree. This is called the block-cut tree of the graph, where every maximal
2-connected component is called a block. (Figure 4 actually show the block-cut structure of
the right-most graph.) This is relevant here because 2-connected Ky-minor-free graphs have
a specific structure; we will come back to this later.

Now, from the certification point of view, there is a natural strategy: first certify the
structure of the block-cut tree, and then certify the special structure of each block. There
are several challenges to face with this approach. First, to certify the block-cut tree, it is
essential to be able to certify the connectivity of the blocks. Second, we need to avoid what
we call certificate congestion, which is the issue of having too large certificates because we
use too many layers of certification on some nodes. We now detail these two aspects, starting
with the latter.

Avoiding certificate congestion

In the block-cut tee of a graph, the blocks are attached to each other by shared vertices,
the cut vertices. There is no bound on the number of blocks that are attached to a given
cut vertex, and this is problematic for certification. Indeed, we cannot give to every node
the list of the blocks it belongs to, as we aim for O(logn) certificates, and such a list could
contain Q(n) blocks. And even if we could fix the certification of the block-cut tree, the same
problem would appear with the certification of the specific structure of each block: the cut
vertices would have to hold a piece of certification for each block.

We basically have two tools to deal with this problem. The first one is not new, it is a
degeneracy argument that already appeared in [17, 18]. A graph is k-degenerate if in every
subgraph there exists a vertex that has degree at most k. Intuitively (and a bit incorrectly),
this means that when we need to put a large certificate on a vertex, we can spread it on
its some of its neighbors that have lower degree. A more precise statement is that, for
k-degenerate graphs, we can transform a certification with O(f(n)) labels on the edges of
the graphs, into a classic certification with O(k - f(n)) labels on the vertices. This is relevant
for our problem, as a priori there is less congestion on the edges, and minor-free classes
have bounded degeneracy. Unfortunately, this is not enough for our purpose. We then
build a second, more versatile tool. It consists in proving that it is possible to transform
in mechanical way any certification of a graph or subgraph, into a certification that would
put an empty certificate on some given vertex. Once we have this tool, we can adapt the
certification of the blocks to work well in the block-cut tree: build the block-cut tree by
adding blocks iteratively, making sure that the connecting node has an empty label in the
certification of the newly added block.

See Section 3 for the details on this topic.

Certifying connectivity properties

Connectivity properties have been studied before in distributed certification. Specifically,
certifying that for two given vertices s and ¢, the st-connectivity is at least k£ has been studied
in [26] and [23]. But here we are interested in the connectivity of the graph itself, or in other
words, in the st-connectivity between any pair of vertices. Clearly, proving st-connectivity for
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any pair using the schemes of the literature would lead to huge certificates. Instead, we use
the characterizations of k-connected graphs that are known for small values of k. There are
various such characterizations, but they are all based on the same idea of ear decomposition.

To explain ear decompositions, consider a graph that we can build the following way (see
Figure 5). Start from an edge, and iteratively apply the following process: take two different
nodes of the current graph and link them by a path whose internal nodes are new nodes of
the graph. It is not hard to see that such a graph is always 2-connected. Remarkably, the
converse is also true: any 2-connected graph can be built (or decomposed this way). This is
called an open ear decomposition, and similar constructions characterize 2-edge connected
graphs and 3-vertex-connected graphs.

©

Figure 5 Illustration of an open ear decomposition. The graph on the left can be built with the
ear decomposition described on the right. First, put the bold edge. Then add the path of plain
edges. Finally, add the dotted path, and the wavy path, which is just one edge.

The good thing about these constructions is that we can certify them, by describing and
certifying every step. This requires some care, as when certifying a new path, we could
increase the size of the certificates of the endpoints, that are already in the graph. Fortunately,
the tools developed to avoid certificate congestions allow us to control the certificate size.

The details about the connectivity certification can be found in Section 4.

Putting things together

Combining these techniques, we can prove the following theorem.

» Theorem 3. For any 2-connected graph H, if the 2-connected H-minor-free graphs can be
certified with f(n) bits, then the H-minor-free graphs can be certified with O(f(n) + logn)
bits.

Going back to our example, K -minor-free graphs, given Theorem 3, we are left with
certifying the 2-connected K4-minor-free graphs. As said above, these have a specific shape.
More precisely, 2-connected K4-minor-free graphs have a nested ear decomposition, which
is yet another type of ear decomposition, this time with additional constraints related
to outerplanarity. We can certify this structure by adapting a construction from [17] for
outerplanar graphs.

More generally the 2-connected graphs corresponding to most of the classes of Figure 1
have specific shapes that we can certify quite easily, which imply our compact certification
schemes. We do this in Section 5. For example, the 2-connected Cy-minor-free graphs are
K5 and K3, and the 2-connected diamond-minor-free graphs are the induced cycles. A
special case is K 4, that has a more complicated structure, requiring to consider 3-connected
components, and some more complicated substructures. Due to space constraints, this section
is deferred to the full version [4].

The full version also contains the study all the minors on at most 4 vertices, and all the
minors on 5 vertices of some simple form. For these, we do not need new techniques on the
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certification side, but we need to work on the graph theory side to establish new charac-
terizations, as for these minors the literature does not help. This might be of independent
interest as we study the natural notion of H-minimal graph, which are the graph that have
H as a minor, but for which any vertex deletion would remove this property.

Lower bounds

Towards the end of the paper, we show that Q(logn)-bit labels are necessary to certify
(2-connected) minor-free graph classes. When it comes to Q(logn) lower bounds in our
model, there are basically two complementary techniques (called cut-and-plug techniques
in [14]). Both techniques basically show that paths cannot be differentiated from cycles, if the
certificates use o(logn) bits. First, in [23], the idea is to use many correct path instances, and
to prove that we can plug them into an incorrect cycle instance, thanks to a combinatorial
result from extremal graph theory. Second, in [19], the idea is to consider a path, to cut it
into small pieces, and to show via Sterling formula, that there exists a shuffle of these pieces
that can be closed into a cycle.

Previous lower bounds for minor-free graphs in [17] followed the same kind of strategies
as [23] and [19], with the same type of counting arguments, more complicated constructions,
and tackled only minors that were cliques or bicliques.

In this paper, we are able to do a black-box reduction between the path/cycle problem and
the H-minor-freeness for any 2-connected H. This way we avoid explicit counting arguments,
and get a more general result with a simpler proof.

1.3 Related work

Local certification first appeared under the name of proof-labeling schemes in [26], inspired
by works on self-stabilizing algorithms (see [11] for a book on self-stabilization). It has then
been generalized under the name of locally checkable proofs in [23], and the field has been
very active since these seminal papers. In the following, we will focus on the papers about
local certification of graph classes, but we refer to [14] and [16] for an introduction and a
survey of local certification in general.

As said earlier, certification was first mostly about checking that the solution to an
algorithmic problem was correct, a typical example being the verification of a spanning
tree [26]. Some graph properties have also been studied, for example symmetry in [23], or
bounded diameter in [8]. Very recently, classes that are more central in graph theory have
attracted attention. It was first proved in [30], as an application of a more general method,
that planar graphs can be certified with O(logn) bits in the more general model of distributed
interactive proofs. Then it was proved in [17] that these graphs can actually be certified with
O(logn) bits in the classic model, that is, without interaction. This result was extended
to bounded-genus graphs in [18]. Later, [13] provided a simpler proof of both results via
different techniques. It was also proved in [29] that cographs and distance-hereditary graphs
have compact distributed interactive proofs.

Still in distributed computing, but outside local certification, the networks with some
forbidden structures have attracted a lot of attention recently. A popular topic is the
distributed detection of some subgraph H, which consists, in the CONGEST (or CONGEST-
CLIQUE) model to decide whether the graph contains H as a subgraph or not (see [7] and
the references therein). A related task is H-freeness testing, which is the similar but easier
task consisting in deciding whether the graph is H-free or far from being H-free (in terms
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of the number of edges to modify to get a H-free graph). This line of work was formalized
by [6] after the seminal work of [5] (see [20] and the references therein). To our knowledge,
no detection/testing algorithm or lower bounds have been designed for H-minor-freeness.

Finally, we have mentioned in the introduction that certifying that the graph belongs to
some given class is important because some algorithms are specially designed to work on
some specific classes. For example, there is a large and growing literature on approximation
algorithms for e.g. planar, bounded-genus, minor-free graphs. We refer to [15] for a
bibliography of this area. There are also interesting works for exact problems in the
CONGEST model, e.g. in planar graphs [21], graphs of bounded treewidth or genus [24]
and minor-free graphs [25]. In particular the authors of [25] justify the focus on minor-free
graphs by the fact that this class allows for significantly better results than general graphs,
while being large enough to capture many interesting networks. Very recently, [22] proved
general tight results on low-congestion short-cuts (an essential tool for algorithms in the
CONGEST model) for graphs excluding a dense minor.

2 Preliminaries

In this section, we define formally the notions we use and describe some useful known
certification building blocks.

2.1 Graphs and minors

Let G = (V, E) be a graph. Let X C V. The subgraph of G induced by X is the graph with
vertex set X and edge set £ N X2. The graph G\ X is the subgraph of G induced by V '\ X.
A graph G’ is a subgraph of G if V' CV and E' C E. For every v € V, N(v) denotes the
neighborhood of v that is the set of vertices adjacent to v. The graph G is d-degenerate if there
exists an ordering vy, ..., v, of the vertices such that, for every i, N(v;) N {v;iy1,...,v,} has
size at most d. It refines the notion of maximum degree since any graph of maximum degree
A are indeed A-degenerate (but the gap between A and the degeneracy can be arbitrarily
large). Let u,v € V, a path from u to v is a sequence of vertices vg = w,v1,...,v; = v such
that for every ¢+ < £ — 1, v;v;41 is an edge. It is a cycle if vyvy also exists.

A graph G is connected if there exists a path from w to v for every pair u,v € V. All
along the paper, we only consider connected graphs. Indeed, in certification, the nodes can
only communicate with their neighbors, so no node can communicate with nodes of another
connected component.

A vertex v is a cut-vertex if G\ {v} is not connected. If G does not contain any cut-vertex,
G is 2-(vertex)-connected. If the removal of any edge does not disconnect the graph, we say
that G is 2-edge-connected. A graph is k-(vertex)-connected if there does not exist any set
X of size k — 1 such that G\ X is not connected. To avoid cumbersome notations, we will
simply write k-connected for k-vertex-connected.

A graph H is a minor of G if H can be obtained from G by deleting vertices, deleting
edges and contracting edges. Equivalently, it means that, if G is connected, there exists a
partition of V' into connected sets V1,. .., V|y| such that there is (at least) an edge between
Vi and Vj if h;h; is an edge of H. We say that V1,...,V|y is a model of H. The graph G is
H-minor-free if it does not contain H as a minor.

2.2 Local computation and certification

We assume that the graph is equipped with unique identifiers in polynomial range [1,n*],
thus these identifiers can be encoded on O(logn) bits.
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Local certification is a mechanism for verifying properties of labeled or unlabeled graphs.

In this paper we will use a local certification at distance 1, which is basically the model called
proof-labeling schemes [26]. A convenient way to describe a local certification is with a prover
and a verifier. The prover is an external entity that assigns to every node v a certificate
¢(v). The verifier is a distributed algorithm, in which every node v acts as follows: v collects
the identifiers and the certificates of its neighbor and itself, and outputs a decision accept
or reject. A local certification certifies a graph class C if the following two conditions are
verified:
1. For every graph of C, the prover can find a certificate assignment such that the verifier
accepts, that is, all nodes output accept.
2. For every graph not in C, there is no certificate assignment that makes the verifier accept,
that is, for every assignment, there is at least one node that rejects.
The size of the certificate of C is the largest size of a certificate assigned to a node of a graph
of C.
Note that to describe a local certification, the only essential part is the verifier algorithm,
the prover is just a way to facilitate the description of a scheme.
In this paper, we are going to use a variant of the model above, called edge certification,

where the certificates can be assigned on both the nodes and the edges. See Subsection 3.1.

2.3 Known building blocks for graph certification

There are few known certification schemes that we are going to use intensively as building
blocks in the paper.

» Lemma 4 ([26, 1]). Acyclicity can be certified in O(logn) bits.

The classic way to certify that the graph is acyclic, is for the prover to choose a root
node, and then to give to every node as its certificate its distance to the root. The nodes can
simply check that the distances are consistent.

The same idea can be used to certify a spanning tree of the graph, encoded locally at
each node by the pointer to its parent, which is simply the ID of this parent. The scheme is
the same, except that the prover, in addition to the distances, gives the ID of the root, and
the verification algorithm checks that all nodes have been given the same root-ID, and only
takes into account the edges that correspond to pointers (also the root checks that its ID
is the root-ID). A spanning tree is a very useful tool to broadcast the existence of a vertex
satisfying a locally checkable property: simply choose a spanning tree rooted at the special
vertex, encode it locally with pointers and certify it. Then the root can check that indeed it
has the right property, and all the other vertices know that such a vertex exists.

Finally, with the same ideas, one can easily deduce O(logn) certification for paths. We
just add to the acyclicity scheme the verification that the degree of every node is at most 2.
Note that cycles do not need certificates to be verified: every node just checks that it has
degree exactly 2.

Let us now define a graph class that will appear in several decompositions.

» Definition 5. A path-outerplanar graph is a graph that admits a path P that can be drawn
on a horizontal line, such that all the edges that do not belong to P can be drawn above that
line without crossings. The edges are said to be nested.

We are going to use the two following classic results as black boxes.

» Lemma 6 ([17]). Path-outerplanar graphs can be certified with O(logn)-bit certificates.
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» Lemma 7 ([26]). Every graph class can be certified with O(n?) bits.

The idea of the scheme is that the prover gives to every node v the map of the graph, e.g.
as an adjacency matrix, along with the position of v in this map. Then every node can check
that it has been given the same map as its neighbors, and that the map is consistent with its
neighborhood in the network.

Organization of the paper

The full version of the paper contains more material than this short version. First, we had to
remove the majority of the proofs from the short version. As a consequence, some parts of
the paper are mainly lists of lemmas, but the intuition provided in the introduction should be
enough to follow the articulation of the reasoning. Also, as said before, several full sections
of the paper appear only in the full version [4].

3 Avoiding certificate congestion

One can obtain many structured graph classes like minor free graphs with “gluing” operations,
for instance, by identifying vertices of two graphs of the class. If we have a certification for
both graphs, we would like to simply take both certificate assignments to certify the new
graph. However, for the vertex on which the two graphs are glued, the size of the certificate
might have doubled. While it is not a problem for bounded degree graphs, it can become
problematic if many gluing operations occur around the same vertex, since this vertex would
get an additional certificate from each operation. In this section, we present two ways to
tackle these issues, that will be used in the forthcoming sections.

The first one consists in shifting the certification on edges instead of vertices, which helps
in the sense that when gluing on vertices the edge certificate can remain unchanged. As
we will see, the edge setting is equivalent to the usual vertex certification for nice enough
classes. The second option uses that one can (almost) freely assume that a given vertex has
an empty label in a correct certification.

3.1 Edge certification and degeneracy

Transforming a node certification into an edge certification can always be done without
additional asymptotic costs: just copy on every edge the certificate of the two endpoints, and
adapt the verification algorithm accordingly. Transforming an edge certification into a node
certification is also always possible, by giving a copy of the edge label to each of its endpoint.
But this transformation can drastically increase the certificate size: if an edge certification
uses Q(f(n))-bit labels, the associated node certification might use Q(n - f(n))-bit if the
maximum degree of the graph is linear. The following theorem ensures that in degenerate
graph classes there is a more efficient transformation that permits to drastically reduce the
size of the certificate.

» Theorem 8 ([18]). Consider an edge certification of a graph class C where the edges are
labeled with f(n)-bit certificates. If C is d-degenerate, then there exists a (node) certification
with d - f(n)-bit certificates.

Note that H-minor free graphs have degeneracy O(h+/logh) where h = |V (H)| [27, 33].
Therefore, we can freely put labels on edges when certifying classes defined by forbidden
minors.
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3.2 Certification with one empty label

In this part, our goal is to erase the certificate of a node. To this end, we first consider
certification of spanning trees and strengthen both Lemma 4 and the discussion that followed
in Subsection 2.3. We then extend this intermediate step to every graph class in Lemma 10.

» Lemma 9. Let T be a spanning tree of G. There exists a certification of T that does not
assign a label to the root, and uses the same certificate as the classic tree certification (cf.
Subsection 2.3) on the other nodes.

A pointed graph is a graph with one selected node. Given a class, one can build its pointed
version by taking for each graph all the pointed versions of it.

» Lemma 10. Consider a class C that can be certified with certificates of size f(n). One can
certify the pointed class of C with O(f(n) + logn) bits, without having to put certificates on
the selected node.

The previous results can be easily iterated: one can always remove the labels of k£ nodes (as
long as they are pairwise non-adjacent) to the cost of a factor k in the size of the certificates.
Therefore, the result extends to the case of k-independent pointed classes (i.e. where an
independent set of size at most k is selected instead of only one vertex).

» Corollary 11. Consider a class that can be certified with certificates of size f(n). One can
certify the k-independent pointed class with O(kf(n) + klogn) bits, without having to put
certificates on the selected nodes.

Moreover, with more constraints on the structure of the set of pointed vertices (for
instance if they are all at distance at least 3), one could even obtain certificate of size
O(f(n) + klogn) (since every node receives the certificate of at most one selected node).

4 Connectivity and connectivity decompositions

In this section, we study the certification of connectivity properties and connectivity decom-
positions, in particular the block-cut tree mentioned in the introduction.

An ear decomposition is a way to build a graph by iteratively adding paths, the so-called
ears. Ear decompositions are central tools for decades in structural graph theory and are used
in many decomposition or algorithmic results. There exists various variants of this process,
that characterize different classes and properties. For certification, these decompositions
happen to be easier to manipulate than some other types of characterizations since they
are based on iterative construction of the graph, and use paths, which are easy to certify.
These paths are convenient since we can “propagate” some quantity of information on them
as long as every vertex belongs to a bounded number of paths. In this section, we remind
several such decompositions, and use them to certify various connectivity properties and
decompositions.

Let us start with 2-connectivity. A graph G has an open ear decomposition if G can be
built, by starting from a single edge, and iteratively applying the following process: take two
different nodes of the current graph and link them by a path whose internal nodes are new
nodes of the graph (such a path is called an ear). Note that this path can be a single edge,
and then there is no new node. Let an inner node of an ear be a vertex that is created with
this ear, and let a long ear be an ear with at least one inner node.

» Theorem 12 ([35] reformulated). A graph is 2-connected if and only if it has an open ear
decomposition.
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As described in the introduction, we use this characterization to certify vertex and edge
2-connectivity.

» Lemma 13. 2-connected graphs can be certified with O(logn) bits.

» Corollary 14. 2-edge-connected graphs can be certified with O(logn) bits.

A more refined type of ear decomposition characterizes the 3-vertex-connected graphs,
based on Mondshein sequences.

» Definition 15 ([32, 28, 9]). Let ru and rt be two edges of a graph G. A Mondshein

sequence through rt, avoiding u is an open ear decomposition of G such that:

1. rt is in the first ear.

2. the ear that creates node u is the last long ear, u is its only inner vertex, and it does not
contain ru.

3. the ear decomposition is non-separating, that is, for every long ear except the last one,
every inner node has a neighbor that is created in a later ear.

» Theorem 16 ([9, 32]). Let ru and rt be two edges of a graph G. The graph G is 3-vertex-
connected if and only if it has a Mondshein sequence through rt avoiding w, and there are
three internally vertex-disjoint path between t and u.

We can translate this theorem into a compact certification.

» Corollary 17. 3-connectivity can be certified with O(logn) bits on vertices and O(1) bits
on edges.

With the tools we previously introduced, we can now certify a well-known decomposition
into parts of higher connectivity, called the block-cut tree. This allows to prove the following
result. Due to space constraint, the needed definition and proof only appear in the full
version [4].

» Theorem 3. For any 2-connected graph H, if the 2-connected H-minor-free graphs can be
certified with f(n) bits, then the H-minor-free graphs can be certified with O(f(n) + logn)
bits.

5 Application to C4, C5, Diamond, K, and K, 3 minor-free graphs

This section is devoted to the certification of Cy-minor-free, diamond-minor-free graphs,
K, -minor-free graphs and K 3-minor-free graphs. All the proofs can be found in the full
version [4]. They will all follow the same structure: prove that the 2-connected components,
which are more structured, can be certified with small labels, and then use Theorem 3 to
conclude for the general case.

A nested ear decomposition is an open ear decomposition that starts from a path, with
two properties: (1) both ends of an ear have to be connected to the same ear, and (2) for
every ear, the ears that are plugged onto it are nested. Eppstein proved in [12] that, for
2-connected graphs, being K -minor-free is equivalent to having a nested ear decomposition.
Therefore, we get the following.

» Theorem 18. 2-connected K4-minor-free graphs can be certified with O(logn)-bit labels.

We now extend the techniques to other small graphs, but before we prove a simple
statement for the case of Cs.
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» Lemma 19. 2-connected Cs-minor free graphs are either graphs of size at most 4 or K,
or Ké’p which is the complete bipartite graph K, plus an edge between the two vertices on
the set of size 2.

» Corollary 20. The following classes of graphs can be certified with O(logn) bit certificates:
Cy-minor-free graphs, Cs-minor free graphs, diamond-minor-free graphs, house-minor free
graphs®, outerplanar graphs (that is (Ko 3, K4)-minor-free graphs), Kas-minor-free and
Ky-minor-free graphs.

6 Lower bounds

In this section, we show logarithmic lower bounds for H-minor-freeness for every 2-connected
graph H. These results generalize the lower bounds of [17] for K} and K, ;. Our technique
is a simple reduction from the certification of paths, via a local simulation. In contrast, the
proofs of [17] were ad-hoc adaptations of the constructions of [23] and [19], with explicit
counting arguments. Moreover, our lower bounds apply in the stronger model of locally
checkable proofs, where the verifier can look at a constant distance.

» Theorem 21. For every 2-connected graph H, certifying H-minor-freeness requires 2(logn)
bits.

Let us start by proving a couple of lemmas. Let H be a 2-connected graph, and let e = uv
be an arbitrary edge of H. Let H~ be the graph H \ e. Note that H~ is connected. We are
going to consider copies of H~, that we index as H; ’s, and where the copies of the nodes
u and v will be called u; and v;. Let P be the class of all the graphs that can be made by
taking some k copies of H~, and by identifying for every i € [1,k — 1], v; with u;41. In other
words, P is the set of paths, where every edge is a copy of H~. The class C is the same as P
except that we close the paths into cycles, that is, we identify vy with u;.

» Lemma 22. The graphs of P are all H-minor-free, and the graphs of C all contain H as a
minor.

Proof. Let G be a graph of P. Note that every vertex v; (identified with u;41) for i €
{1,....,k — 1}, is a cut vertex of G. Therefore, since H is 2-connected, a model of H can only
appear between two such nodes. By construction this cannot happen, as the graphs between
the cut vertices are all H~. Thus G is H-minor-free.

Now let G be a graph of C. We claim that G contains H as a minor. Consider the
following model of H. Any H; is a model of H except for the edge uv. Since we have made
a cycle of H; ’s, there is a path between v; and u,; outside H, , and this path finishes the
model of H. <

» Lemma 23. Let H be a 2-connected graph. If there is a certification with O(f(n)) bits for
H-minor-free graphs, then there is a O(f(n)) certification for paths.

Now Theorem 21 follows from the fact that paths cannot be certified with o(logn)
bits [26, 23]. Note that this also applies in the locally checkable proof setting, as soon as
the number of copies of H~ is large enough, since the lower bound for paths also applies to
locally checkable proofs.

L The house being a Cy plus a vertex connected to two consecutive vertices of the Cj.
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7 Discussion

Milestones to go further

In this paper, we develop several tools and use them to show that some minor closed graph
classes can be certified with O(logn) bits. While these tools probably permit certifying new
classes, we simply wanted to illustrate their interest. Let us now discuss the tools that are
missing in order to tackle the general question on H-minor-freeness and which steps can be
interesting to tackle it.

First, as we explained in the section of the full version concerned with 5 vertices, certifi-
cation of H-minor free classes seems easier when H is sparse. One first question that might
be interested to look at is the following:

» Question 24. Let T be a tree. Can T-minor free graphs be certified with O(logn) bits?

The answer to this question for small graphs H (up to 5 vertices) is not very interesting,
since the number of vertices of degree at least 3 is bounded (and then the whole structure of
the graph is “simple”). Even if it remains simple for any H, there is no trivial argument
allowing us to certify these nodes with O(logn) bits.

A natural approach to tackle Conjecture 1 would consist in an induction on the size of
H. Indeed, knowing how to certify H \ x for any possible  may help to certify H. The
basic idea would consist in separating two cases. 1) When H is not heavily connected where
we can heavily use the fact that we can H \  can be certified. And 2) when H is heavily
connected, try to use a more general argument. A first step toward step 1) would consist in
proving that if H-minor-freeness can be certified, then so is H + K;-minor-freeness?. We
proved it for five vertices in the full version, but the proof heavily uses the structure of the
graphs on four vertices. One can then naturally ask the following general question:

» Question 25. Let H be a graph. Can (H + K1)-minor free graphs be certified with O(logn)
bits when H can be certified with O(logn) bits?

As in the proof of the analogue theorem for 5 vertices in the full version, we know that
we can assume that G is H-minimal. Even if most of the techniques we use are specific, some
(basic) general properties of H-minimal graphs which might be useful to tackle this question.

In structural graph theory, a particular class of H-minimal graphs received a considerable
attention which are minimally non-planar graphs, in order words, graphs G that are minimal
and that contains either a K5 or a K33 as a minor. It might be interesting to determine if
minimally non-planar graphs can be certified with O(logn) bits.

Note that if we can answer positively Question 25 positively, the second step would
consist in proving the conjecture when we add to H a vertex attached to a single vertex of
H. Proving this case would, in particular, imply a positive answer to Question 24.

If we want to consider dense graphs, the questions seem to become even harder. In
particular, one of the first main complicated H-minor class to deal with is probably the class
of Ks-free graphs. There are several reasons for that. First, it is the smallest 4-connected
graph and the hardness to certify seem to be highly related to the connectivity of the graph
that is forbidden as a minor. The second reason is that it is the smallest graph for which
H-minor free graphs is a super class of planar graphs. In other words, we cannot take
advantage of the “planarity” of the graph (formally or informally) to certify the graph class.
We then ask the following question:

2 H + K is the graph H plus an isolated vertex.
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» Question 26. Can Ky-minor free graphs be certified with O(logn) bits?

Wagner proved in [34] that a graph is Ks-minor-free if and only if it can be built from
planar graphs and from a special graph Vg by repeated clique sums. A clique sum consists in
taking two graphs of the class and gluing them on a clique, and then (potentially) remove
edges of that clique. While it should have been easy to certify this sum if we keep the edges
of the clique, the fact that they might disappear makes the work much more complicated for
certification.

More generally, many decompositions are using the fact that we replace a subgraph by
a smaller structure (a single vertex or an edge for instance) only connected to the initial
neighbors of that structure in the graph. Certifying such structures is a challenging question
whose positive answer can probably permit to break several of the current hardest cases.

Obstacles towards lower bounds

There are also several obstacles preventing us to prove super-logarithmic lower bounds for
the certificate size of H-minor-free graphs. Basically, the only techniques we know consist in
(explicit or implicit) reductions to communication complexity. In particular, communication
complexity.

Let us remind what these reductions look like. In such a reduction, one considers a family
of graphs with two vertex sets A and B, with few edges in between. These graphs are defined
in such a way that the input of Alice for the disjointness problem can be encoded in the
edges of A and the input of Bob in the edges of B. Then, given a certification scheme, Alice
and Bob can basically simulate the verification algorithm, and deduce an answer for the
disjointness problem. If a certification with small labels existed for the property at hand,
then the communication protocol would contradict known lower bounds, which proves a
lower bound for certification.

The difficulty of using this proof for H-minor free graphs comes from the fact that it
is difficult to control where a minor can appear, that is, to control the models of H. For
example, it is difficult to control that if H appears in the graph, then the nodes V; associated
with some node i of H are on Alice’s side. As a comparison, for proving properties on the
diameter, [8] used a construction where all the longest paths in the graph had to start from
Alice side and finish in Bob side, but such a property seems difficult to obtain for minors.

Connectivity questions

A large part of the paper is devoted to certify connectivity and related notions that are of
independent importance, for instance to certify the robustness of a network. For these, we
do not have lower bounds, and leave the following question open.

» Question 27. Does the certification of k-connectivity require Q(logn) bits?

For this question, it is tempting to try a construction close to the one we have used
for H-minor-free graphs. For example, one could think that the nodes of the path/cycle
could simulate the k-th power of the graph, which is k-connected if and only if the graph
is a cycle. But this does not work: we want the yes-instances for the property (e.g. the
k-connected graphs) to be in mapped to yes-instances for acyclicity (e.g. paths), and not
with the no-instances, which are the cycles.

An interesting open problem about k-connectivity also is on the positive side:

» Question 28. Can k-connectivity be certified with O(logn) bits for any k > 47
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Beyond the question of certifying the connectivity itself, we would like to be able to

decompose graphs based on k-connected components, like what we did with the block-cut tree
for 2-connectivity. Such decomposition are more complicated and less studied than block-cut
trees, but for 3-connectivity such a tool is SPQR trees [3]. Unfortunately, similarly to the

clique sum operation we mentioned earlier, some steps of the SPQR tree construction are

based on edges that can be removed in later steps, making it hard to certify this structure.
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