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Systematic MDS Erasure Codes Based on
Vandermonde Matrices

Jérôme Lacan and Jérôme Fimes

Abstract—An increasing number of applications in computer
communications uses erasure codes to cope with packet losses.
Systematic maximum-distance separable (MDS) codes are often
the best adapted codes. This letter introduces new systematic
MDS erasure codes constructed from two Vandermonde matrices.
These codes have lower coding and decoding complexities than the
others systematic MDS erasure codes.

Index Terms—Packet erasure channel, systematic MDS code,
Vandermonde matrices.

I. INTRODUCTION

THE recent past has shown a wide use of error-correcting
codes in several kinds of computer communications like

real-time [1], [2], multicast ones [3], [4] or distributed storage 
systems [5]. In these contexts, sending proactive redundant 
packets instead of using automatic request (ARQ) retrans-
missions to cope with data packet losses appears to be more 
efficient. In all these applications, packets are considered to 
be either error-free, or lost. Error-correcting codes used in this 
channel are called erasure codes.

In order to protect transmitted packets, additional 
redundant packets are also sent. This aims at recovering the 
initial packets even if some of the sent packets were lost. A class 
of erasure codes can recover the initial packets provided any 
packets among the transmitted ones are received. These codes, 
featuring an optimal correction capability, are called maximum-
distance separable (MDS) codes [6].

In computer communications, erasure codes are classically 
used in systematic form, i.e. the information data is a part of 
the encoded data. In practical applications, the construction of 
systematic erasure codes is based on -matrices with 
the property that any square submatrix is nonsingular. Vander-
monde and Cauchy matrices are used in this context.

This letter focuses on Vandermonde matrices based codes. 
Indeed, they feature fast algorithms as regards inversion and 
matrix-vector multiplication [7]. However, Section II points out 
that these matrices, when defined over a finite field, can contain 
singular square submatrices and therefore, a systematic erasure 
code built from a single Vandermonde matrix cannot recover 
the original packets from any configurations of received
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packets. To cope with this problem, Section III introduces a
new construction of systematic MDS erasure codes based on
two Vandermonde matrices. It is shown that these codes have
lower coding and decoding complexities than any other system-
atic MDS erasure codes.

II. CLASSICAL CONSTRUCTIONS OF SYSTEMATIC MDS
ERASURE CODES FOR THE PACKET ERASURE CHANNEL

In computer communications, the erasure code protecting
information packets with redundant packets is usually
chosen as a -linear code over a finite field (where

), and the data are interleaved with a depth of , where
is the number of elements of bits contained in the packets. In
other words, with this structure, for any , the packet
contains the coefficient of each codeword.

For the packet erasure channel, the construction of the sys-
tematic MDS codes is based on the following theorem:

Theorem 1 ([6, p. 321]): A code with generator
matrix , where is a -matrix, is MDS
if and only if every square submatrix (formed from any rows
and any columns, for any ) of is
nonsingular.

The encoding of a message of elements of
is processed by multiplying the latter by the generator matrix

as follows:

Clearly, since is systematic, for .
For the decoding, let us consider the reception of the vector

, where .
Let be the -matrix composed of the columns

of . We have:

Since the code is supposed to be MDS, then necessarily,
is nonsingular (see [6, Cor. 3, p. 319]). Then, the

decoding consists in computing the inverse of and in
processing the product:

Note that the interleaved structure of the codewords implies
that the packet losses produce the same erasure pattern for each
of the interleaved codewords. Therefore, only one matrix inver-
sion is necessary for the decoding of the set of the interleaved
codewords. The running time of this operation can be neglected
compared to the matrix-vector multiplications needed to de-
code the interleaved codewords (see [2]).



Consequently, constructing a MDS code is equivalent to 
finding a -matrix such that any square matrix built 
from columns of and columns of is nonsingular, for

. This problem is equivalent to finding a -matrix
such that any -submatrix of is nonsingular, for .
In practical applications, the redundancy is computed from

two classes of matrices: Cauchy or Vandermonde ones.
First, Cauchy matrices are defined from two vectors

and such that as follows:

Since there exists efficient algorithms for Cauchy matrices to
perform the inversion and the multiplication with a vector, the
Cauchy matrices are mainly used for building systematic MDS
codes.

Then, Vandermonde matrices are defined from a vector of
distinct elements of as

The determinant of such a matrix is
and then, this matrix is nonsingular if and only if all the

are distinct.
Systematic erasure codes using a Vandermonde matrix as re-

dundant part of the generator matrix are used in numerous com-
mercial and free applications (see e.g. [4]). However, it has been
stated in [6, p. 323, problem 7] that a Vandermonde matrix de-
fined over a finite field can contain singular square submatrices.
Consequently, such a systematic erasure code is not MDS, i.e. it
is not able to recover the information from any set of symbols
of a codeword.

An upper bound of the number of singular square subma-
trices of a Vandermonde matrix is given in [8]. Considering
a -Vandermonde matrix whose columns are
the consecutive powers of the elements ,
the number of singular -submatrices of this ma-
trix is bounded by with

[8].
According to the author [8], this bound does not seem to

be very tight, following some statistical measurement cam-
paigns [9] and the accuracy of the inequalities. This bound,
however shows the general evolution of the number of singular
generalized Vandermonde matrices. To obtain an accurate
estimation of this bound, some statistical observations [9] have
been conducted showing that the proportion of nonrecoverable
configurations of received packets of a systematic Vander-
monde-based erasure code can reach 0.5% for parameters
corresponding to practical applications (e.g. for ,

and ).
However, despite this property, Vandermonde matrices class

is an excellent candidate to build systematic MDS codes princi-
pally since matrix-vector multiplications can be performed very
efficiently [7], especially when fast Fourier transform (FFT) can
be used. This point motivated the introduction of a construction
of systematic MDS erasure codes based on Vandermonde ma-
trices in the next Section.

III. A NEW CONSTRUCTION OF MDS SYSTEMATIC

ERASURE CODES

A. New Construction of Matrices With No Singular Square
Matrices

Theorem 2: Let us denote by the Vander-
monde matrix . For any vectors and

of such that the , are distinct ele-
ments, then the matrix

is such that any of its square submatrix is nonsingular.
Proof: Let us denote by the -matrix

. Let us consider the product
. It is clear that is of the form

where . We have
to prove that does not contain any singular submatrix.

It is clear that every -submatrix of is nonsingular since
it is a Vandermonde matrix built from a vector of distinct ele-
ments. Then, any submatrix of is nonsingular for it is
the product of and the corresponding nonsin-
gular -submatrix of . As the code defined by the generator
matrix is of systematic form and therefore MDS (any
submatrix is nonsingular), by Theorem 1, every square subma-
trix of is nonsingular.

B. Application of This Construction to Build Fast Erasure
Codes

The construction presented in the last Section used square
matrices, but it can be generalized in order to build generator
matrices of systematic MDS codes of variable length.

Theorem 3: Let be a nonsingular -Van-
dermonde matrix and let be a ma-
trix . Then, the code defined by the generator
matrix

is MDS if and only if the , are distinct elements.
Proof: ) Assume that the code defined by is MDS.

Then the code defined by is MDS
since is nonsingular. As is of the form

, if two elements in the set
are equal, then two columns of

are equal and then there exists a -singular submatrix of .
This is not possible because the code defined by is MDS.
Therefore, all the elements , are pairwise distinct.

) Assume now that the , are distinct elements.
Then the matrix , denoted by

, is such that any -submatrix is nonsingular because
any -submatrix is necessarily a Vandermonde matrix
defined from a set of distinct elements. It is clear that the
matrix also verifies this property.
Therefore, the code defined by is MDS. This concludes the
proof.

Let us now describe the coding and the decoding algorithms
of such a code. Since the code is systematic, the encoding con-
sists in generating the redundant symbols, i.e, in multiplying the



information symbols by the redundant part of the generator ma-
trix equal to . Since Van-
dermonde and inverse of Vandermonde matrix-vector multipli-
cations are more efficient than generic ones, multiplying the data
by the two matrices (i.e. and ) rather than directly
by the product is better in complexity.

For the decoding, the first step consists in considering the
-submatrix of corresponding to the received sym-

bols. This matrix is equal to the product of
by a -Vandermonde matrices (which is a submatrix of

). Let us denote this Van-
dermonde matrix by . The last step of the decoding is
done by multiplying the received symbols by then by

. Note that the inversion of is not compulsory
with the choice of correct algorithms.

Then the encoding and the decoding only use operations (ma-
trix-vector multiplications) on Vandermonde and on inverse of
Vandermonde matrices. It must be noted that all these opera-
tions have lower complexities with Vandermonde matrices than
with Cauchy matrices as shown below.

Moreover, the complexity of the encoding/decoding can be
improved considering the case when is a divisor of .
Under this assumption, taking the vector equal to

, where is an element of of order is
an efficient choice. The corresponding Vandermonde matrix is
then denoted by . This choice has two objectives. First, the
inversion of is direct since .
Then, the matrix-vector multiplication with (and )
can be performed in operations by using Fast
Fourier Transform (FFT). Note that, in this case, the entries of
the product can be expressed
as .

The complexity study will be done thanks to the work pro-
vided by [7]. The following complexities will be used.

• is the complexity of the evaluation
algorithm.

• is the complexity of the interpola-
tion algorithm.

• is the complexity of the fast fourrier
transform algorithm.

The complexity of the encoding can be evaluated as follows.
The multiplication of the information vector by the first matrix

has a complexity of with FFT or without. The com-
plexity of the second matrix-vector multiplication can be esti-
mated as . The encoding of one vector has the
resulting complexity of with FFT or

without. This complexity is to be com-
pared to

required for Cauchy encoding.
The operations processed by the decoding are quite similar

to the encoding since the decoding does not require any formal
matrix inversion with the use of the interpolation algorithm (see
[7] for more details). The decoding complexity of one vector is

with FFT or without. This complexity
is to be compared to required for Cauchy
decoding.

IV. CONCLUSION

In this letter, a new construction of systematic MDS erasure
codes based on two Vandermonde matrices has been presented.
For the packet erasure channel, these codes have lower encoding
and decoding complexities than any other systematic MDS era-
sure codes.
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