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We consider a dynamic two player game where each player can control the step sizes of her own random walk. At any time, the players can choose a step size equal to 0 or 1 . Moreover, whenever a player is ahead, i.e. her state is above the opponent's state, she receives a fixed reward. The player behind does not receive anything. We assume that both players aim at maximizing the expected sum of discounted rewards.

We show that there exists a threshold that the correlation between the two random walks must not exceed in order for the game to possess an equilibrium in pure strategies. We explicitly compute the threshold level and show, provided the correlation is smaller than or equal to the treshold, that an equilibrium is given if the player ahead chooses step size 0 and the player behind step size 1 .
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## 1 Introduction and main results

We start by describing the random walk game in more detail. Let $\alpha \in(0,1)$ be a discount factor and $\rho \in[-1,1]$ be the correlation between the players' random walks. Let $A=\{0,1\}$ be the action set and $\mathcal{A}=\{\pi: \mathbb{Z} \times \mathbb{Z} \rightarrow A\}$ be the set of all pure strategies. For the moment we consider only pure strategies, but allow for mixed strategies at the end of this chapter.

Whenever player $i(i \in\{1,2\})$ chooses action 0 , her random walk stays constant over the next period. If she chooses action 1 , then her random walk increases or decreases by 1 , both with probability $\frac{1}{2}$. To give a rigoros definition of the states, let $Y^{i, \pi}$ denote the random walk of player $i$, provided she chooses strategy $\pi \in \mathcal{A}$. Given a pair of strategies $\left(\pi_{1}, \pi_{2}\right) \in \mathcal{A}^{2}$, the state processes $\left(Y^{1, \pi_{1}}, Y^{2, \pi_{2}}\right)$ are recursively defined as follows: if $\left(Y_{n}^{1, \pi_{1}}, Y_{n}^{2, \pi_{2}}\right)=(j, k) \in \mathbb{Z} \times \mathbb{Z}$ we set

$$
Y_{n+1}^{i, \pi_{i}}=\left\{\begin{array}{ll}
Y_{n}^{i, \pi_{i}}+\xi_{n}^{i}, & \text { if } \pi_{i}(j, k)=1, \\
Y_{n}^{i, \pi_{i}}, & \text { if } \pi_{i}(j, k)=0,
\end{array} \quad n \in \mathbb{N}_{0}, i \in\{1,2\}\right.
$$

where the families $\left(\xi_{n}^{1}\right)_{n \geq 0}$ and $\left(\xi_{n}^{2}\right)_{n \geq 0}$ consist of identically distributed random variables satisfying $P\left(\xi_{0}^{i}=1\right)=P\left(\xi_{0}^{i}=-1\right)=\frac{1}{2}$. We assume that

$$
E\left[\xi_{n}^{1} \xi_{m}^{2}\right]=\left\{\begin{array}{l}
\rho, \text { if } n=m \\
0, \text { else }
\end{array}\right.
$$

for $n, m \geq 0$, i.e. the random variables $\xi_{n}^{1}$ and $\xi_{m}^{2}$ have correlation $\rho$ if $n=m$, or are uncorrelated (and hence independent) if $n \neq m$. Note that the state processes are time-homogeneous (discrete time) Markov chains on the countable state space $\mathbb{Z}$.

At each time step both players receive a reward based on the value of their state processes' difference. The reward is given by the function $R: \mathbb{Z} \rightarrow \mathbb{R}$ defined by

$$
R(i):= \begin{cases}1, & \text { if } i>0 \\ \frac{1}{2}, & \text { if } i=0 \\ 0, & \text { if } i<0\end{cases}
$$

Note that $R(i)+R(-i)=1$ for all $i \in \mathbb{Z}$. The gain function of player 1 is defined by

$$
J(i, \pi, \sigma)=\sum_{n \geq 0} \alpha^{n} E\left[R\left(Y_{n}^{1, \pi}-Y_{n}^{2, \sigma}\right) \mid Y_{0}^{1, \pi}-Y_{0}^{2, \sigma}=i\right]
$$

and the gain function of player 2 by

$$
I(i, \pi, \sigma)=\sum_{n \geq 0} \alpha^{n} E\left[R\left(Y_{n}^{2, \sigma}-Y_{n}^{1, \pi}\right) \mid Y_{0}^{1, \pi}-Y_{0}^{2, \sigma}=i\right],
$$

for the strategies $\pi, \sigma \in \mathcal{A}$. We suppose that both players aim at maximizing their gain functions. Note that the gain functions depend on the players' states only through their difference. Hence, we can, without loss of generality, restrict our considerations to the set of strategies $\{\pi: \mathbb{Z} \rightarrow A\}$, i.e. to controls only depending on the states' difference. We therefore redefine $\mathcal{A}=\{\pi: \mathbb{Z} \rightarrow A\}$ for the rest of the paper.

Notice that $I(i, \pi, \sigma)=\frac{1}{1-\alpha}-J(i, \pi, \sigma)$. Thus maximizing $I$ is equivalent to minimizing $J$. It is, therefore, enough to consider only $J$ and we can resort to the upper and lower value function for analyzing the game.

The upper value of the game is given by

$$
V^{+}(i)=\inf _{\sigma \in \mathcal{A}} \sup _{\pi \in \mathcal{A}} J(i, \pi, \sigma), \quad i \in \mathbb{Z}
$$

Note that $V^{+}$is the expected total gain of player 1 if at each time player 2 has to choose first and player 1 can choose her strategy afterwards. If conversely player 1 has to choose her strategy before player 2 , her total gain is described by the lower value, defined as

$$
V^{-}(i)=\sup _{\pi \in \mathcal{A}} \inf _{\sigma \in \mathcal{A}} J(i, \pi, \sigma), \quad i \in \mathbb{Z}
$$

Notice that it always holds true that $V^{-} \leq V^{+}$. In general the value functions are not equal. We say that the game has a value if $V^{+}=V^{-}$. Recall that if there exists a Nash equilibrium, i.e. a pair of strategies $\left(\pi^{*}, \sigma^{*}\right) \in \mathcal{A} \times \mathcal{A}$ such that

$$
J\left(i, \pi^{*}, \sigma^{*}\right)=\sup _{\pi \in \mathcal{A}} J\left(i, \pi, \sigma^{*}\right)=\inf _{\sigma \in \mathcal{A}} J\left(i, \pi^{*}, \sigma\right), i \in \mathbb{Z}
$$

then the game has a value.
Our main result is that there exists a Nash equilibrium if the correlation does not exceed the following bound

$$
B(\alpha):=\frac{1-\sqrt{1-\alpha^{2}}}{2 \alpha+1-\sqrt{1-\alpha^{2}}}
$$

Theorem 1.1. The strategy $\left(\pi^{*}, 1-\pi^{*}\right) \in \mathcal{A} \times \mathcal{A}$, defined by

$$
\pi^{*}(i):= \begin{cases}0, & \text { if } i \geq 0 \\ 1, & \text { if } i<0\end{cases}
$$

is a Nash equilibrium of the two player game if and only if

$$
\begin{equation*}
\rho \leq B(\alpha) \tag{1}
\end{equation*}
$$

In this case, the game has a value and the value function is given by

$$
V(i)= \begin{cases}\frac{1}{1-\alpha}\left(1-\frac{1}{2}\left(\frac{1}{\alpha}-\sqrt{\frac{1}{\alpha^{2}}-1}\right)^{i}\right), & \text { if } i \geq 0 \\ \frac{1}{2} \frac{1}{1-\alpha}\left(\frac{1}{\alpha}+\sqrt{\frac{1}{\alpha^{2}}-1}\right)^{i}, & \text { if } i<0\end{cases}
$$

The proof of Theorem 1.1 is given in Section 2. We proceed here by giving an intuitive explanation of why $\left(\pi^{*}, 1-\pi^{*}\right)$ is an equilibrium only if the correlation is bounded from above by the threshold $B(\alpha)$.

Let $X=Y^{1}-Y^{2}$ denote the difference process of the two players' states. If $X$ is positive, then player 1 (player 2) aims at maximizing (minimizing) the return time to her loosing region (winning region), the region where $X$ is negative. The higher the step size variance, the faster the process $X$ returns back to zero respectively crosses zero


Figure 1: The bound $B(\alpha)$ in dependence on $\alpha$
(notice that the expectation of the first return time is infinite, however the probability of returning before a fixed time point increases with increasing step size variance). Therefore, the player ahead aims at minimizing the variance of the steps of $X$, and the player behind aims at maximizing it.

Now for $\rho \leq \frac{1}{2}$ it holds true that $a=0$ minimizes the step size variance of $X$ and $a=1$ maximizes the step size variance. Thus, one can expect that ( $\pi^{*}, 1-\pi^{*}$ ) are mutual best responses if $\rho \leq \frac{1}{2}$. As shown in Section 2, this is indeed true for state pairs such the difference $X$ is not equal to -1 or 1 .

A special situation arises if $X$ lies in $\{-1,1\}$. To explain this suppose that $X_{n}=1$, i.e. the player 1 is ahead by one unit at time $n$. Suppose that player 2 chooses action $1-\pi^{*}(1)=1$. Then the expected reward of player 1 received at time $n+1$ is given by
$\frac{3}{4}$, if she chooses $a=0$,
$\frac{3+\rho}{4}$, if she chooses $a=1$.
Thus, if the correlation is positive, player 1 has an incentive to deviate from $\pi^{*}$. The deviation comes at the price that the return time to the loosing region is increased. Indeed, if player 1 chooses $a=0$, then $X_{n+1}$ will always be non-negative, whereas under action $a=1$ with a positive probability $X_{n+1}$ will be equal -1 . It turns out that $\pi^{*}$ is an optimal response to $1-\pi^{*}$ if and only if condition (1) is satisfied.

Notice that the discount factor $\alpha$ determines by how much rewards in the present are preferred over rewards in the future. The smaller $\alpha$, the higher player 1 evaluates the additional benefit from choosing action 1 in $X_{n}=1$, and the lower the benefit from choosing $a=0$. This explains why $B(\alpha)$ is increasing in $\alpha$ (see Figure 1).

Theorem 1.1 states that the pair $\left(\pi^{*}, 1-\pi^{*}\right)$ is an equilibrium if (1) is satisfied, but does not make a statement about the existence of an equilibrium if (1) is not satisfied. There is a simple argument showing that the correlation must not be too large for an
equilibrium in $\mathcal{A}$ to exist. To this end suppose first that $\rho=1$. Then the player ahead can keep the distance to the other player constant by choosing the same action. In other words, the best response of the player ahead is to choose the same action as the player behind. However, the best reponse of the player behind is to choose the other action than the one chosen of the player ahead. Thus, there does not exist an equilibrium in $\mathcal{A}$ if $\rho=1$. The argument applies also for correlations close to 1 , and hence indicates that the correlation must not be too large for an equilibrium in pure strategies to exist.

It seems plausible to conjecture that for all $\rho>B(\alpha)$ the game does not have a value, i.e. $V^{-}<V^{+}$holds true, and that it matters if one player can observe the other. In order to confirm this, we use that the upper and the lower value function solve the associated upper and lower Isaac equation, respectively. The upper Isaacs equation of our game is given by

$$
\begin{equation*}
w^{+}(i)=R(i)+\alpha \min _{b \in A} \max _{a \in A} \sum_{j \in \mathbb{Z}} p_{i j}(a, b) w^{+}(j), \tag{2}
\end{equation*}
$$

and the lower Isaacs equation by

$$
\begin{equation*}
w^{-}(i)=R(i)+\alpha \max _{a \in A} \min _{b \in A} \sum_{j \in \mathbb{Z}} p_{i j}(a, b) w^{-}(j), \tag{3}
\end{equation*}
$$

where the transition probabilities $p_{i j}(a, b)$ are defined in Section 2 below (see Equation (6)). We show in Proposition 3.1 below that $V^{+}$and $V^{-}$indeed solve (2) and (3), respectively.

For $\rho=1$ one can solve both equations explictly.
Proposition 1.2. Let $\rho=1$. Then $V^{-}<V^{+}$and the upper and lower value function are given by

$$
\begin{array}{r}
V^{+}(i)= \begin{cases}\frac{1}{\alpha(1-\alpha)}\left(\frac{1}{\alpha}+\sqrt{\frac{1}{\alpha^{2}}-1}\right)^{i-1}, & \text { if } i<0, \\
\frac{1}{2}+\frac{\alpha}{2(1-\alpha)}\left(1+\frac{1}{\alpha}\left(\frac{1}{\alpha}-\sqrt{\frac{1}{\alpha^{2}}-1}\right)^{2}\right), & \text { if } i=0, \\
\frac{1}{1-\alpha}, & \text { if } i>0,\end{cases} \\
V^{-}(i)= \begin{cases}0, & \text { if } i<0, \\
\frac{1}{2}+\frac{\alpha}{2(1-\alpha)}\left(1-\frac{1}{\alpha}\left(\frac{1}{\alpha}-\sqrt{\frac{1}{\alpha^{2}}-1}\right)^{2}\right), & \text { if } i=0, \\
\frac{1}{1-\alpha}\left(1-\frac{1}{\alpha}\left(\frac{1}{\alpha}-\sqrt{\frac{1}{\alpha^{2}}-1}\right)^{i+1}\right), & \text { if } i>0\end{cases} \tag{5}
\end{array}
$$

For $\rho \in(B(\alpha), 1)$ it is more difficult to obtain an explicit formula for the upper and lower value function. A probabilistic explanation is that if $\rho \leq B(\alpha)$, then the equilibrium difference process $X$ is a simple random walk (i.e. in each step $X$ moves up or down by one unit, with probability $\frac{1}{2}$, respectively). In the case $\rho \in(B(\alpha), 1)$, however, the transitions of the difference process $X$ in the minmax and maxmin game are not as simple.


Figure 2: The picture shows the dependence of $V^{+}(0)$ and $V^{-}(0)$ on the correlation $\rho$ for $\alpha=\frac{1}{2}$. The vertical line marks the value $\rho=B(\alpha) \approx 0.12$. For $\rho \leq B(\alpha)$ the upper and lower value function coincide and assume the value $\frac{1}{2} \frac{1}{1-\alpha}=1$. At the point $\rho=B(\alpha)$ the graphs separate into two branches. Hence, for $\rho>B(\alpha)$ the upper and lower value function in pure strategies differ and the game does not have a value in pure strategies.

To show that the upper and lower value function do not coincide for $\rho \in(B(\alpha), 1)$, one can fall back on numerical approximations of the Isaacs equations. A standard approximation method interprets the right-hand side of (2) and (3) as operators applied to $w^{+}$and $w^{-}$, respectively. The operators can be shown to be contracting on $l^{\infty}(\mathbb{Z})$, the space of bounded functions on $\mathbb{Z}$. Applying this operator iteratively leads to a numerical scheme that can be shown to converge as the number of iterations and the cutoff in the state space tends to infinity. One can even obtain an explicit bound for the approximation error depending on these quantities. By using the numerical approximation one can thus show that the game does not have a value for $\rho>B(\alpha)$ in pure strategies. For $\alpha=\frac{1}{2}$, we illustrate this in Figure 2.

So far we have only considered pure strategies. The game can be extended, in a straightforward manner, so that players are allowed to choose mixed strategies. Mixed strategies can be represented as functions in $\mathcal{M}=\{\pi: \mathbb{Z} \times \mathbb{Z} \rightarrow[0,1]\}$. Irrespective of the size of the correlation, the game always possesses an equilibrium in mixed strategies.

Proposition 1.3. For all $\rho \in[-1,1]$ there exists a Nash equilibrium of the game in mixed strategies.

Proposition 1.3 follows from more general results, provided, e.g., in Parthasarathy [13], Theorem 5.1. The proof in the latter reference relies on Kakutani's fixed point theorem. One can also prove Proposition 1.3 by utilizing von Neumann's minimax theorem or the more general minimax theorem of Sion (see e.g. [22] and [18]).

Theorem 1.1 and Proposition 1.3 reveal that if the correlation exceeds $B(\alpha)$, then at every time $n$ each player aims at hiding her action so that the opponent has to choose an action before seeing the other player's one.

## Comparison with the literature

Von Neumann [22] was one of the first to study two player zero-sum matrix games. He showed the existence of an equilibrium in mixed strategies by presenting his minimax theorem. Later von Neumann and Morgenstern [23] proposed a general theory of games that was groundbreaking at this time. The theory of non-cooperative game theory started in the 1950s. Nash introduced in [11] and [12] the notion of equilibria in $n$ player games and showed their existence for finite games. Nowadays this equilibrium is known as Nash equilibrium.

Discounted dynamic games on an infinite time horizon were first described by Shapley [17] in 1953. He studied a two player zero-sum game with finite action and state space and positive stop probability. His work marks the beginning of the theory of stochastic games. After that numerous generalizations of discounted dynamic games have been studied in the literature: For example Takahashi [20], Maitra and Parthasarathy [9], Parthasarathy [13] contributed to generalizations to more general action and state spaces, Fink [5], Takahashi [21], Rogers [15], Sobel [19] and Federgruen [3] considered $n$-player analogues. We particularly highlight the article [13] by Parthasarathy. To the best of our knowledge it was the first that covers our setting. While also considering discounted two player games with quite general state and action spaces, Parthasarathy showed that there exists an equilibrium in mixed strategies for discounted two player games with countable state space and finite action sets (see Theorem 5.1 in [13]). We refer the reader to [4], [8], [2], [6] for further bibliographical and game theoretical details.

One way to obtain explicit results for more general assumptions, e.g. on the action set, is to use diffusions as state processes, i.e. to consider stochastic differential games. Controlling the step size of a random walk then corresponds to controlling the diffusion rate of a Brownian motion. E.g. McNamara [10] studies a two player zero-sum stochastic differential game where both players control the diffusion coefficient of a single state process. The objective of one player is to maximize the probability that this state process is positive at some final time $T$ while the other players' objective is to minimize it. McNamara derives an explicit equilibrium for the game. The article [1] addresses an $n$-player diffusion control game on a finite time horizon where the rewards depend on the empirical quantile of all players. For the control any value in a bounded interval $\left[\sigma_{1}, \sigma_{2}\right] \subseteq(0, \infty)$ can be chosen. The authors derive an approximate Nash equilibrium and also present an explicit Nash equilibrium in the two player case. In contrast to the game considered in the present article, [1] does not allow for correlation. We believe, however, that the results for the two player case can be generalized to the game version where the driving Brownian motions are correlated.
The rest of the paper is organized as follows: In Section 2 we prove our main results Theorem 1.1 and Proposition 1.2, and finally in Section 3 we prove that the upper and
lower value function solve the upper and lower Isaacs equation, respectively, to make the paper self-contained.

## 2 Proof of the main results

### 2.1 Proof of Theorem 1.1

The goal of this section is to prove our main result Theorem 1.1. We start by formulating the game in an equivalent way: The reward function $R$ and hence the target function $J$ only depend on the difference of the state processes $Y^{1, \pi}$ and $Y^{2, \sigma}$. Therefore, we define the process $X^{\pi, \sigma}:=Y^{1, \pi}-Y^{2, \sigma}$ for $\pi, \sigma \in \mathcal{A}$ and restrict our considerations to the game where both players control the common state process $X^{\pi, \sigma}$. The process $X^{\pi, \sigma}$ is again a time-homogeneous Markov chain with transition probabilities given by

$$
\begin{align*}
& p_{i j}(a, b):= a b P\left(\xi_{n}^{1}-\xi_{n}^{2}=j-i\right) \\
& \quad+(1-a) b P\left(-\xi_{n}^{2}=j-i\right) \\
& \quad+a(1-b) P\left(\xi_{n}^{1}=j-i\right) \\
& \quad+(1-a)(1-b) \mathbb{1}_{\{0\}}(j-i)
\end{align*} \quad \begin{array}{ll}
(1-a)(1-b)+\frac{1+\rho}{2} a b, & \text { if } j=i, \\
= & \begin{array}{ll}
\frac{1}{2}(1-a) b+\frac{1}{2} a(1-b), & \text { if } j=i-1, i+1, \\
\frac{1-\rho}{4} a b, & \text { if } j=i-2, i+2, \\
0, & \text { else },
\end{array} \tag{6}
\end{array}
$$

for $i, j \in \mathbb{Z}$ and actions $a, b \in A$. For strategies $\pi, \sigma \in \mathcal{A}$ we set

$$
p_{i j}(\pi, \sigma)=p_{i j}(\pi, \sigma(i))=p_{i j}(\pi(i), \sigma)=p_{i j}(\pi(i), \sigma(i)) .
$$

Moreover, we write $X^{i, \pi, \sigma}$ for the Markov chain $X^{\pi, \sigma}$ with initial state $i \in \mathbb{Z}$.
We aim at proving that $\left(\pi^{*}, 1-\pi^{*}\right)$ is a Nash equilibrium. To this end, we show that

$$
J\left(\cdot, \pi^{*}, 1-\pi^{*}\right)=\sup _{\pi \in \mathcal{A}} J\left(\cdot, \pi, 1-\pi^{*}\right)=\inf _{\sigma \in \mathcal{A}} J\left(\cdot, \pi^{*}, \sigma\right),
$$

by proving that $J\left(\cdot, \pi^{*}, 1-\pi^{*}\right)$ solves the two corresponding optimality equations

$$
\begin{align*}
v(i) & =R(i)+\max _{a \in A} \sum_{j \in \mathbb{Z}} p_{i j}\left(a, 1-\pi^{*}\right) v(j),  \tag{7}\\
w(i) & =R(i)+\min _{b \in A} \sum_{j \in \mathbb{Z}} p_{i j}\left(\pi^{*}, b\right) w(j), i \in \mathbb{Z} . \tag{8}
\end{align*}
$$

Note that for the strategy tuple $\left(\pi^{*}, 1-\pi^{*}\right)$ the transition probabilities are given by

$$
p_{i j}\left(\pi^{*}, 1-\pi^{*}\right)=\left\{\begin{array}{ll}
\frac{1}{2}, & \text { if } j=i-1, i+1, \\
0, & \text { else },
\end{array} \quad i, j \in \mathbb{Z}\right.
$$

This means $X^{i, \pi^{*}, 1-\pi^{*}}$ is a simple random walk on $\mathbb{Z}$ with steps uniformly distributed in $\{-1,1\}$. We abbreviate the value of the game for this strategy tuple by $W:=$ $J\left(\cdot, \pi^{*}, 1-\pi^{*}\right) . W$ has the following properties:

Lemma 2.1. The function $W$ satisfies the following:
(i) $W(i)+W(-i)=\frac{1}{1-\alpha}$ for $i \in \mathbb{Z}$,
(ii) $\lim _{i \rightarrow \infty} W(i)=\frac{1}{1-\alpha}$ and $\lim _{i \rightarrow-\infty} W(i)=0$,
(iii) $W$ solves the difference equation

$$
\begin{equation*}
W(i)=R(i)+\frac{\alpha}{2}(W(i+1)+W(i-1)), \quad i \in \mathbb{Z} \tag{9}
\end{equation*}
$$

and is given by

$$
W(i)= \begin{cases}\frac{1}{1-\alpha}\left(1-\frac{1}{2}\left(\frac{1}{\alpha}-\sqrt{\frac{1}{\alpha^{2}}-1}\right)^{i}\right), & \text { if } i \geq 0  \tag{10}\\ \frac{1}{2} \frac{1}{1-\alpha}\left(\frac{1}{\alpha}+\sqrt{\frac{1}{\alpha^{2}}-1}\right)^{i}, & \text { if } i<0\end{cases}
$$

(iv) $W$ is convex for $i \leq 0$ and concave for $i \geq 0$.

Proof. (i): The process $X^{\pi^{*}, 1-\pi^{*}}$ is a standard random walk. Note that for any $i \in \mathbb{Z}$ the distributions of $X^{i, \pi^{*}, 1-\pi^{*}}$ and $-X^{-i, \pi^{*}, 1-\pi^{*}}$ coincide. Hence, we have

$$
\begin{aligned}
W(i)+W(-i) & =\sum_{n=0}^{\infty} \alpha^{n} E\left(R\left(X_{n}^{i, \pi^{*}, 1-\pi^{*}}\right)+R\left(X^{-i, \pi^{*}, 1-\pi^{*}}\right)\right) \\
& =\sum_{n=0}^{\infty} \alpha^{n} E\left(R\left(X_{n}^{i, \pi^{*}, 1-\pi^{*}}\right)+R\left(-X^{i, \pi^{*}, 1-\pi^{*}}\right)\right)=\sum_{n=0}^{\infty} \alpha^{n}=\frac{1}{1-\alpha}
\end{aligned}
$$

(ii): By definition $W(i)=\sum_{n=0}^{\infty} \alpha^{n} E\left[R\left(X_{n}^{i, \pi^{*}, 1-\pi^{*}}\right)\right]$ and hence the results follow by dominated convergence.
(iii): Standard results for Markov decision processes imply that $W$ solves the difference equation

$$
\begin{aligned}
W(i) & =R(i)+\sum_{j} p_{i j}\left(\pi^{*}(i), 1-\pi^{*}(i)\right) W(j) \\
& =R(i)+\frac{\alpha}{2}(W(i+1)+W(i-1)), \quad i \in \mathbb{Z}
\end{aligned}
$$

see, e.g., Proposition II.2.4 in [16] or Theorem 6.1.1 in [14]. Hence, $W$ solves (9). Moreover, by definition $W$ is bounded and satisfies (ii) and $W_{0}=\frac{1}{2} \frac{1}{1-\alpha}$. These properties uniquely characterize $W$ as solution of (9). The formula (10) follows from solving (9) explicitly respecting the boundedness of $W$.
(iv): Follows from the explicit formula (10).

To show that $\pi^{*}$ and $1-\pi^{*}$ are mutually best responses we consider the identities

$$
\begin{align*}
\sum_{j} p_{i j}\left(\pi^{*}, 1-\pi^{*}\right) W(j) & =\max _{a \in A} \sum_{j} p_{i j}\left(a, 1-\pi^{*}\right) W(j),  \tag{11}\\
\sum_{j} p_{i j}\left(\pi^{*}, 1-\pi^{*}\right) W(j) & =\min _{a \in A} \sum_{j} p_{i j}\left(\pi^{*}, a\right) W(j) \tag{12}
\end{align*}
$$

that appear on the right-hand side of the optimality equations (7) and (8). We have the following:

Lemma 2.2. Equation (11) holds true for
(i) $i \leq 0$,
(ii) $i \geq 2$ if and only if $\rho \leq \frac{1}{1+\alpha}$,
(iii) $i=1$ if and only if condition (1) is satisfied.

Moreover, equation (12) holds true for
(iv) $i \geq 0$,
(v) $i \leq-2$ if and only if $\rho \leq \frac{1}{1+\alpha}$,
(vi) $i=-1$ if and only if condition (1) is satisfied.

Proof. First of all, note that for any $a, b \in A$

$$
\sum_{j} p_{0 j}(a, b) W(j)=\frac{1}{2(1-\alpha)}
$$

Hence, (11) and (12) hold true for $i=0$ independently of the choice of the control.
(i): For $i<0$ we have due to convexity (Lemma 2.1(iv))

$$
W(i) \leq \frac{1}{2}(W(i+1)+W(i-1)) .
$$

Hence, (11) holds true for $i<0$.
(ii): For $i \geq 2$ the equation (11) is equivalent to

$$
\begin{equation*}
0 \leq \frac{1}{2}(W(i+1)+W(i-1))-\frac{1-\rho}{4}(W(i+2)+W(i-2))-\frac{1+\rho}{2} W(i)=: Z . \tag{13}
\end{equation*}
$$

Hence, we study the right-hand side of (13) and determine under which conditions $Z$ is non-negative. By Lemma 2.1 we can write $Z$ as

$$
Z=\frac{1}{4(1-\alpha)} z^{i-2}\left(\frac{1-\rho}{2} z^{4}-z^{3}+(1+\rho) z^{2}-z+\frac{1-\rho}{2}\right),
$$

with $z:=\frac{1}{\alpha}-\sqrt{\frac{1}{\alpha^{2}}-1}$. Note that $z \in(0,1)$ since $\alpha \in(0,1)$. Firstly, we consider the case $\rho=1$ : Then $Z$ can be written as

$$
Z=\frac{1}{4(1-\alpha)} z^{i-1}\left(-z^{2}+2 z-1\right)=-\frac{1}{4(1-\alpha)} z^{i-1}(z-1)^{2}<0 .
$$

This means that (13) is not fulfilled for $\rho=1$. Secondly, we study the case $\rho<1$ : Then $Z$ is given by

$$
\begin{aligned}
Z & =\frac{1}{4(1-\alpha)} \frac{1-\rho}{2} z^{i-2}\left(z^{4}-\frac{2}{1-\rho} z^{3}+\frac{2(1+\rho)}{1-\rho} z^{2}-\frac{2}{1-\rho} z+1\right) \\
& =\frac{1}{4(1-\alpha)} \frac{1-\rho}{2} z^{i-2}(z-1)^{2}\left(z^{2}-\frac{2 \rho}{1-\rho} z+1\right)
\end{aligned}
$$

This means that it suffices to consider the polynomial $f(x):=x^{2}-\frac{2 \rho}{1-\rho} x+1$ to determine the sign of $Z$. If $\rho \in\left(\frac{1}{2}, 1\right)$, then the roots of $f$ are real-valued and given by

$$
x_{1}:=\frac{\rho-\sqrt{2 \rho-1}}{1-\rho} \in(0,1) \quad \text { and } \quad x_{2}:=\frac{\rho+\sqrt{2 \rho-1}}{1-\rho}>1 .
$$

We see that $f(x)<0$ for $x \in\left(x_{1}, x_{2}\right)$, and $f(x) \geq 0$ for $x \leq x_{1}$. This implies that $Z$ is non-negative if and only if $z \leq x_{1}$, which is equivalent to $\rho \leq \frac{1}{1+\alpha}$. If $\rho=\frac{1}{2}$, then

$$
Z=\frac{1}{4(1-\alpha)} \frac{1-\rho}{2} z^{i-2}(z-1)^{4} \geq 0
$$

If $\rho<\frac{1}{2}$ we have that $f(x) \geq \frac{1-2 \rho}{(1-\rho)^{2}}>0, x \in \mathbb{R}$, and thus $Z \geq 0$. Summing up, (13) is satisfied for $i \geq 2$ if and only if $\rho \leq \frac{1}{1+\alpha}$.
(iii): For $i=1$ the equation (11) is equivalent to

$$
\begin{aligned}
0 & \leq \frac{1}{2}(W(2)+W(0))-\frac{1-\rho}{4}(W(3)+W(-1))-\frac{1+\rho}{2} W(1) \\
& =\frac{1}{8(1-\alpha)}\left((1-\rho) z^{3}-2 z^{2}+(1+3 \rho) z-2 \rho\right)=: Z,
\end{aligned}
$$

again with $z:=\frac{1}{\alpha}-\sqrt{\frac{1}{\alpha^{2}}-1} \in(0,1)$. If $\rho=1$, then

$$
Z=-\frac{1}{4(1-\alpha)}(z-1)^{2}<0 .
$$

If $\rho<1$, then

$$
Z=\frac{1-\rho}{8(1-\alpha)}(z-1)^{2}\left(z-\frac{2 \rho}{1-\rho}\right),
$$

i.e. $Z$ is non-negative if and only if $z \geq \frac{2 \rho}{1-\rho}$. But this is equivalent to condition (1).
(iv)-(vi): Note that (6) implies that the transition probabilities are symmetric in the control variables, i.e. $p_{i j}(a, b)=p_{i j}(b, a)$ for $a, b \in A$. Then Lemma 2.1 implies for $i, j \in \mathbb{Z}$ that

$$
\sum_{j} p_{i j}(a, b) W(j)=\sum_{j} p_{i j}(b, a)\left(\frac{1}{1-\alpha}-W(-j)\right)=\frac{1}{1-\alpha}-\sum_{j} p_{(-i) j}(b, a) W(j)
$$

Thus, (i)-(iii) imply (iv)-(vi).
Finally, we are in the position to prove Theorem 1.1 as a result of Lemma 2.1 and 2.2.
Proof of Theorem 1.1. In the first step we show that under condition (1) the tuple $\left(\pi^{*}, 1-\pi^{*}\right)$ is a Nash equilibrium. Then in the second step we prove the converse statement: If $\left(\pi^{*}, 1-\pi^{*}\right)$ is a Nash equilibrium then also (1) holds true.

Step 1: Let condition (1) hold true. Then also $\rho \leq \frac{1}{1+\alpha}$, i.e. under the condition (1) the equations (11) and (12) hold true due to Lemma 2.2. Note that the left-hand side of (11) and (12) is equal to $\frac{1}{2}(W(i-1)+W(i+1))$ and that $W$ solves (9). Hence, $W$ also solves the optimality equations (7) and (8) of the two control problems $\sup _{\pi} J\left(\cdot, \pi, 1-\pi^{*}\right)$ and $\inf _{\sigma} J\left(\cdot, \pi^{*}, \sigma\right)$. Standard results for Markov decision processes (see, e.g., Theorem II.2.1 in [16] or Theorem 6.2.5 in [14]) imply that

$$
W=\sup _{\pi \in \mathcal{A}} J\left(\cdot, \pi, 1-\pi^{*}\right)=\inf _{\sigma \in \mathcal{A}} J\left(\cdot, \pi^{*}, \sigma\right)
$$

This means that $\left(\pi^{*}, 1-\pi^{*}\right)$ is a Nash equilibrium in pure strategies. Moreover, the game has a value and $W$ coincides with the value function of the game.

Step 2: Conversely, suppose that $\left(\pi^{*}, 1-\pi^{*}\right)$ is a pure strategy Nash equilibrium. This means on one hand that $W=\sup _{\pi \in \mathcal{A}} J\left(\cdot, \pi, 1-\pi^{*}\right)$ and $W$ satisfies the optimality equation (see e.g. Theorem II.2.1 in [16] or Theorem 6.2.5 in [14])

$$
W(i)=R(i)+\alpha \max _{a \in A} \sum_{j \in \mathbb{Z}} p_{i j}\left(a, 1-\pi^{*}\right) W(j), i \in \mathbb{Z}
$$

On the other hand $W=J\left(i, \pi^{*}, 1-\pi^{*}\right)$ and hence $W$ satisfies the difference equation

$$
\begin{aligned}
W(i) & =R(i)+\alpha \sum_{j \in \mathbb{Z}} p_{i j}\left(\pi^{*}, 1-\pi^{*}\right) W(j) \\
& =R(i)+\frac{\alpha}{2}(W(i-1)+W(i+1)), i \in \mathbb{Z}
\end{aligned}
$$

This means that (11) holds true. Lemma 2.2 (i)-(iii) implies that (1) holds true.

### 2.2 Proof of Proposition 1.2

If the correlation is equal to 1 the transition probabilities given in (6) take the following simple form

$$
\begin{aligned}
& p_{i j}(0,0)=p_{i j}(1,1)= \begin{cases}1, & \text { if } i=j, \\
0, & \text { else },\end{cases} \\
& p_{i j}(1,0)=p_{i j}(0,1)= \begin{cases}\frac{1}{2}, & \text { if } j=i-1, i+1, \\
0, & \text { else. }\end{cases}
\end{aligned}
$$

We prove Proposition 1.2 by defining candidates for optimal responses to the control chosen by the opposing player. We show that if player 2 chooses the strategy $\sigma \in \mathcal{A}$, then the strategy $\pi^{\sigma}$ defined by

$$
\pi^{\sigma}(i)= \begin{cases}1-\sigma(i), & i \leq 0 \\ \sigma(i), & i>0\end{cases}
$$

is an optimal response to $\sigma$ for player 1 . Similarly, if player 1 chooses a control $\pi \in \mathcal{A}$ the control $\sigma^{\pi}$ defined by

$$
\sigma^{\pi}(i)= \begin{cases}\pi(i), & i<0 \\ 1-\pi(i), & i \geq 0\end{cases}
$$

is an optimal response to $\pi$ for player 2. These results enable us to find an explicit representation of the upper and lower value function. In more detail, we aim at showing that $J\left(\cdot, \pi^{\sigma}, \sigma\right)=V^{+}$and $J\left(\cdot, \pi, \sigma^{\pi}\right)=V^{-}$. Let $W^{+}, W^{-}: \mathbb{Z} \rightarrow \mathbb{R}$ be equal to the right-hand sides of (4) and (5), respectively.
Lemma 2.3. For any $\sigma \in \mathcal{A}$ we have $\sup _{\pi \in \mathcal{A}} J(\cdot, \pi, \sigma)=J\left(\cdot, \pi^{\sigma}, \sigma\right)=W^{+}$, and for any $\pi \in \mathcal{A}$ we have $\inf _{\sigma \in \mathcal{A}} J(\cdot, \pi, \sigma)=J\left(\cdot, \pi, \sigma^{\pi}\right)=W^{-}$.
Proof. We only show the statement for $W^{+}$since the other statement follows along the same lines. Let $\sigma \in \mathcal{A}$. First we show that $J\left(\cdot, \pi^{\sigma}, \sigma\right)=W^{+}$. It holds that

$$
\begin{aligned}
J\left(i, \pi^{\sigma}, \sigma\right) & =\frac{\alpha}{2}\left(J\left(i-1, \pi^{\sigma}, \sigma\right)+J\left(i+1, \pi^{\sigma}, \sigma\right)\right), i<0, \\
J\left(0, \pi^{\sigma}, \sigma\right) & =\frac{1}{2}+\frac{\alpha}{2}\left(J\left(-1, \pi^{\sigma}, \sigma\right)+J\left(1, \pi^{\sigma}, \sigma\right)\right), \\
J\left(i, \pi^{\sigma}, \sigma\right) & =1+\alpha J\left(i, \pi^{\sigma}, \sigma\right), i>0
\end{aligned}
$$

Solving these equations implies that $J\left(\cdot, \pi^{\sigma}, \sigma\right)=W^{+}$. Now one can verify that $W^{+}$satisfies the optimality equation of the control problem $\sup _{\pi} J(\cdot, \pi, \sigma)$ by using the explicit formula for $W^{+}$. This yields the result $W^{+}=\sup _{\pi \in \mathcal{A}} J(\cdot, \pi, \sigma)=J\left(\cdot, \pi^{\sigma}, \sigma\right)$.
Proof of Proposition 1.2. Lemma 2.3 implies that for any $\pi, \sigma \in \mathcal{A}$ we have

$$
\begin{aligned}
W^{+} & =\sup _{\pi \in \mathcal{A}} J(\cdot, \pi, \sigma,) \\
W^{-} & =\inf _{\sigma \in \mathcal{A}} J(\cdot, \pi, \sigma)
\end{aligned}
$$

Hence, we have $W^{+}=V^{+}$and $W^{-}=V^{-}$.

## 3 Isaacs equations and the upper and lower value function

To make this paper self-contained we show in this section that the upper and lower value function solve the upper and lower Isaacs equations, respectively. Note that we are seeking solutions of $(2)$ and $(3)$ in the space $l^{\infty}(\mathbb{Z})$, the space of bounded integerindexed sequences, equipped with the supremum norm $\|\cdot\|_{\infty}$. This is indeed a reasonable choice given that the upper and lower value functions are bounded by definition. The main statement is as follows:

Proposition 3.1. The upper value function $V^{+}$and the lower value function $V^{-}$are the unique solutions of (2) and (3) in $l^{\infty}(\mathbb{Z})$, respectively.

We prove Proposition 3.1 with the help of two lemmas.
Lemma 3.2. The upper Isaacs equation (2) and the lower Isaacs equation (3) are uniquely solvable in $l^{\infty}(\mathbb{Z})$.
Proof. We only show that the upper Isaacs equation (2) admits a unique solution since the other result follows analogously. To this end, we apply Banach's fixed point theorem to a suitable mapping $\Phi$.

Let $\Phi: l^{\infty}(\mathbb{Z}) \rightarrow l^{\infty}(\mathbb{Z})$ be defined by

$$
\Phi(w)=\left(R(i)+\alpha \min _{b \in A} \max _{a \in A} \sum_{j \in \mathbb{Z}} p_{i j}(a, b) w(j)\right)_{i \in \mathbb{Z}} .
$$

Note that any fixed point of $\Phi$ is a solution of (2) and vice versa. Then we have for $v, w \in l^{\infty}(\mathbb{Z})$ and any $i \in \mathbb{Z}$

$$
\begin{aligned}
\Phi(v)(i)-\Phi(w)(i) & =\alpha\left(\min _{b \in A} \max _{a \in A} \sum_{j \in \mathbb{Z}} p_{i j}(a, b) v(j)-\min _{b \in A} \max _{a \in A} \sum_{j \in \mathbb{Z}} p_{i j}(a, b) w(j)\right) \\
& \leq \alpha \max _{b \in A}\left(\max _{a \in A} \sum_{j \in \mathbb{Z}} p_{i j}(a, b) v(j)-\max _{a \in A} \sum_{j \in \mathbb{Z}} p_{i j}(a, b) w(j)\right) \\
& \leq \alpha \max _{b \in A} \max _{a \in A}\left(\sum_{j \in \mathbb{Z}} p_{i j}(a, b) v(j)-\sum_{j \in \mathbb{Z}} p_{i j}(a, b) w(j)\right) \\
& \leq \alpha\|v-w\|_{\infty} .
\end{aligned}
$$

By interchanging $v$ and $w$ we obtain $\Phi(w)(i)-\Phi(v)(i) \leq \alpha\|v-w\|_{\infty}$. Hence, $\Phi$ is a contraction and there exists an unique fixed point $v^{*} \in l^{\infty}(\mathbb{Z})$.

For $\pi, \sigma \in \mathcal{A}$ we define the linear operator $\mathcal{P}_{\pi, \sigma}: l^{\infty}(\mathbb{Z}) \rightarrow l^{\infty}(\mathbb{Z})$ by

$$
\left(\mathcal{P}_{\pi, \sigma} v\right)(i)=\sum_{j \in \mathbb{Z}} p_{i j}(\pi, \sigma) v(j), i \in \mathbb{Z}, v \in l^{\infty}(\mathbb{Z})
$$

$\mathcal{P}_{\pi, \sigma}$ has the following properties:

Lemma 3.3. Let $\pi, \sigma \in \mathcal{A}$. Then the linear operator $\mathcal{P}_{\pi, \sigma}$ satisfies
(i) $\left\|\mathcal{P}_{\pi, \sigma}\right\|=1$, and
(ii) $\left(\right.$ Id $\left.-\alpha \mathcal{P}_{\pi, \sigma}\right)$ is invertible with

$$
\begin{equation*}
\left(I d-\alpha \mathcal{P}_{\pi, \sigma}\right)^{-1}=\sum_{n=0}^{\infty} \alpha^{n} \mathcal{P}_{\pi, \sigma}^{n} \tag{14}
\end{equation*}
$$

Proof. (i) is obvious. Note that (i) implies that $\left\|\alpha \mathcal{P}_{\pi, \sigma}\right\|=\alpha<1$. Standard results from functional analysis (see e.g. [7], Theorem 7.3-1) yield that ( $\operatorname{Id}-\alpha \mathcal{P}_{\pi, \sigma}$ ) is invertible and (14) holds true.

Now, we are able to prove Proposition 3.1.
Proof of Proposition 3.1. We only prove that the upper value function $V^{+}$solves the upper Isaacs equation (2). The statement for the lower value function $V^{-}$follows analogously. The proof is inspired by [14], Theorem 6.2.2.

Let $w \in l^{\infty}(\mathbb{Z})$ be a solution of (2). We prove that $w=V^{+}$.
Step 1: We show $w \geq V^{+}$. There exists $\sigma^{*} \in \mathcal{A}$ such that for $i \in \mathbb{Z}$

$$
\begin{aligned}
w(i) & =R(i)+\alpha \min _{b \in A} \max _{a \in A} \sum_{j \in \mathbb{Z}} p_{i j}(a, b) w(j) \\
& =R(i)+\alpha \max _{a \in A} \sum_{j \in \mathbb{Z}} p_{i j}\left(a, \sigma^{*}\right) w(j) \\
& \geq R(i)+\alpha \sum_{j \in \mathbb{Z}} p_{i j}\left(\pi, \sigma^{*}\right) w(j),
\end{aligned}
$$

for some $\pi \in \mathcal{A}$. Therefore, $\left(\operatorname{Id}-\alpha \mathcal{P}_{\pi, \sigma^{*}}\right) w \geq R$. Lemma 6.1.2 in [14] implies

$$
w(i) \geq\left(\operatorname{Id}-\alpha \mathcal{P}_{\pi, \sigma^{*}}\right)^{-1} R(i)=\sum_{n=0}^{\infty} \alpha^{n}\left(\mathcal{P}_{\pi, \sigma^{*}}^{n} R\right)(i)=J\left(i, \pi, \sigma^{*}\right), i \in \mathbb{Z}
$$

Since $\pi$ was chosen arbitrarily we obtain

$$
w(i) \geq \sup _{\pi \in \mathcal{A}} J\left(i, \pi, \sigma^{*}\right) \geq V^{+}(i), i \in \mathbb{Z}
$$

Step 2: We show $w \leq V^{+}$. Let $\sigma \in \mathcal{A}$. Then there exists $\pi^{*} \in \mathcal{A}$ such that for all $i \in \mathbb{Z}$

$$
\begin{aligned}
w(i) & =R(i)+\alpha \min _{b \in A} \max _{a \in A} \sum_{j \in \mathbb{Z}} p_{i j}(a, b) w(j) \\
& \leq R(i, a, \sigma)+\alpha \max _{a \in A} \sum_{j \in \mathbb{Z}} p_{i j}(a, \sigma) w(j) \\
& =R(i)+\alpha \sum_{j \in \mathbb{Z}} p_{i j}\left(\pi^{*}, \sigma\right) w(j) \\
& =R(i)+\alpha\left(\mathcal{P}_{\pi^{*}, \sigma} w\right)(i)
\end{aligned}
$$

Iterating this inequality $n$-times we see that for $i \in \mathbb{Z}$

$$
w(i) \leq \sum_{k=0}^{n} \alpha^{k}\left(\mathcal{P}_{\pi^{*}, \sigma}^{k} R\right)(i)=J\left(i, \pi^{*}, \sigma\right)-\sum_{k=n+1}^{\infty} \alpha^{k}\left(\mathcal{P}_{\pi^{*}, \sigma}^{k} R\right)(i) .
$$

Because $R$ is bounded by 1 and $\left\|\mathcal{P}_{\pi^{*}, \sigma}\right\|=1$ we have

$$
-\sum_{k=n+1}^{\infty} \alpha^{k}\left(\mathcal{P}_{\pi^{*}, \sigma}^{k} R\right)(i) \leq \frac{\alpha^{n+1}}{1-\alpha}, i \in \mathbb{Z}
$$

Now, let $\varepsilon>0$. Because $\alpha \in(0,1)$ we have for $n$ sufficiently large

$$
w(i) \leq J\left(i, \pi^{*}, \sigma\right)+\varepsilon \leq \sup _{\pi \in \mathcal{A}} J(i, \pi, \sigma)+\varepsilon
$$

Since $\varepsilon>0$ and $\sigma \in \mathcal{A}$ were chosen arbitrarily we obtain $w \leq V^{+}$.
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