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ABSTRACT: Anthropogenic CO2-emission-induced feedbacks between the carbon cycle and the climate system perturb

the efficiency of atmospheric CO2 uptake by land and ocean carbon reservoirs. The SouthernOcean is a region where these

feedbacks can be largest and differ most among Earth system model projections of twenty-first-century climate change. To

improve our mechanistic understanding of these feedbacks, we develop an automated procedure that tracks changes in the

positions of SouthernOcean water masses and their carbon uptake. In an idealized ensemble of climate change projections,

we diagnose two carbon–concentration feedbacks driven by atmospheric CO2 (due to increasing air–sea CO2 partial

pressure difference, dpCO2, and reducing carbonate buffering capacity) and two carbon–climate feedbacks driven by cli-

mate change (due to changes in the water mass surface outcrop areas and local climate impacts). Collectively these feed-

backs increase the CO2 uptake by the Southern Ocean and account for almost one-fourth of the global uptake of CO2

emissions. The increase in CO2 uptake is primarily dpCO2 driven, with Antarctic Intermediate Waters making the largest

contribution; the remaining three feedbacks partially offset this increase (by ;25%), with maximum reductions in

Subantarctic Mode Waters. The process dominating the decrease in CO2 uptake is water mass dependent: reduction in

carbonate buffering capacity in Subtropical and Subantarctic ModeWaters, local climate impacts in Antarctic Intermediate

Waters, and reduction in outcrop areas in Circumpolar Deep Waters and Antarctic BottomWaters. Intermodel variability

in the feedbacks is predominately dpCO2 driven and should be a focus of efforts to constrain projection uncertainty.

KEYWORDS: Southern Ocean; Carbon cycle; Model comparison

1. Introduction

Anthropogenic CO2 emissions (CE) induce feedbacks be-

tween the global carbon cycle and the climate system (here-

after carbon cycle feedbacks) by perturbing the efficiency of

atmospheric CO2 uptake and storage by the ocean (DCO;

Sarmiento et al. 1998) and land (DCL; Cao and Woodward

1998) reservoirs and causing the atmospheric carbon reservoir

(DCA) to rise faster or slower than expected from anthropo-

genic CO2 emissions alone (Sarmiento et al. 1995; Cox et al.

2000; Friedlingstein et al. 2003):
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Uncertainty in the magnitudes of carbon cycle feedbacks

hamper our confidence in projections of future climate and

estimates of allowable anthropogenic carbon emissions for

given climate targets (Jones et al. 2013).

To diagnose carbon cycle feedbacks in Earth system models

(ESMs) several approaches have been developed (Friedlingstein

et al. 2006;Gregory et al. 2009;Arora et al. 2013, 2020). Common

to these approaches is the partitioning of the change in carbon

uptake by the land/ocean carbon reservoirs into two feedbacks:

the carbon–concentration feedback that is driven by changes to

atmospheric CO2 concentrations (no climate change) and the

carbon–climate feedback that is driven by changes in radiative

forcing and subsequent climate change. The strength of these

feedbacks is characterized by two feedback sensitivity param-

eters: b for the carbon–concentration feedback and g for the

carbon–climate feedback. These feedbacks parameters can be

characterized globally, regionally, or spatially, and temporally.

A positiveb or g represents an increase in carbonuptake/storage

by the ocean/land reservoir and, consequently, a negative

carbon cycle feedback from the perspective of the atmosphere

or the climate system (i.e., dampening of global warming be-

cause less CO2 is retained in the atmosphere), and vice versa

for a negative b or g. Also, an increase in b or g over time

implies that the feedback is increasing the atmospheric CO2

uptake efficiency of the ocean/land reservoir, and vice versa

for a decrease in b or g.

The strength of the ocean carbon–concentration feedback

(b) is predominately a balance between two opposing atmo-

spheric CO2-driven chemical perturbations to the marine car-

bon cycle. First the transient increase in atmospheric CO2

uptake by the ocean due to the increasing partial pressure

difference between the surface ocean and atmosphere, dpCO2,
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where dpCO2 5 pCO2o2 pCO2a (positive contribution to b).

Second, the chemically driven decrease in atmospheric CO2

uptake by the ocean due to the reduction in carbonate buffering

capacity (negative contribution to b), which has long been rec-

ognized as one of the largest positive marine carbon cycle

feedbacks on atmospheric CO2 (Siegenthaler and Oeschger

1978; Sarmiento et al. 1995; Wallace 2001; Jiang et al. 2019). It is

also well characterized because its mechanism is rooted in fun-

damental inorganic carbon chemistry (Revelle and Suess 1957;

Zeebe and Wolf-Gladrow 2001; Sarmiento 2013).

Many of the simulated processes contributing to the strength

of the carbon–climate feedback (g) were characterized (Maier-

Reimer et al. 1996; Sarmiento and Le Quéré 1996; Joos et al.

1999; Sarmiento et al. 1998; Matear and Hirst 1999; Plattner

et al. 2001) well before their net contribution to g was quan-

tified in ESMs (Friedlingstein et al. 2003, 2006; Roy et al. 2011;

Schwinger et al. 2014), including changes to (i) ocean tem-

perature, whereby warming consistently reduces the solubility

of CO2 driving a net global outgassing of oceanic carbon

(negative contribution to g); (ii) ocean circulation, whereby the

supply of dissolved inorganic carbon (DIC) to the ocean sur-

face is perturbed via changes to physical processes including

stratification, obduction/subduction, and vertical and horizontal

entrainment (positive/negative contribution to g); and (iii) bio-

logical productivity, whereby the transport of carbon associated

with biological matter is perturbed (positive/negative contribu-

tion to g). Because of the complex interplay of these processes

that modify ocean carbon uptake over different spatial and

temporal scales, it remains difficult to disentangle their relative

contribution in ensembles of climate projections. Furthermore,

the geographical region and the mechanisms dominating the

magnitude of global g, differ between the model projections

(Roy et al. 2011).

The Southern Ocean (SO) is one of the regions where the

projected carbon cycle feedbacks can be largest andwhere they

differ most between the models (Friedlingstein et al. 2003; Roy

et al. 2011; Hewitt et al. 2016). In the Southern Ocean, both the

natural (preindustrial) and the anthropogenic (associated with

anthropogenic CO2 emissions) air–sea CO2 fluxes are major

contributors to the global air–sea exchange ofCO2.Consequently,

even relatively small changes to Southern Ocean processes

can produce large perturbations to the balance of carbon

between the ocean and atmosphere (Sigman et al. 2010;

Landschützer et al. 2015).
Both the natural (preindustrial) and the anthropogenic (as-

sociated with anthropogenic CO2 emissions) air–sea CO2 fluxes

are intimately linked to the southern limb of the meridional

overturning circulation (MOC; Marshall and Speer 2012)

[see comprehensive reviews in Takahashi et al. (2012) and

Gruber et al. (2019)]. The natural component is dominated

by outgassing where Circumpolar DeepWaters (CDW) rich

in DIC are ventilated—around and south of the polar

front—making the Southern Ocean one of the largest

sources of natural carbon to the atmosphere (Mikaloff-

Fletcher et al. 2007). The southerly part of the upwelled

CDW flows southward and sinks as Antarctic Bottom Water

(AABW)—principally within the subpolar gyres (SPG)—and

contributes to the lower MOC cell that ventilates the abyssal

ocean. The northerly part flows northward and subducts around

the subantarctic front to form Antarctic Intermediate Water

(AAIW) and Subantarctic Mode Water (SAMW) and contrib-

utes to the upper MOC cell that ventilates the subtropical gyres

(STG). Where northward flowing waters of the upperMOC cell

converge and subduct with southward flowing surface subtrop-

ical waters (SW), the air–sea CO2 flux is predominately ingass-

ing: strong cooling and biological production make this region a

dominant sink of natural CO2 (Metzl et al. 1999; McNeil et al.

2007). The anthropogenic component tends to oppose the nat-

ural component in the upwelling regions of the Southern Ocean,

where deep waters with low anthropogenic carbon concentra-

tions are ventilated. This, combined with the impact of strong

winds and high CO2 solubility, makes the Southern Ocean the

dominant anthropogenic carbon uptake region—accounting for

about 40% of the global ocean uptake (Khatiwala et al. 2009).

Although the processes responsible for historical and future

atmospheric CO2 uptake by the ocean are broadly understood,

we are still unable to definitively quantify and ascribe historical

air–sea CO2 fluxes (Frölicher et al. 2015) and carbon cycle

feedbacks (Roy et al. 2011) to specific physical and biogeo-

chemical mechanisms in analyses of multiple ESM projections.

Critical steps toward improving confidence in long-term pro-

jections of Earth’s climate include quantifying the key regional

processes that drive carbon cycle feedbacks and their contri-

bution to intermodel convergence/divergence in the evolution

of projected ocean uptake of CO2.

The spatial distributions of carbon cycle feedbacks provide

valuable information on the potential mechanisms (Boer and

Arora 2010; Roy et al. 2011; Ciais et al. 2013). The longitudi-

nally banded spatial distribution of carbon cycle feedbacks

parameters in the Southern Ocean are clearly linked to the

meridional overturning circulation and the obduction and

subduction pathways that ventilate water masses (Séférian
et al. 2012), which are, in turn, intrinsically associated with

the advection along isopycnal (constant density) surfaces.

Therefore, water masses, defined using density coordinates,

provide a natural framework to integrate the impacts of the

ocean circulation on the air–sea flux and storage of CO2

(Iudicone et al. 2011).

In previous studies that used water mass frameworks to

analyze projected changes in the marine carbon cycle, time-

invariant densities were used to define water mass (WM)

boundaries (Séférian et al. 2012; Resplandy et al. 2013), which

do not track WMs as their densities evolve in response to an-

thropogenic forcing. In Séférian et al. (2012), WM boundaries

were determined by ‘‘eyeballing’’ the distinguishing features of

water masses: an effective approach for a single model if

changes in the density of the WM boundaries are small (e.g.,

historical period) but unfeasible for multimodel ensembles of

long climate change simulations. Also, subjective water mass

criteria cannot be applied consistently, neither across dispa-

rate simulations nor by different users. The approach of

Sallée et al. (2013b) uses objective criteria based on key

features of the water masses and should be a more robust and

efficient approach to diagnose the WM boundaries and en-

sure the salient mechanistic properties of the water masses

have been captured.
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Our goal is to develop an efficient, consistent, and repro-

ducible Southern Ocean water mass tracking procedure to

(i) facilitate intermodel and model–data comparisons, (ii) di-

agnose and quantify the major drivers of carbon cycle feed-

backs over water masses in IPCC-class Earth system models,

and (iii) investigate mechanisms driving projected changes in

air–sea CO2 fluxes. We aim to demonstrate that water mass

frameworks are valuable tools for developing a coherent picture

of the processes driving intermodel divergence/convergence in

projected Southern Ocean carbon uptake.

In section 2, we present the water mass and carbon cycle

feedback frameworks that we use to partition the carbon cycle

feedbacks over each water mass: two carbon–concentration

feedbacks (dpCO2 and carbonate buffering capacity) and two

carbon–climate feedbacks (outcrop surface area and local cli-

mate impacts). In section 3, we present the water mass

boundaries and outcrop surface areas diagnosed by the water

mass framework. In section 4, the contributions of four carbon

cycle feedbacks to the change in the cumulative uptake of at-

mospheric CO2 by the Southern Ocean, and each of its con-

stituent water masses, are quantified to identify the dominant

feedbacks and sources of intermodel variability, and the

feedback sensitivity parameters (b and g) are analyzed to help

interpret the underlying mechanisms.

2. Method

a. Models

We included all ESMs from phase 5 of the Coupled Model

Intercomparison Project (CMIP5) (Table 1) for which the re-

quired simulations (preindustrial, piControl, and idealized 1%

atmospheric CO2 increase simulations: 1pctCO2 and esmFixClim1,

section 2c) and variables (monthly depth-resolved temperature

and salinity, monthly air–sea CO2 fluxes) were available. We

focused on the CMIP5 models so that we could draw on a series

of papers that comprehensively documented changes in oceanic

and atmospheric circulation in the CMIP5 ESMs (Meijers et al.

2012; Bracegirdle et al. 2013; Sallée et al. 2013a,b; Meijers 2014)

to help interpret the potential mechanisms responsible for the

changes in CO2 uptake.

b. SO-APT

We developed an automated procedure (SO-APT) for

tracking Southern Ocean water masses (SW, SAMW, AAIW,

CDW,AABW), based onmodifications to the Sallée et al. (2013b)

approach. This version has improved stability for tracking changes

in WM boundaries in multidecadal simulations. The previous

version was too sensitive to localized potential vorticity minima,

which created unrealistic fluctuations in the SAMW boundaries.

To diagnose the densities of the WM boundaries, SO-APT

exploits characteristic features of annual-mean and zonally

averaged (at 308S) vertical hydrographic profiles in the STGs

north of the SAMW subduction zones (Sallée et al. 2010)

where the WMs are clearly distinguishable. Vertical profiles of

temperature and salinity are mapped from depth to potential

density (s, reference pressure of 2000 dbar) coordinates to limit

themixing of water masses in the zonal averaging step. Potential

vorticity (PV) is calculated as PV 5 fcsz/pr, where fc is the

Coriolis parameter, pr is the reference pressure of 1000 dbar, and

sz is the vertical density gradient. The notation for the density

of a water mass boundary is slower_upper, where lower and upper

refer to the WMs above and below the boundary, respectively.

The STG is characterized by an intense near-surface strati-

fication maximum (a maximum in potential vorticity, PVmax):

the permanent thermocline. Above and below the permanent

thermocline lie the SW and the SAMW. The SAMW is char-

acterized by a local minimum in stratification. The boundary

between the SW and the SAMW was defined using PVmax:

s
SW_SAMW

5 k
1
s(PV

max
), where k

1
5 0:8: (2)

Below the SAMW lies the AAIW, which is characterized by a

salinity minimum Smin. We defined the density envelope of the

AAIW layer based on Smin and the local salinity maxima lying

above and below, Smax_above and Smax_below:

s
SAMW_AAIW

5k
2
s(S

min
)1k

3
s(S

max_above
) ,

where k
2
5 0:8 and k

3
5 0:2 , and (3)

s
AAIW_CDW

5k
4
s(S

min
)1k

5
s(S

max_below
) ,

where k
4
5 0:8 and k

5
5 0:2: (4)

The AABW is the very well-mixed bottom boundary layer

characterized by the PVmin. The CDW lies between the AAIW

and AABW. The boundary between CDW and AABW was

defined based on PVmi:

s
CDW_AABW

5s(k
6
PV

min
), where k

6
5 5: (5)

Because AABW does not reach the 308S latitude band in some

models, we compute the PVmin, as the minimum below 2000m

TABLE 1. Key references for the ESMs used in this study. Please see Arora et al. (2020) for more model details.

Model acronym Model full name Key reference

IPSL-CM5A-LR L’Institut Pierre-Simon Laplace Coupled Model, version 5A, low resolution Dufresne et al. (2013)

CanESM2 Canadian Earth System Model, version 2 Arora et al. (2011)

HadGEM2-ES Hadley Centre Global Environment Model, version 2—Earth System Collins et al. (2011)

BCC_CSM1.1 Beijing Climate Centre, Climate System Model, 1–1 Wu et al. (2013)

MPI-ESM-LR Max Planck Institute Earth System Model, low resolution Ilyina et al. (2013)

NorESM1-ME NorESM1-M with carbon cycling (and biogeochemistry) Tjiputra et al. (2013)

CNRM-CM5 Centre National de RecherchesMétéorologiques CoupledGlobal ClimateModel, version 5 Voldoire et al. (2013)

CESM1(BGC) Community Earth System Model, version 1.0, biogeochemical cycles Lindsay et al. (2014)
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south of 508S. The SO-APT parameters [k[1–7] in Eqs. (2)–(5)]

were tuned manually to best capture the WMs across all

models used in this study using the climatological average of

the first 10 years of the piControl simulations.

Outcrop surface areas of each water mass, OSwm(x, y, t),

were defined as the ocean surface area, A(x, y, t), enclosed by

the winter-averaged (JJA) surface emergence of the lower and

upper boundaries of the WMs, slower and supper [Eqs. (2)–(5)]:

FIG. 1. Time series (140 years from preindustrial conditions) of zonally averaged vertical sections at 308S of (a) salinity (psu) and (b) PV

(3 1029 m21 s21) in the CMIP5 ESM 1pctCO2 (COU) simulation. The vertical sections are presented in potential density coordinates (s;

kgm23) and referenced to 2000 dbar.
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FIG. 2. Spatial distributions of the preindustrial (a) maximum mixed layer depth (m) and (b) annual mean air–sea

CO2 flux f (gCm22 yr21) in the CMIP5 ESMs, where red shading represents an air–sea CO2 flux into the ocean and

blue shading represents an air–sea CO2 flux out of the ocean. The preindustrial conditions are represented by the

initial conditions (t0) in the esmFixClim1 simulation. The contours represent the boundaries of the outcrop areas

diagnosed using the SO-APT routine.
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OSexp
wm(x, y, t)5A(x, y, t),

(
for [x, y, t] where s

lower
(t),s(x, y, t),s

upper
(t)

wm5 [SW, SAMW,AAIW,CDW,AABW]
, (6)

where exp represents the model simulation [fully coupled

(COU) and biogeochemically coupled (BGC); see section 2c].

Despite the unavoidable compromises when using a com-

mon set of objective criteria to diagnose the WM positions

across a disparate set of model simulations, we have been en-

couraged by the efficacy of the SO-APT routine. The AAIW

boundaries track the characteristic salinity minimum (Fig. 1a)

and the upper boundary of the SAMW tracks the base of the

potential vorticity maximum (Fig. 1b) as the boundaries lighten

with climate change. Encouragingly, the deepmixed layers in the

SAMWandAAIW formation regions (Sallée et al. 2010) largely
lie within their WM outcrop areas. The deep mixed layers

(MLDs) of the key AAIW formation region near the Drake

Passage are located within the boundaries of our AAIW outcrop

region for all models (Fig. 2a). Other regions with deeperMLDs

(i.e., near the Campbell Plateau, the east Indian, west Pacific)

largely lie within the AAIW and SAMW outcrop regions for all

models. Also, SO-APT delineates the boundaries between re-

gions with distinct CO2 flux characteristics: the preindustrial

CO2 flux mostly outgasses in the AAIW and CDW outcrop

regions where old deep waters rich in accumulated DIC are

obducted to the ocean surface, and ingasses in the subduction

regions north of the SAMW–AAIW boundary (Fig. 2b).

c. Carbon cycle feedback framework

We applied a modified version of the Friedlingstein et al.

(2006) carbon cycle feedback framework. In Friedlingstein

et al. (2006) the cumulative CO2 emission-driven change in

global ocean carbon uptake (DCO) is calculated from CO2

emission-driven perturbations to the global air–sea CO2 flux

relative to the preindustrial, DF (PgC yr21). The DCO (PgC) is

partitioned into two components associated with the atmo-

spheric CO2-driven carbon concentration and climate change–

driven carbon–climate feedbacks—DCconc (PgC) and DCclim
(PgC), respectively:

DC
O
5

ð
DF dt5DCconc1DCclim5bDpCO

2
a1 gDTa.

(7)

The carbon–concentration feedback parameter b (PgCppm21)

represents the sensitivity of the air–sea CO2 flux per unit change

in the globally averaged partial pressure of atmospheric CO2,

pCO2a (ppm). The carbon–climate feedback sensitivity pa-

rameter g (PgCK21) represents the sensitivity of the air–sea

CO2 flux per unit change in the globally averaged surface

atmospheric temperature (DTa; K), which is used as a proxy of

climate change.

To partition DCconc and DCclim we used a pair of idealized

climate change simulations that were specifically designed for

this purpose (1pctCO2 and esmFixClim1, Fig. 3). In both

simulations the global atmospheric CO2 concentration in-

creases annually by 1% to 4 times the preindustrial concen-

tration by the end of the 140-yr simulation (Taylor et al. 2012)

and biogeochemical processes over land and ocean respond

directly to the changing atmospheric CO2 concentration (bio-

geochemically coupled). In the standard 1pctCO2 simulation

the radiative forcing is switched on (radiatively coupled), while

in the esmFixClim1 simulation it is switched off. Consequently,

the increase in atmospheric CO2 induces climate change in the

1pctCO2 simulation and not in the esmFixClim1 simulation. In

feedback analyses, these simulations are typically referred to

as COU and BGC simulations, respectively. In the BGC

simulation, CO2-driven changes to the terrestrial vegetation

perturb land–atmosphere water and energy exchanges and

induce a small increase in the global temperature. Since the

increase in global temperature in the BGC simulation is small

(;0.38C) relative to the COU simulation (;4.88C), it is as-

sumed negligible to simplify the partitioning of the carbon

cycle feedbacks (Arora et al. 2013).

Here we apply a regionalization of the Friedlingstein et al.

(2006) approach (Roy et al. 2011) to specifically address carbon

cycle feedbacks in the Southern Ocean and complement the

global CMIP5 analyses (Arora et al. 2013; 2020). The projected

cumulative change in CO2 uptake by the Southern Ocean

south of 208S (DCSO) and its constituent water masses (DCwm)

are calculated based on the perturbations to the spatial distri-

bution of the net air–sea CO2 flux relative to the preindustrial

period (t0), Df(x, y, t) (gCm22 yr21), where

Df exp(x, y, t)5 f exp(x, y, t)2 f exp(x, y, t
0
) (8)

and spatially integrating and cumulating Df over the full sim-

ulation (140 years). Here, negativeDf signifies less atmospheric

CO2 uptake by the ocean:

DC
SO

5

ððð
Df exp(x, y, t) dx dy dt, for [x, y] south of 208S

5DCconc1DCclim5bDpCO
2
a1 gDTa , (9)

and the surface outcrop area [Eq. (6)] of each water masses:

DC
wm

5

ððð
Df exp(x, y, t) dx dy dt

(
for [x, y, t] where OS

wm
(x, y, t)

wm5 [SW, SAMW,AAIW,CDW,AABW]
, (10)

where exp represents the simulation (i.e., COU and BGC).

We further extend the approach of Friedlingstein et al.

(2006) to partition DCSO and DCWM into four—rather than
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two—feedback components. The DCconc component is parti-

tioned into two components: one associated with the increasing

dpCO2 (DCconc_dpco2) and one associated with the reduction

in the carbonate buffering capacity (DCconc_buff). The DCclim
component is partitioned into two components: one associated

with changes in the outcrop surface area (DCclim_os) and one

associatedwith local (withinwatermass) climate change impacts

(DCclim_loc):

DC
SO
(orDC

wm
)5DCconc_dpco21DCconc_buff

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{DCconc

1DCclim_os1DCclim_loc
zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{DCclim

. (11)

For each feedback component (comp) the Df is de-

noted Dfcomp; the spatially averaged Df over a WM,

Df compwm (gCm22 yr21), is

Df comp
wm

(t)5

ðð
Df comp

wm
(x, y, t)dx dyðð

OS
wm

(x, y, t) dx dy

,

for [x, y] where OSexp
wm(x, y, t), (12)

and the cumulative and spatially integrated change in CO2

uptake, DCcompwm (PgC) is

DCcomp
wm

5

ððð
Df comp

wm
(x, y, t)dx dy dt ,

for [x, y] where OSexp
wm(x, y, t). (13)

1) CARBON–CONCENTRATION FEEDBACK (b)
COMPONENTS (DCCONC, DCCONC_DPCO2,
DCCONC_BUFF)

The DCconc feedback component is diagnosed using the

BGC simulation, where the perturbation to Df is assumed to be

due to DpCO2a alone and Eq. (9) simplifies to

DCBGC ’DCconc’

ððð
DfBGC(x, y, t) dx dy dt

’b(t)DpCO
2
a(t) . (14)

The spatially resolved Df associated with b, Dfconc, is

Df conc(x, y, t)’DfBGC(x, y, t) , (15)

and the cumulative, spatially integrated Df associated with

b over the SO or its WMs, DCconcwm, is

DCconc
wm

5

ððð
Df conc

wm
(x, y, t) dx dy dt for

[x, y] where OSBGC
wm (x, y, t). (16)

The spatial distribution of b, bspatial, is

b
spatial

(x, y, t)5

ð
Dfconc(x, y, t)dt

DpCO
2
a(t)

, (17)

and the WM-averaged b, bwm (gCm22 ppm21), is

b
wm

(t)5

ð
Df conc

wm
(t)dt

DpCO
2
a(t)

. (18)

To partition DCconc for each WM into two components

[DCconc_buff and DCconc_dpCO2, Eq. (11)], we use a simple

heuristic approach based on the temporal evolution ofb (Fig. 4),

which is set by the relative influence of increasing dpCO2 (i.e.,

disequilibrium) and diminishing carbonate buffering capacity on

the air–seaCO2 flux (Katavouta andWilliams 2021). Initially the

dpCO2 effect dominates: CO2 accumulates faster in the atmo-

sphere than in the ocean causing a rapid initial increase in

dpCO2 and b(t) (Fig. 4). As the ocean accumulates anthropo-

genic DIC, partial equilibration and the reduction in the buff-

ering capacity contribute to the tapering off of b(t). In water

FIG. 3. The idealized CMIP5 1% atmospheric CO2 increase simulations used to diagnose

the change in cumulative atmospheric CO2 uptake (DC) associated with carbon cycle feed-

backs in the ESMs in the SO: two CO2-concentration-driven components associated with the

carbon–concentration feedback: air–sea dpCO2 (DCconc_dpco2) and carbonate buffering

capacity (DCconc_buff) and two climate-driven components associated with the carbon–

climate feedback: outcrop surface area (DCclim_os) and local climate impacts (DCclim_loc).
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masses that are continuously replenished by low anthropogenic

DIC waters (e.g., CDW), the rate of increase in dpCO2 continues

to accelerate and b(t) tapers off later than in more recently ven-

tilated waters (e.g., SAMW) where the reemergence of anthro-

pogenic DIC dampens the rate of increase of dpCO2. The turning

point tmax (Fig. 4) represents where the decrease in the buffering

capacity dominates over the increase in dpCO2 and causes b(t) to

decrease.We estimateDCconc_buff based on the decrease in b(t)
after tmax (Fig. 4). Although, this approach clearly underestimates

the impact of the decreasing buffer capacity on carbon uptake, the

purpose here is to develop a sense of the magnitude and spatio-

temporal variability of this feedback relative to others in the

system. Based on this approach, the cumulative, water mass–

averaged Dfconc_buff and Dfconc_dpco2 are

ð
Df conc_buff

wm
(t)dt5

8<
: 0, for t# t

max

[b
wm

(t)2b
wm

(t
max

)]3DpCO
2
a(t) , for t. t

max

9=
;

ð
Df conc_dpco2

wm
(t) dt5

8<
: [b

wm
(t)]3DpCO

2
a(t) , for t# t

max

[b
wm

(t
max

)]3DpCO
2
a(t) , for t. t

max

9=
;, (19)

where

bmax
wm

(t
max

)5 max
t51:140

[b
wm

(t)] , (20)

and bwm(t) was smoothed using a 10-yr running mean to min-

imize the influence of interannual variability on the estimate

of tmax.

The cumulative, spatially integrated Df associated with the

two carbon–concentration feedbacks are

DCconc_buff
wm

5

ð
Df conc_buff

wm
(t)

ðð
OS

wm
(x, y, t) dx dy dt

DCconc_dpco2
wm

5

ð
Df conc_dpco2

wm
(t)

ðð
xOS

wm
(x, y, t) dx dy dt. (21)

To assess the relative strengths of the changes in buffering

capacity between WMs and between models, we defined a

buffering sensitivity parameter fwm (gCm22 ppm21)

f
wm

5

ð
f conc_buff

wm
(t)dt

DpCO
2
a

. (22)

2) CARBON–CLIMATE FEEDBACK (g) COMPONENTS

(DCCLIM, DCCLIM_OS, DCCLIM_LOC)

The cumulative change in CO2 uptake associated with g,

DCclim, is estimated from the difference between the COU and

BGC simulations. Equation (9) rearranges and simplifies to

DCclim’DCCOU 2DCBGC

’

ððð
DfCOU(x, y, t)dx dy dt2

ððð
DfBGC(x, y, t)dx dy dt

’

ððð
Df clim(x, y, t)dx dy dt5g(t)DTa(t) .

(23)

The spatially resolved Df associated with g, Dfclim, is

Df clim(x, y, t)’DfCOU(x, y, t)2DfBGC(x, y, t). (24)

The spatial distribution of g, gspatial (gCm22 K21), is

g
spatial

(x, y, t)5

ð
Dfclim(x, y, t) dt

DTa(t)
. (25)

Because the positions of the WMs differ between the COU and

BGC simulations,DCclim and g associated with eachWMcould

not be calculated by simple subtraction over geographical co-

ordinates. Therefore, we partitioned DCclim for each WM into

the two components: DCclim_loc and DCclim_os [Eq. (11)].

We estimated the DCclim_loc based on Dfclim_loc,

the spatially resolved Dfclim inside the WM outcrop

area common to COU and BGC simulations, that

is, OSCOU
wm (x, y) \OSBGC

wm (x, y):

Df clim_loc
wm

(x, y, t)5Df clim
wm

(x, y, t) ,

where OSCOU
wm (x, y) \OSBGC

wm (x, y). (26)

The spatially resolved Dfclim_os component, is the Dfclim
distribution due to WM expansion, Dfclim_1os—where the

locations where aWMoutcrops in the COU simulation but not

in the BGC simulation, that is OSCOU
wm (x, y, t)\OSBGC

wm (x, y, t) ,

such that

Df clim_1os
wm

(x, y, t)5DfCOU
wm (x, y, t) ,

where OSCOU
wm (x, y, t)\OSBGC

wm (x, y, t) , (27)

and WM contraction, Dfclim_2os,

Df clim_2os
wm

(x, y, t)5DfBGC
wm (x, y, t) ,

where OSBGC
wm (x, y, t)\OSCOU

wm (x, y, t) , (28)

such that
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Df clim_os
wm

(x, y, t)5Df clim_1os(x, y, t)1Df clim_2os(x, y, t) ,

(29)

The cumulative, spatially integrated Df associated with the two

carbon–climate feedbacks are

DCclim_loc
wm

(t)5

ððð
Df clim_loc

wm
(x, y, t)dx dy dt

DCclim_os
wm

(t)5

ððð
Df clim_1 os

wm
(x, y, t)dx dy dt1

ððð
Df clim_2os

wm
(x, y, t)dx dy dt. (30)

The average g for each WM, gwm (gCm22 K21), is

g
wm

(t)5

ð
Df clim_loc

wm
(t) dt

DTa(t)
. (31)

3. Diagnosis of water mass boundaries and outcrop
surface areas

SO-APT efficiently locates and tracks the boundaries (Fig. 1

and S1 in the online supplemental material) and outcrops

(Fig. 2) of the keyWMs in the SouthernOcean in amultimodel

ensemble of climate projections. The positions of the out-

crop areas of each water mass differ widely between the

models (Fig. 2), confirming that studies that use fixed geo-

graphical regions mix water masses with distinctly different

circulation and carbon cycle characteristics—and in differ-

ent proportions—making diagnosis and interpretation of

the carbon cycle feedbacks challenging.

There is a large spread (.1 kg m23) in the initial potential

densities of the WM boundaries in the CMIP5 models

(Fig. 5a). The densities of the WM boundaries lighten by

up to 0.7 kg m23 by year 2100 (Fig. 5b). The reduction in

density is strongest at the SAMW and AAIW boundaries,

which has been attributed to warming and freshening over

the ocean surface based on both observations (Bindoff and

McDougall 2000; Hobbs et al. 2021) and climate change

projections (Downes et al. 2009; Sallée et al. 2013b). The

large intermodel variability in the densities of the water

mass boundaries (Fig. 1) and their evolution (Fig. 5), re-

emphasizes that using common or temporally fixed densities to

define WM boundaries would not accurately capture the defin-

ing characteristics and position of WMs in a disparate ensemble

of models.

A comparison of observed and simulated WM boundaries

shows the largest biases are in the density of AAIW–SAMW

boundaries, which tend to be lighter than observed (Fig. 5a)

and can be explained by pervasive warm biases (Sallée et al.
2013b). The IPSL-CM5A-LR model consistently has the

reverse bias: all boundaries except the AABW–CDW

boundary are too dense and can be explained by salty biases

in the SWs, SAMWs, and AAIWs (Fig. 1a and Sallée
et al. 2013b).

Similarly, there is substantial intermodel variability in the

representation of both the preindustrial and the projected out-

crop areas of the WMs (Figs. 5c,d) and systematic biases in the

outcrop areas (Figs. 5c and 7b). For the lighter water masses: in

most models the SWoutcrop areas are too small compared to an

observation-based estimate (;75% for themultimodelmedian),

while the SAMW and AAIW outcrop areas are too large (by

;40% and ;70% for the multimodel median).

The SW outcrop area is associated with the representation of

the STGs. In the CMIP5 models the SW outcrop areas are too

small because the STGs are positioned too far north and can be

explained by the strength and position of the wind stress and

wind stress curl maxima, which are biased too strong and too

far equatorward (Meijers et al. 2012). Conversely, in the one

model that has a larger than observed SW outcrop area

(NorESM1-ME, Fig. 5c), the maxima of the STG strength

and the wind stress curl are positioned further poleward

relative to most other CMIP5 models (Meijers et al. 2012).

The outcrop area of the SAMWs and AAIWs is associated

with the position of the STGs from the north and the posi-

tion of the ACC from the south. Since the position of the

Antarctic Circumpolar Current (ACC) is captured rela-

tively well in CMIP5 models (Meijers et al. 2012), we expect

the SAMWs and AAIWs outcrops areas are too large due to

the northward bias of the STG position.

We expect the large intermodel variability in the SAMW

outcrop area is related to the variable representation of max-

imum mixed layer depths in the eastern Indian and Pacific

Oceans where strong subduction of SAMWs occur (Fig. 12 in

Sallée et al. 2013b). The intermodel variability in the magni-

tude of the CDW outcrop area should be strongly associated

with the extent of the SPGs and the latitude of the southern

boundary of the ACC, which both vary widely between CMIP5

models (Meijers et al. 2012).

4. Diagnosis of carbon cycle feedbacks

a. Carbon–concentration feedbacks (b and DCconc)

The carbon–concentration feedback is overwhelmingly

positive over the Southern Ocean (Fig. 6): dpCO2 increases

with rising atmospheric CO2, driving more CO2 into the

ocean relative to preindustrial conditions. The magnitude of

b (the change in CO2 uptake per unit increase in atmospheric

CO2) peaks in the circumpolar upwelling band where the

deep waters of the global ocean with low anthropogenic DIC

are ventilated and CO2 uptake is efficient (Fig. 6a). The

b maxima vary in position and intensity between the models

(Figs. 6b,c).

1) DPCO2 FEEDBACK (DCCONC_DPCO2)

Rising dpCO2 increases the multimodel cumulative (140 yr)

change in Southern Ocean CO2 uptake (DCconc_dpCO2) by
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326 PgC [interquartile range (IQR): 90 PgC, Fig. 7a, Table 2].

Even though b is stronger in the CDW (Fig. 6b), AAIW con-

tributes most to DCconc_dpCO2 (106 PgC, Fig. 7a)—due to its

vast circumpolar distribution, largely uninterrupted by land

and sea ice. Consequently, the large intermodel variability of

b in the AAIW outcrop area strongly impacts the net Southern

Ocean carbon uptake: models with lower b (Fig. 6b) and

DCconc_dpCO2 in the AAIWs [CanESM2, HadGEM2-ES,

CESM1(BGC), CNRM-CM5] tend to have lower Southern

Ocean CO2 uptake (DCconc_dpCO2, Fig. 7a) thanmodels with

higher b and DCconc_dpCO2 in the AAIWs (IPSL-CM5A-LR

and MPI-ESM-LR).

The large intermodel variability in DCconc_dpCO2 in AAIWs

and CDWs (IQRs of 43 and 58 PgC, respectively; Table 2) is

mostly associated with the large intermodel variability in b

(Fig. 6b). For theCDWs, it is alsomodulated by variability in their

outcrop areas (Fig. 5c), which we expect is partly related to the

variable extent of the subpolar gyres (Fig. 7b, section 3).

The magnitude of b and the CO2 uptake capacity of the

Southern Ocean are most likely associated with water mass

formation/destruction rates in the net upwelling regions (CDW

and AAIW). A cursory comparison of the intermodel vari-

ability in b (Fig. 6b) and surface water mass formation rates

(Fig. 7 in Sallée et al. 2013b) supports this relationship: in the

AAIW outcrop areas, models such as IPSL-CM5A-LR and

MPI-ESM-LR have the strongest obduction rate (i.e., water

mass consumption; Sallée et al. 2013b) and b values; con-

versely, models such as CNRM-CM5 and HadGEM2-ES have

comparatively very weak obduction or subduction rates (Sallée
et al. 2013b) and low b values. We find a similar relationship in

the CDW: here HadGEM2-ES has a strong obduction rate

(Sallée et al. 2013b) and high b, while IPSL-CM5A-LR has a

very weak obduction rate (Sallée et al. 2013b) and low b. In

future, we recommend using the same WM framework for the

water mass circulation and carbon cycle feedback analysis to

elucidate this relationship.

The high intermodel variability of b in AAIWs is most likely

due to the variable representation of subduction/obduction in

this region. Sallée et al. (2013b) showed that most models ob-

duct within the CDW density range and subduct within the

SAMW density range: and, although the AAIW tend to be a

net obduction region (Fig. 7b), subduction/obduction is more

variable in the AAIW density range. More work is needed to

identify the mechanisms responsible for the intermodel vari-

ability in water mass formation/destruction here.

The position of the band of maximum upwelling also

leads to variations in Southern Ocean CO2 uptake. For

example, the obduction (Fig. 7 in Sallée et al. 2013b) and

b in HadGEM2-ES is relatively strong but positioned

further poleward (Fig. 7c) restricting the total area for

obduction and leading to lower CO2 uptake relative to

other models with similar obduction strengths (i.e., IPSL-

CM5A-LR and MPI-ESM-LR).

Given the apparent sensitivity of the dpCO2 feedback to the

strength and position of obduction and subduction pathways,

circulation diagnostics such as water mass formation, trans-

formation, and export could be effective mechanistic con-

straints on the future CO2 uptake by the Southern Ocean: but

there are limited observations at the scale of specific water

masses. Interior transports across 308S (Russell et al. 2018) and

emergent circulation properties, such as water mass outcrop

areas and volumes could be effective alternatives.

2) CARBONATE BUFFERING CAPACITY FEEDBACK

(DCCONC_BUFF)

The reduction in the buffering capacity reduces the multi-

model cumulative (140 yr) change in CO2 uptake (DCconc_
buff) by 249 PgC (IQR: 13 PgC, Fig. 7a and Table 2). An

unequivocal reduction (up to 30%) in the ocean CO2 uptake

capacity occurs after ;50 years in SW and SAMW (Fig. 8a),

and significantly later in AAIW (;90 yr) and CDW (;120 yr).

The largest reduction occurs in the SAMW (228 PgC, Fig. 7b,

Table 2), in agreement with trends from recent observational

studies (Salt et al. 2015). For the majority of models, the CO2

saturation sensitivity f is strongest in the SAMW (Fig. 8b).

Although the f of SW is weaker, the outcrop area of the SW is

large (Fig. 5c,d), making the SW the second largest contributor

to buffer feedback. Together, SAMWs and SWs are re-

sponsible for about 90% of the buffer-driven reduction in

CO2 uptake (Fig. 7a). A more precise diagnostic of the

impact of the buffering capacity on carbon uptake [see methods

in section 2c(1)] would increase the estimate of DCconc_buff,
making it an even more important contributor to the Southern

Ocean carbon cycle feedback.

We expect the differences in the carbonate saturation sen-

sitivity of the water masses are largely related to DIC accu-

mulation rates. First, SW and SAMWhave higher initial buffer

capacities than AAIW and CDWs, which is related to their

lower DIC to alkalinity ratios (DIC/ALK; Sabine et al. 2002).

By definition, for the same increase in atmospheric CO2, wa-

ters with higher buffer capacities can take upmore carbon than

waters with lower buffer capacities, which can result in faster

FIG. 4. The evolution of multimodel mean b(t) over SO water

masses. The turning point tmax represents the time when the

reduction in buffering capacity dominates the evolution of b(t).

The dashed lines represent the upper limit of the approximation

used to estimate the minimum cumulative change in CO2 uptake

associated with the reduction in buffer capacity, DCconc_buff
(shaded areas).
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increases in DIC/ALK and faster reductions in their buffer

capacities (Egleston et al. 2010) and the subsequent CO2

uptake. Second, faster DIC accumulation is expected in

SAMW and SWs relative to AAIW and CDW because they

have higher surface area to volume ratios (Séférian et al.

2012; Resplandy et al. 2013). Third, the recirculation and

reemergence of anthropogenic DIC and ALK to the ocean

surface via across-WM (diapycnal) exchange and along-isopycnal

transport and diffusion also contributes to the rate of DIC

accumulation. Based on global model studies, a significant

proportion of water mass volume (Sallée et al. 2013b) and

carbon (Iudicone et al. 2016) are transferred from SWs to

denser SAMWs and AAIWs within the ocean interior

(Fig. 7b). Subtropical cells are effectively flushing out the

FIG. 5. Potential density (s) of SO water mass boundaries in the CMIP5 models diagnosed using the SO-APT

procedure: (a) preindustrial (t0) and (b) future change (t140 2 t0). Outcrop surface area (OS) of SO water masses:

(c) preindustrial and (d) future change (t140 2 t0). Colored circles represent results from the individual CMIP5

models and black triangles represent the results based on observed fields from the CSIRO Atlas of Regional Seas

(Ridgway et al. 2002). The multimodel median is shown by a vertical line, the box represents the IQR and the

whiskers the 5th–95th percentile limits. Note that although the simulations used here do not have a historical

period, the historical change is relatively small compared to the future perturbation (Frölicher et al. 2015), so a

comparison between the preindustrial conditions and observations is informative.
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FIG. 6. SO carbon–concentration feedback sensitivity parameters b (gCm22 ppm21) in the CMIP5 ESMs: (a) Multimodel-mean spatially

resolved b, bspatial; (b) water mass–averaged b, bwm. The horizontal gray line, box, and whiskers represent the multimodel median, the IQR,

and the 5th–95th percentile limits, respectively. (c) Spatially resolved b, bspatial, for each CMIP5 model. The contours represent the

boundaries of the SO outcrop surface areas, OS. The bwm of each model and SO water mass are tabulated in supplementary material S3.
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FIG. 7. The cumulated change in the air–sea CO2 flux (DCconc, PgC) and the ocean circulation mechanisms po-

tentially associated with carbon–concentration feedback (b). (a) The two components of DCconc over the SO and

each of its water masses: (i) DCconc_dpCO2 (dark blue)—the component driven by air–sea CO2 partial pressure

difference, dpCO2, and (ii) DCconc_buff (light blue)—the component driven by the reduction in the buffering ca-

pacity. Note these are the same quantities and color schemes used in the summary Fig. 10. Themultimodelmedian and

IQR are represented by the filled black circle and whiskers, respectively. Colored circles represent the individual

CMIP5 models (see Fig. 4 for the CMIP5 model key). Positive values signify more ocean uptake of atmospheric CO2.

(b) Schematic of the major biases in the CMIP5 multimodel ocean circulation (Meijers et al. 2012; Bracegirdle et al.

2013; Sallée et al. 2013a,b; Meijers 2014) that are expected to contribute to the carbon–concentration feedback.
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anthropogenic CO2 from SWs, enabling SWs to continue

taking up CO2 (Nakano et al. 2015). Conversely, SAMWs

are accumulating anthropogenic CO2 from both the sub-

tropical cells and the upper branch of the MOC, which also

accelerates the rate of accumulation of DIC and the re-

duction of the buffering capacity here. By contrast, even

though CDW have lower initial buffer capacities, they are

replenished by old waters with low anthropogenic CO2

concentrations, which limits the rate of DIC accumulation

and fast changes in the buffer capacity here.

b. Carbon–climate feedbacks (g and DCclim)

The multimodel mean distribution of g (the change in CO2

uptake per unit increase in atmospheric temperature) is char-

acterized by a striking longitudinally banded structure of al-

ternating sign (Fig. 9a): the g in AAIWs and SWs are negative

FIG. 8. The impact of the reduction in the carbonate buffering capacity on the projected change in the air–sea

CO2 flux. (a) tmax (yr) and the (b) buffering sensitivity parameter fwm (gCm22 ppm21) for each model and SO

water mass. The horizontal gray line, box, and whiskers represent the multimodel median, the IQR, and the 5th–

95th percentile limits, respectively.

TABLE 2. The atmospheric CO2-driven (DCconc_dpco2 and DCconc_buff; PgC) contributions to the cumulative (140 yr) change in at-

mospheric CO2 uptake over the SO south of 208S (DCso; PgC) and each of the major SO water masses for each ESM used in this study.

Model

DCconc_dpco2 DCconc_buff DCconc

SW SAMW AAIW CDW AABW SO SW SAMW AAIW CDW AABW SO SO

IPSL-CM5A-LR 73 150 151 23 3 400 217 237 22 0 0 256 344

CanESM2 38 94 86 88 1 307 27 235 25 0 0 248 259

HadGEM2-ES 75 39 62 130 1 306 217 29 24 0 0 230 276

BCC_CSM1.1 40 106 134 109 2 392 212 233 210 0 0 254 337

MPI-ESM-LR 65 96 119 111 9 400 216 232 28 0 0 255 345

NorESM1-ME 129 47 116 53 0 345 234 211 26 0 0 251 294

CNRM-CM5 47 85 41 47 0 219 210 225 21 0 0 237 183

CESM1(BGC) 63 65 97 67 1 294 215 222 27 0 0 243 251

Median 64 89 106 78 1 326 216 228 26 0 0 249 285

IQR 28 38 43 58 2 90 6 14 4 0 0 13 82
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FIG. 9. The SO carbon–climate feedback sensitivity parameter g (gCm22K21) in the CMIP5 models: (a) Multimodel mean spatially

resolved g, gspatial. The stippled regions representwhere the gspatial of theESMsimulations all have the same sign. (b)Watermass–averagedg,

gwm. The multimodel median and IQR are represented by the gray box plots. The horizontal gray line, box, and whiskers represent the

multimodel median, the IQR, and the 5th–95th percentile limits, respectively. (c) The spatial distribution of g, gspatial, for eachCMIP5model.

The black contours represent the preindustrial boundaries (t0) of the SO outcrop surface areas and the red contours represent the boundaries

at the end of the simulation (t140). The gwm of each model and SO water mass are tabulated in supplementary material S3.
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in all models, while the sign in SAMWs and CDWs is less

consistent (Fig. 9b). The AAIWs have the strongest and con-

sistently negative g across all models, indicating a large re-

duction in CO2 uptake across the water mass outcrop area. The

most negative g values in the Southern Hemisphere ocean

(Figs. 9c) tend to coincide with where deepDIC rich waters are

either obducted or transported northward (Fig. 4b).

1) LOCAL CLIMATE IMPACT FEEDBACK (DCCLIM_LOC)

Local climate impacts reduce the multimodel cumulative

(140 yr) change in CO2 uptake (DCclim_loc) by 227 PgC

(IQR: 5 PgC, Fig. 10a, Table 3). The largest reductions occur

over the AAIWs (211 PgC, IQR: 8 PgC) and are associated

with the strong negative g here (Fig. 9b). We would expect the

reduction in CO2 uptake here to be associated with the most

consistent changes in the ocean circulation among the ESMs

(Fig. 10b): primarily the strengthening of the upper over-

turning cell and weakening of the lower circulation cell (Sallée
et al. 2013b;Meijers 2014) that is associated with the intensified

northward surface circulation driven by increased westerly

wind intensity (Bracegirdle et al. 2013) and the shallowing of

the mixed layers.

It is likely that the large reductions in carbon uptake along

the southern sections of the AAIW outcrop regions are linked

to the increased outgassing of natural carbon, which, in the

circumpolar AAIW average, masks the increased uptake of

anthropogenic CO2 in the localized zones of AAIW subduc-

tion farther north (Sallée et al. 2013b). Model studies and ob-

servational records over the historical period in the AAIW

outcrop support such amechanism. Here, pCO2o was observed

to be increasing faster than pCO2a (Metzl 2009; Takahashi

et al. 2012), leading to a reduction in CO2 uptake, but longer

records are required to verify whether this is a trend or linked

to large interannual variability in the region. It has been well

documented in modeling studies that the strengthening and

intensification of zonal winds increases the upwelling of deep

DIC-rich waters, and in turn increases pCO2o and reduces the

CO2 uptake efficiency in the region (Le Quéré et al. 2007;

Lovenduski et al. 2007).

Although the CDW outcrop is a net upwelling region, the

g here is more variable in sign and weaker in intensity relative

to AAIW (Fig. 9b), we expect this is partly due to the positive

and negative regional contributions to g that are driven by

different processes: (i) the increased obduction of CDW in-

duced by increased wind stress in the northern section, which

results in the increased natural outgassing of CO2 and negative

g here; and (ii) the reduction of sea ice in the southern section,

which also increases light penetration and, combined with the

increased nutrient supply, increases biological production over

the region (Laufkötter et al. 2015; Hauck et al. 2015), resulting

in positive g here (Roy et al. 2011).

The sign and magnitude of g of SAMW and SW have been

attributed to both increased temperatures (solubility feed-

back) and stratification (circulation feedback) (Yoshikawa

et al. 2008; Roy et al. 2011). We expect that the intermodel

variability in the sign of g of SAMW depends on the relative

contribution of processes with opposing impacts on Df. A re-

duction in CO2 uptake in this region occurs due to large-scale

warming (Roy et al. 2011), while an increase in CO2 uptake is

likely in the region in response to the increase in primary

production (Leung et al. 2015), which would be further mod-

ulated by interactions between changes in the seasonality of

biological production and the buffering capacity (Hauck and

Volker 2015). It would be valuable to investigate the interac-

tions between atmospheric CO2 uptake, biological production

and b here in future studies.

2) OUTCROP SURFACE AREA FEEDBACK (DCCLIM_OS)

The impact of changing outcrop areas on the multimodel

cumulative (140 yr) change in Southern Ocean CO2 uptake

(DCclim_os) is small (23 PgC, IQR 3 PgC, Fig. 10a, Table 3

and supplemental material S2) due to the offsetting contribu-

tions from different water masses (Fig. 10a), which are largely

proportional to changes in the outcrop surface areas of the

water masses (Fig. 5d). The DCclim_os is largest over the

CDWs (29 PgC, IQR: 10 PgC). Here, the reduction in carbon

uptake is associated with contraction of their outcrop areas in

response to the expansion of the lighter water masses (Fig. 10b).

Since the lighter water masses have lower CO2 uptake capacity

and shorter ventilation times, this could lead to reduced effi-

ciency in longer-term carbon storage.

We expect the changes in the outcrop areas to be associated

with changes to the large-scale features of the Southern Ocean

circulation (Meijers et al. 2012). The multimodel median out-

crop area of the SW increases due the southward expansion of

the STGs (Fig. 10b). STGs were found to increase in strength

and shift poleward in response to the southward displacement

of the westerlies (Russell et al. 2007; Meijers et al. 2012;

Meijers 2014; Bracegirdle et al. 2020). The multimodel median

outcrop area of the SAMW decreases (Fig. 5d) due to the

poleward displacement of the northern SAMW boundary in

response to the expansion of the STGs. The multimodel me-

dian of AAIW outcrop area increases (Fig. 5d) and is likely

associated with the increase in the width of the ACC where

AAIW subducts. An increase in ACC area was found to be

correlated with an increase in ACC strength (Wang et al. 2011;

Meijers et al. 2012). The multimodel median outcrop areas of

CDW decreases and is likely related to a decrease in the areal

extent of theWeddell and Ross SPGs, decreasing the total area

where CDW can obduct. The magnitude and sign of the

changes in SPG area were found to be gyre specific and ex-

tremely variable between the models and climate scenarios

(Meijers et al. 2012), a decrease in SPG area was correlated

with an increase in the ACC transport and area, and some-

times with a poleward shift in ACC transport—and vice

versa for an increase in the SPG extent. Consistent with this

relationship, the only model with an increasing CDW out-

crop area (HadGEM2-ES, Fig. 5d) exhibited strong equa-

torward expansion of both the Weddell and Ross SPGs

(Meijers et al. 2012).

Although the intermodel variability of the changes in out-

crop area is similar for all water masses (Fig. 5d), the inter-

model variability in DCclim_os (Fig. 10a) is largest for the

CDW (Fig. 10a): (IQRs: 10 PgC) because of its stronger uptake

capacity per unit area (Fig. 6b). Given (i) the significant con-

tribution of surface outcrop areas to the magnitude and
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FIG. 10. The cumulated change in the air–sea CO2 flux (DCclim, PgC) and the potential ocean circulation

mechanisms associatedwith carbon–climate feedback (g). (a) The two components ofDCclim over the SO and each

of its water masses: (i) DCclim_loc (dark red)—the component driven by local climate impacts and (ii) DCclim_os

(light red)—the component driven by changes in the outcrop areas. Note these are the same quantities and color

schemes used in the summary Fig. 10. The multimodel median and IQR are represented filled black circle and

whiskers, respectively. Colored circles represent the individual CMIP5 models (see Fig. 4 for the CMIP5 model

key). Positive values signify more ocean uptake of atmospheric CO2. (b) Schematic of the future CMIP5 multi-

model ocean circulation changes (Meijers et al. 2012; Bracegirdle et al. 2013; Sallée et al. 2013a,b;Meijers 2014) that

are expected to contribute to the carbon–climate feedback.
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intermodel variability in carbon uptake by CDWs, and (ii) that

the CDW outcrop area is a key region in the global ocean that

will continue to have a strong atmospheric CO2 uptake ca-

pacity into the future, it will be important to identify the key

factors controlling the dynamics, and thus areal extent of the

SPGs—including the westerlies wind belt, the easterlies along

the Antarctic coast, and open ocean convection.

5. Synthesis and perspectives

We have developed an automated approach (SO-APT) to

objectively track boundaries and outcrop areas of key water

masses in the Southern Ocean as their positions and properties

evolve under climate change. The approach provides a valu-

able interpretive context for the complex set of interactions

between the oceanic dynamics and the carbon cycle in the

Southern Ocean. It can be applied efficiently in multimodel

studies and model–data comparisons to define water mass

boundaries when a subjective ‘‘eyeballing’’ approach is infea-

sible. We encourage independent research groups to apply the

same water mass boundaries to increase collaboration and to

benefit from cross-study comparisons.

We have applied SO-APT to investigate the impact of car-

bon cycle feedbacks on carbon uptake by the Southern Ocean

and its constituent water masses in multiple Earth system

models. Carbon-cycle feedbacks increase the multimodel cu-

mulative change in CO2 uptake by the SouthernOcean relative

to the preindustrial (256 PgC, IQR: 75 PgC, Table 4), which

amounts to approximately one-quarter of the anthropogenic

CO2 emissions taken up by the global ocean and land reser-

voirs over the 140-yr simulations (cf. to Arora et al. 2020).

The increase in CO2 uptake by the Southern Ocean is pri-

marily driven by the dpCO2 feedback (326 PgC, Table 2,

Fig. 11a), with AAIWs making the most substantial contribu-

tion (106 PgC). The dpCO2-driven increase in CO2 uptake is

offset by a ;25% decrease in response to the remaining three

secondary carbon cycle feedbacks: carbonate buffering capacity,

local climate impacts, and outcrop surface areas (280 PgC,

Fig. 11a)—with maximum reductions in SAMWs.

The feedbacks dominating the decrease in CO2 uptake is

water mass dependent (Figs. 11b,c). The carbonate buffering

capacity feedback dominates the reduction in carbon uptake in

SWs and SAMWs, presumably due to their low DIC/ALK

ratios, high surface to volume ratios, and the recirculation and

reemergence of anthropogenic CO2 in the region. The local

climate impact feedback dominates the reduction in carbon

uptake in AAIWs and is likely associated with the increased

outgassing of carbon associated with the acceleration of the

TABLE 3. The climate change–driven (DCclim_os and DCclim_loc; PgC) contributions to the cumulative (140 yr) change in atmospheric

CO2 uptake over the SO south of 208S (DCso; PgC) and each of the major SO water masses for each ESM used in this study.

Model

DCclim_os DCclim_loc DCclim

SW SAMW AAIW CDW AABW SO SW SAMW AAIW CDW AABW SO SO

IPSL-CM5A-LR 7 25 1 25 21 22 210 28 24 1 0 221 223

CanESM2 23 0 3 210 21 210 22 1 220 26 0 228 238

HadGEM2-ES 3 0 28 4 21 22 211 1 23 216 0 230 232

BCC_CSM1.1 2 21 10 213 21 24 24 212 224 7 0 233 237

MPI-ESM-LR 22 22 6 0 26 26 25 26 210 25 0 226 232

NorESM1-ME 12 0 4 216 0 0 215 5 213 24 0 227 227

CNRM-CM5 1 22 4 28 0 25 28 26 210 0 0 224 229

CESM1(BGC) 1 3 13 216 21 0 212 5 216 2 0 220 221

Median 1 21 4 29 21 23 29 23 211 22 0 227 230

IQR 4 2 4 10 1 3 6 8 8 7 0 5 7

TABLE 4. The atmospheric CO2-driven (DCconc; PgC) and climate change–driven (DCclim; PgC) contributions to the cumulative

(140 yr) change in atmospheric CO2 uptake over the SO south of 208S (DCSO; PgC) and each of its water masses for each ESM used in

this study.

Model

DCconc DCclim

DCsoSW SAMW AAIW DW AABW SO SW SAMW AAIW DW AABW SO

IPSL-CM5A-LR 56 113 149 23 3 344 22 213 23 24 21 223 321

CanESM2 30 59 80 88 1 259 25 1 217 216 21 238 221

HadGEM2-ES 58 29 59 130 1 276 28 1 211 213 21 232 245

BCC_CSM1.1 29 73 125 109 2 337 23 213 214 26 21 237 300

MPI-ESM-LR 49 64 112 111 9 345 27 29 24 25 26 232 313

NorESM1-ME 95 36 110 53 0 294 23 4 29 221 0 227 267

CNRM-CM5 37 60 40 47 0 183 27 28 26 29 0 229 154

CESM1(BGC) 48 44 90 67 1 251 210 7 23 214 21 221 230

Median 48 59 100 78 1 285 26 23 27 211 21 230 256

IQR 21 25 40 58 2 82 5 12 8 8 1 7 75
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upper cell of the meridional overturning circulation—one of

the most robust climate-driven changes in the CMIP5 models.

The outcrop surface area feedback dominates the reduction in

carbon uptake in CDWs, and intermodel variability in its

magnitude is likely associated with changes to the subpolar

gyre extent from the south and the ACC area from the north.

An important caveat is that the estimate of the carbonate

buffering capacity feedback would be larger if diagnosed more

precisely and would potentially dominate in all water masses.

The carbonate buffering capacity component of the carbon–

concentration feedback is the strongest negative Southern

Ocean carbon cycle feedback (249 PgC, IQR 13 PgC, Table 2,

Fig. 11c), and would be significantly higher if estimated

precisely. Although the impact of diminishing carbonate

buffering capacity on carbon uptake is well understood, it is

not sufficiently evaluated in current generations of ESMs. A

more precise diagnostic of the buffer capacity feedback

(Katavouta and Williams 2021) and a comprehensive study

of the mechanisms contributing to its spatiotemporal variability

are required to characterize this major carbon cycle feedback.

Similar mechanisms contribute to ocean acidification (Resplandy

et al. 2013) and will be critical to projections of the impact of

carbon cycle feedbacks on future ocean acidification (Matear and

Lenton 2018). Climate-driven carbon–climate feedbacks make a

relatively minor contribution to the decrease in Southern Ocean

carbon uptake (230 PgC, Table 4).

The intermodel variability in the projected CO2 uptake is

dominated by the dpCO2 feedback (IQR: 90 PgC, Table 2) and

largely stems fromAAIWs and CDWs (Fig. 11a, IQRs: 43 PgC

and 58 PgC, Table 2) and should be a focus of efforts to con-

strain projection uncertainty. This intermodel variability is

most likely associated with the variable representation of WM

formation rates in the upwelling regions of the SouthernOcean

and the areal extent of the upwelling region.

We argue that the dpCO2 feedback is most likely under-

estimated in the full set of CMIP5 models because (i) the

FIG. 11. Summary figure of themultimodel impact of carbon cycle feedbacks on theCO2-emission-induced cumulated change in the air–sea

CO2 fluxes over the SO (DCSO, PgC) and each of its major water masses (DCwm, PgC). The box represents the multimodel median and the

IQR and the whiskers the 5th–95th percentile limits. The two DC components associated with the carbon–concentration feedbacks are

colored in blue:DCconc_dpCO2 (dark blue)—the component driven by air–sea CO2 partial pressure difference, dpCO2. TheDC components

associated with the carbon–climate feedbacks are colored in red: (i) DCclim_loc (dark red) is the component driven by local climate impacts,

and (ii)DCclim_os (light red) is the component driven by changes in the outcrop areas. Note these are the same quantities and color schemes

used in Figs. 6 and 9. (a) The DC associated with the primary and dominant feedback (DCconc_dpCO2) and the combined secondary

feedbacks (DCconc_buff1DCclim_loc1 DCclim_os; striped boxes). (b) Map of dominant secondary feedbacks (DCconc_buff, DCclim_loc,

DCclim_os) for each SO water mass. (c) The DC associated with the individual secondary feedbacks.
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strength in the dpCO2 feedback depends on the strength of

Southern Ocean upwelling, and (ii) the CMIP5 models have

been shown to underestimate the strength of upwelling in the

divergence zone of the Southern Ocean (Sallée et al. 2013b,

and summarized in Fig. 10b)—and is consistent with the un-

derestimate of historical Southern Ocean CO2 uptake by the

ESMs (Frölicher et al. 2015). This would have two important

implications: (i) projected CO2 uptake by the Southern Ocean

is underestimated in themodels, leading to an underestimate of

the cumulative CO2 emissions allowable for a given global

warming target, and (ii) air–sea CO2 fluxes themselves should

be useful constraints on projected CO2 uptake.

The Southern Ocean moderates Earth’s climate not only by

the uptake of anthropogenic CO2 emissions, but also by the

uptake of excess heat (Durack et al. 2014), which varies by as

much as 40% in the ESMs (Frölicher et al. 2015). Understanding

and quantifying the mechanisms driving intermodel variability

in carbon and heat uptake/storage is key to finding effective

constraints on the uncertainty in future projections of Earth’s

climate system. We propose that consistent water mass frame-

works should be applied to subsequent generations of ESMs to

analyze changes in the Southern Ocean circulation and to track

the associated heat and carbon uptake from the ocean surface

into the ocean interior—thereby deepening our mechanistic

understanding of the evolution of heat and carbon in the

Southern Ocean over the coming century.
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