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#### Abstract

In this paper, we study the kernel estimate of the density function of linear processes with quasi-associated innovations. We prove the asymptotic normality of the kernel density estimator under mild regularity conditions and some conditions on the coefficients of linear processes and on the decay of the covariances.


## 1. Introduction

Let $X_{1}, X_{2}, \ldots$ be an identically distributed sequence of random variables defined by $X_{i}=\sum_{r=0}^{\infty} a_{r} Z_{i-r}, i \geq 1$, where $\left\{Z_{t}\right\}_{t \in \mathbb{Z}}$ is a strictly stationary sequence of quasiassociated random variables with mean zero and finite variance, and $\left\{a_{r}\right\}_{r \in \mathbb{N}}$ is a sequence of real numbers. The concept of quasi-association was introduced by [2] and provides a unified approach to studying both families of positively or negatively associated and Gaussian random variables. A sequence $\left(Z_{i}\right)_{i \in \mathbb{Z}}$ of real-random variables is said to be quasiassociated if for any finite and disjoint subsets $I, J \subset \mathbb{Z}$ and all bounded Lipschitz functions $g: \mathbb{R}^{|I|} \rightarrow \mathbb{R}, h: \mathbb{R}^{|J|} \rightarrow \mathbb{R}$, one has

$$
\begin{equation*}
\left|\operatorname{Cov}\left(g\left(Z_{i}, i \in I\right), h\left(Z_{j}, j \in J\right)\right)\right| \leq \operatorname{Lip}(g) \operatorname{Lip}(h) \sum_{i \in I} \sum_{j \in J}\left|\operatorname{Cov}\left(Z_{i}, Z_{j}\right)\right| \tag{1.1}
\end{equation*}
$$

where $|I|$ denotes the cardinality of $I$ and

$$
\operatorname{Lip}(h)=\sup _{x \neq y} \frac{|h(x)-h(y)|}{\|x-y\|_{1}}
$$

the Lipschitz modulus of a function $h$.
Assume that $X_{1}$ has a probability density $f$ and, for any $1 \leq i, j \leq n,\left(X_{i}, X_{j}\right)$ has a probability density $f_{i, j}$. Further, let $\left\{h_{n}\right\}_{n \geq 0}$ be a sequence of positive constants such that, as $n \rightarrow \infty, h_{n} \rightarrow 0$ and $n h_{n} \rightarrow \infty$. The classical kernel estimator of $f$ is defined as

$$
f_{n}(x):=\frac{1}{n h_{n}} \sum_{i=1}^{n} K\left(\frac{x-X_{i}}{h_{n}}\right), \quad x \in \mathbb{R}
$$
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where the kernel $K$ is a bounded function such that

$$
\int_{\mathbb{R}} K(u) d u=1
$$

The asymptotic normality of the kernel density estimators was studied by [3], [6] and [12] for linear processes with independent innovations under some conditions on $\left\{a_{r}\right\}$ and $\left\{h_{n}\right\}$. [12] improved Hallin and Tran's results by imposing $\sum_{r=0}^{\infty}\left|a_{r}\right|<\infty$ and only the natural conditions on $\left\{h_{n}\right\}$. For linear processes with $\alpha$-mixing innovations, [9] showed that the kernel density estimators are asymptotically normal under general and mild conditions. In this paper, we establish the asymptotic normality of the kernel density estimate for linear processes with quasi-associated innovations. We note that quasi-association and mixing define two distinct but not disjoint classes of processes. We mention also that an important property of quasi-associated random variables is that non-correlation implies independence and the dependence in this case is evaluated only through the covariance structure which is much easier to compute than a mixing coefficient. Our result is obtained under the same general conditions on the density function $f$ and the kernel $K$, and the coefficients $\left\{a_{n}\right\}$ as in [6] and [9]. Some additional conditions on the bandwidth and the decay of the covariances are assumed.
For other works on density estimation for linear processes, we can refer to [7], [8], [10] and [13].

## 2. Notation, assumptions and main result

Divide the set $\{1, \ldots, n\}$ into $k$ large $p$-blocks, $I_{j}$, and small $q$-blocks, $J_{j}, j=1, \ldots, k$, as follows

$$
\begin{aligned}
& I_{j}=\{(j-1)(p+q)+1, \ldots,(j-1)(p+q)+p\} \\
& J_{j}=\{(j-1)(p+q)+p+1, \ldots, j(p+q)\}
\end{aligned}
$$

where $p$ and $q$ are positive integers tending to $\infty$ as $n \rightarrow \infty$ and $k$ is defined by $k=$ $[n /(p+q)]$, where $[x]$ stands for the integral part of $x$. We suppose that

$$
\frac{q k}{n} \rightarrow 0 \quad \text { and } \quad \frac{p k}{n} \rightarrow 1 \quad \text { as } n \rightarrow \infty .
$$

Define

$$
\tilde{X}_{i}:=\sum_{r=0}^{s} a_{r} Z_{i-r}, \quad i \geq 1,
$$

where $s<q$ is a positive integer tending to $\infty$ as $n \rightarrow \infty$.
Consider the kernel estimator $g_{n}(x)$ defined by

$$
g_{n}(x):=\frac{1}{n h_{n}} \sum_{i=1}^{n} K\left(\frac{x-\tilde{X}_{i}}{h_{n}}\right), \quad x \in \mathbb{R} .
$$

For each $x \in \mathbb{R}$, set

$$
Z_{n i}(x):=\frac{1}{\sqrt{n h_{n}}}\left(K\left(\frac{x-\tilde{X}_{i}}{h_{n}}\right)-\mathrm{E} K\left(\frac{x-\tilde{X}_{i}}{h_{n}}\right)\right)
$$

and

$$
S_{n}:=\sqrt{n h_{n}}\left(g_{n}(x)-\mathrm{E} g_{n}(x)\right)=\sum_{i=1}^{n} Z_{n i}(x)
$$

For $j=1, \ldots, k$, let $\eta_{j}, \xi_{j}$ and $\zeta_{k}$ be defined as follows

$$
\eta_{j}:=\sum_{i \in I_{j}} Z_{n i}(x), \quad \xi_{j}:=\sum_{i \in J_{j}} Z_{n i}(x), \quad \zeta_{k}:=\sum_{i=k(p+q)+1}^{n} Z_{n i}(x)
$$

so that

$$
S_{n}=\sum_{j=1}^{k} \eta_{j}+\sum_{j=1}^{k} \xi_{j}+\zeta_{k}=: T_{n}+T_{n}^{\prime}+T_{n}^{\prime \prime}
$$

In order to formulate our main result, we now list some assumptions. Denote by $C$ (different) constants whose values are allowed to change. Trough this paper we consider that all limits are taken as $n \rightarrow \infty$.

## Assumptions

(A1) For all $x, y \in \mathbb{R}$,

$$
\sup _{i \neq j}\left|f_{i, j}(x, y)-f(x) f(y)\right|<C
$$

(A2) The kernel $K$ satisfies a Lipschitz condition of order 1, that is, for all $x, y \in \mathbb{R}$,

$$
|K(x)-K(y)| \leq C|x-y|
$$

(A3) The sequence $\left\{a_{r}\right\}_{r \in \mathbb{N}}$ satisfies the condition $\left|a_{r}\right|=\mathcal{O}\left(r^{-a}\right)$, for some $a>4$.
(A4) $\theta_{k}:=\left|\operatorname{Cov}\left(Z_{1}, Z_{k+1}\right)\right|=\mathcal{O}\left(k^{-b}\right), k \geq 0$ and $b>2+\frac{a-2}{2(a-1)}\left(\frac{a+2}{a-3}+\frac{3}{2}+3(a-1)\right)$.
(A5) $n h_{n}^{(a+2) /(a-3)}(\log n)^{-\delta} \rightarrow \infty$, for some $\delta>0$.

$$
\begin{equation*}
(\log n)^{\delta(a-3) / 4} n h_{n}^{[2(b-2) /(a-2)-3](a-1)-3 / 2} \rightarrow 0 \tag{A6}
\end{equation*}
$$

Notice that if $x$ is a Lebesgue point of $f$ and $(x, x)$ is a Lebesgue point of all functions $f_{1, v}$, $v \geq 2$, by applying Theorem 3 in Chapter 2 of [4], the condition (A1) can be replaced by the condition $\sup _{v \geq 2}\left|f_{1, v}(x, x)\right|<C$. The condition (A2) is a mild condition on the kernel $K$. The conditions (A5) is necessary to ensure $s<p$, for a suitable choice of $s$ and $p$, and allows, together with the condition (A6), to get Lemma 3.

Theorem 1. Assume that assumptions (A1)-(A6) hold. Then, for all Lebesgue points $x$ of $f$ such that $f(x)>0$,

$$
\sqrt{n h_{n}}\left(f_{n}(x)-\mathrm{E} f_{n}(x)\right) \xrightarrow{d} \mathcal{N}\left(0, \sigma^{2}(x)\right),
$$

where

$$
\sigma^{2}(x)=f(x) \int_{\mathbb{R}} K^{2}(u) d u
$$

$" \xrightarrow{d} "$ denotes convergence in distribution.
We introduce the following lemmas which we need in the proof of the theorem. The first lemma shows that, for all $x \in \mathbb{R}, f_{n}(x)$ and $g_{n}(x)$ have the same asymptotic distribution.

Lemma 1. Assume that assumptions (A2) and (A3) hold. Then, for any $\varepsilon>0$ and for all $x \in \mathbb{R}$,

$$
\mathrm{P}\left[\sqrt{n h_{n}}\left|f_{n}(x)-g_{n}(x)\right|>\varepsilon\right] \rightarrow 0
$$

Proof. Using (A2), we get

$$
\begin{aligned}
\sqrt{n h_{n}}\left|f_{n}(x)-g_{n}(x)\right| & \leq\left(n h_{n}\right)^{-1 / 2} \sum_{i=1}^{n}\left|K\left(\frac{x-X_{i}}{h_{n}}\right)-K\left(\frac{x-\tilde{X}_{i}}{h_{n}}\right)\right| \\
& \leq C n^{-1 / 2} h_{n}^{-3 / 2} \sum_{i=1}^{n}\left|X_{i}-\tilde{X}_{i}\right|
\end{aligned}
$$

Then

$$
\begin{aligned}
\mathrm{P}\left[\sqrt{n h_{n}}\left|f_{n}(x)-g_{n}(x)\right|>\varepsilon\right] & \leq \mathrm{P}\left[\sum_{i=1}^{n}\left|X_{i}-\tilde{X}_{i}\right|>\frac{n^{1 / 2} h_{n}^{3 / 2} \varepsilon}{C}\right] \\
& \leq \sum_{i=1}^{n} \mathrm{P}\left[\left|X_{i}-\tilde{X}_{i}\right|>\frac{h_{n}^{3 / 2} \varepsilon}{C n^{1 / 2}}\right] \\
& \leq C n h_{n}^{-3} \varepsilon^{-2} \sum_{i=1}^{n} \mathrm{E}\left|X_{i}-\tilde{X}_{i}\right|^{2} \\
& \leq C n h_{n}^{-3} \varepsilon^{-2} \sum_{i=1}^{n} \mathrm{E}\left(\sum_{r=s+1}^{\infty} a_{r} Z_{i-r}\right)^{2} \\
& \leq C n^{2} h_{n}^{-3} \varepsilon^{-2} \mathrm{E} Z_{1}^{2}\left(\sum_{r=s+1}^{\infty}\left|a_{r}\right|\right)^{2}
\end{aligned}
$$

Choose $s=\left[(\log n)^{\delta(a-3) / 2} n^{2} h_{n}^{-3}\right]^{1 / 2(a-1)}$. Thus, by (A3),
$\mathrm{P}\left[\sqrt{n h_{n}}\left|f_{n}(x)-g_{n}(x)\right|>\varepsilon\right] \leq C n^{2} h_{n}^{-3} \varepsilon^{-2} s^{-2(a-1)}=\mathcal{O}\left((\log n)^{-\delta(a-3) / 2}\right)$.

Lemma 2. Assume that assumptions (A1)-(A2) hold. Then, for all $v \geq 2$ and for all $x \in \mathbb{R}$,

$$
\begin{equation*}
\left|\operatorname{Cov}\left(K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right), K\left(\frac{x-\tilde{X}_{v}}{h_{n}}\right)\right)\right| \leq C\left[h_{n}^{2}+\frac{1}{h_{n}} \sum_{r=s+1}^{\infty}\left|a_{r}\right|\right] \tag{2.1}
\end{equation*}
$$

Proof. For all $v \geq 2$, by (A1),

$$
\begin{aligned}
& \frac{1}{h_{n}^{2}}\left|\operatorname{Cov}\left(K\left(\frac{x-X_{1}}{h_{n}}\right), K\left(\frac{x-X_{v}}{h_{n}}\right)\right)\right| \\
& \quad=\left|\int_{\mathbb{R}^{2}} K(u) K(w)\left[f_{1, v}\left(x-h_{n} u, x-h_{n} w\right)-f\left(x-h_{n} u\right) f\left(x-h_{n} w\right) d u d w\right]\right| \\
& \quad \leq C .
\end{aligned}
$$

By (A2), for all $v \geq 2$,

$$
\begin{aligned}
& \left|\operatorname{Cov}\left(K\left(\frac{x-X_{1}}{h_{n}}\right), K\left(\frac{x-X_{v}}{h_{n}}\right)\right)-\operatorname{Cov}\left(K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right), K\left(\frac{x-\tilde{X}_{v}}{h_{n}}\right)\right)\right| \\
& \leq 2\|K\|_{\infty}\left[\mathrm{E}\left|K\left(\frac{x-X_{1}}{h_{n}}\right)-K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right)\right|+\mathrm{E}\left|K\left(\frac{x-X_{v}}{h_{n}}\right)-K\left(\frac{x-\tilde{X}_{v}}{h_{n}}\right)\right|\right] \\
& \leq \frac{C}{h_{n}}\left[\mathrm{E}\left|X_{1}-\tilde{X}_{1}\right|+\mathrm{E}\left|X_{v}-\tilde{X}_{v}\right|\right] \\
& \leq \frac{C}{h_{n}} \sum_{r=s+1}^{\infty}\left|a_{r}\right| .
\end{aligned}
$$

Then

$$
\left|\operatorname{Cov}\left(K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right), K\left(\frac{x-\tilde{X}_{v}}{h_{n}}\right)\right)\right| \leq C\left[h_{n}^{2}+\frac{1}{h_{n}} \sum_{r=s+1}^{\infty}\left|a_{r}\right|\right]
$$

Lemma 3. Assume that assumptions (A1)-(A6) hold. Then, for all $x \in \mathbb{R}$,

$$
\begin{equation*}
\frac{1}{h_{n}} \sum_{v=2}^{\infty}\left|\operatorname{Cov}\left(K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right), K\left(\frac{x-\tilde{X}_{v}}{h_{n}}\right)\right)\right| \rightarrow 0 \tag{2.2}
\end{equation*}
$$

Proof. For $2 \leq v \leq 2 s$, define

$$
X_{v}^{*}:=\sum_{r=0}^{[v / 2]} a_{r} Z_{v-r}
$$

## Observe that

$$
\begin{align*}
& \operatorname{Cov}\left(K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right), K\left(\frac{x-\tilde{X}_{v}}{h_{n}}\right)\right) \\
& =\mathrm{E}\left[\left(K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right)-\mathrm{E} K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right)\right)\left(K\left(\frac{x-\tilde{X}_{v}}{h_{n}}\right)-K\left(\frac{x-X_{v}^{*}}{h_{n}}\right)\right)\right] \\
& \text { 2.3) } \quad+\operatorname{Cov}\left(K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right), K\left(\frac{x-X_{v}^{*}}{h_{n}}\right)\right) \tag{2.3}
\end{align*}
$$

Using (A2) and the boundedness of $K$, we obtain

$$
\begin{align*}
& \left|\mathrm{E}\left[\left(K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right)-\mathrm{E} K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right)\right)\left(K\left(\frac{x-\tilde{X}_{v}}{h_{n}}\right)-K\left(\frac{x-X_{v}^{*}}{h_{n}}\right)\right)\right]\right| \\
& \quad \leq \frac{C}{h_{n}} \mathrm{E}\left|\tilde{X}_{v}-X_{v}^{*}\right| \\
& \quad \leq \frac{C}{h_{n}} \sum_{r=[v / 2]+1}^{\infty}\left|a_{r}\right| \tag{2.4}
\end{align*}
$$

For $n$ large enough such that $h_{n} \leq 1$, by (1.1) we get

$$
\begin{equation*}
\left|\operatorname{Cov}\left(K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right), K\left(\frac{x-X_{v}^{*}}{h_{n}}\right)\right)\right| \leq C \frac{s v}{h_{n}^{2}} \theta_{v-[v / 2]-1} \tag{2.5}
\end{equation*}
$$

By using again (1.1) we obtain, for $v \geq 2 s$,

$$
\begin{equation*}
\left|\operatorname{Cov}\left(K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right), K\left(\frac{x-\tilde{X}_{v}}{h_{n}}\right)\right)\right| \leq C \frac{s^{2}}{h_{n}^{2}} \theta_{v-s-1} \tag{2.6}
\end{equation*}
$$

Let $m=m(n)=\left[h_{n}^{\theta-1}\right]$ with $\theta$ is an arbitrary number such that $0<\theta<1$ and $\frac{2}{a-2}<$ $1-\theta<\frac{1}{a-1}\left(\frac{a+2}{a-3}+\frac{3}{2}\right)$. By (A5), we have, for $n$ large enough, $m<s$. Then

$$
\begin{aligned}
\sum_{v=2}^{\infty} & \left|\operatorname{Cov}\left(K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right), K\left(\frac{x-\tilde{X}_{v}}{h_{n}}\right)\right)\right| \\
= & \sum_{v=2}^{m}\left|\operatorname{Cov}\left(K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right), K\left(\frac{x-\tilde{X}_{v}}{h_{n}}\right)\right)\right|+\sum_{v=m+1}^{2 s}\left|\operatorname{Cov}\left(K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right), K\left(\frac{x-\tilde{X}_{v}}{h_{n}}\right)\right)\right| \\
& +\sum_{v=2 s+1}^{\infty}\left|\operatorname{Cov}\left(K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right), K\left(\frac{x-\tilde{X}_{v}}{h_{n}}\right)\right)\right| .
\end{aligned}
$$

Using (A3) and (A4), by (2.1), (2.3), (2.4), (2.5) and (2.6), we get, for $n$ large enough,

$$
\begin{aligned}
& \frac{1}{h_{n}} \sum_{v=2}^{\infty}\left|\operatorname{Cov}\left(K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right), K\left(\frac{x-\tilde{X}_{v}}{h_{n}}\right)\right)\right| \\
& \leq C\left[h_{n}^{\theta}+h_{n}^{-3+\theta} \sum_{r=s+1}^{\infty}\left|a_{r}\right|\right]+C h_{n}^{-2}\left[\sum_{v=m+1}^{2 s} \sum_{r=[v / 2]+1}^{\infty}\left|a_{r}\right|+s h_{n}^{-1} \sum_{v=m+1}^{2 s} v \theta_{v-[v / 2]-1}\right] \\
& \quad+C h_{n}^{-3} s^{2} \sum_{v=2 s+1}^{\infty} \theta_{v-s-1} \\
& \leq C\left(h_{n}^{\theta}+h_{n}^{-3+\theta} s^{-(a-1)}+h_{n}^{-2} m^{-(a-2)}+h_{n}^{-3} s m^{-b+2}+h_{n}^{-3} s^{-b+3}\right) \\
& \leq C\left[h_{n}^{\theta}+\left(n h_{n}^{3 / 2-\theta}\right)^{-1}+h_{n}^{-2+(1-\theta)(a-2)}\right. \\
& \left.\quad+\left((\log n)^{\delta(a-3) / 4} n h_{n}^{[(1-\theta)(b-2)-3](a-1)-3 / 2}\right)^{1 /(a-1)}\right]
\end{aligned}
$$

Then, by (A5) and (A6)

$$
\frac{1}{h_{n}} \sum_{v=2}^{\infty}\left|\operatorname{Cov}\left(K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right), K\left(\frac{x-\tilde{X}_{v}}{h_{n}}\right)\right)\right| \rightarrow 0
$$

This completes the proof of (2.2).

Lemma 4. Assume that assumptions (A1)-(A6) hold. Then, for all Lebesgue points $x$ of $f$,

$$
n h_{n} \operatorname{Var} g_{n}(x) \rightarrow \sigma^{2}(x)
$$

Proof. We will show that

$$
\begin{equation*}
\mathrm{E}\left(T_{n}\right)^{2} \rightarrow \sigma^{2}(x) \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{E}\left(T_{n}^{\prime}\right)^{2}+\mathrm{E}\left(T_{n}^{\prime \prime}\right)^{2} \rightarrow 0 \tag{2.8}
\end{equation*}
$$

First, consider (2.7). By using the strict stationarity of the sequence $\left\{Z_{t}\right\}_{t \in \mathbb{Z}}$, we have

$$
\mathrm{E}\left(T_{n}\right)^{2}=k \operatorname{Var}\left(\eta_{1}\right)+2 \sum_{1 \leq i<j \leq k} \operatorname{Cov}\left(\eta_{i}, \eta_{j}\right)
$$

Let us establish that

$$
\begin{equation*}
k \operatorname{Var}\left(\eta_{1}\right) \rightarrow \sigma^{2}(x) \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{1 \leq i<j \leq k} \operatorname{Cov}\left(\eta_{i}, \eta_{j}\right) \rightarrow 0 \tag{2.10}
\end{equation*}
$$

By the strict stationarity of the sequence $\left\{Z_{t}\right\}_{t \in \mathbb{Z}}$, we get
$k \operatorname{Var}\left(\eta_{1}\right)=\frac{p k}{n h_{n}} \operatorname{Var} K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right)+\frac{2 k}{n h_{n}} \sum_{1 \leq i<j \leq p} \operatorname{Cov}\left(K\left(\frac{x-\tilde{X}_{i}}{h_{n}}\right), K\left(\frac{x-\tilde{X}_{j}}{h_{n}}\right)\right)$
By Theorem 3 in Chapter 2 of [4], for all Lebesgue points $x$ of $f$,

$$
\begin{equation*}
\frac{1}{h_{n}} \operatorname{Var} K\left(\frac{x-X_{1}}{h_{n}}\right) \rightarrow f(x) \int_{\mathbb{R}} K^{2}(u) d u \tag{2.11}
\end{equation*}
$$

By stationarity and (2.2), we obtain

$$
\begin{align*}
& \frac{k}{n h_{n}}\left|\sum_{1 \leq i<j \leq p} \operatorname{Cov}\left(K\left(\frac{x-\tilde{X}_{i}}{h_{n}}\right), K\left(\frac{x-\tilde{X}_{j}}{h_{n}}\right)\right)\right| \\
& \quad \leq \frac{k p}{n h_{n}} \sum_{v=2}^{\infty}\left|\operatorname{Cov}\left(K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right), K\left(\frac{x-\tilde{X}_{v}}{h_{n}}\right)\right)\right| \rightarrow 0 \tag{2.12}
\end{align*}
$$

Now, by (A2) and (A5),

$$
\begin{aligned}
\frac{1}{h_{n}}\left|\operatorname{Var} K\left(\frac{x-X_{1}}{h_{n}}\right)-\operatorname{Var} K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right)\right| & \leq \frac{4\|K\|_{\infty}}{h_{n}} \mathrm{E}\left|K\left(\frac{x-X_{1}}{h_{n}}\right)-K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right)\right| \\
& \leq \frac{C}{h_{n}^{2}} \mathrm{E}\left|X_{1}-\tilde{X}_{1}\right| \\
& \leq \frac{C}{h_{n}^{2}}\left[\mathrm{E}\left(\sum_{r=s+1}^{\infty} a_{r} Z_{1-r}\right)^{2}\right]^{1 / 2} \\
\text { (2.13) } & \leq \frac{C}{h_{n}^{2}} \sum_{r=s+1}^{\infty}\left|a_{r}\right| \rightarrow 0
\end{aligned}
$$

which, when combined with (2.11) and (2.12) completes the proof of (2.9).

Now, we will establish (2.10). Using stationarity and (2.6), we get

$$
\begin{align*}
\sum_{1 \leq i<j \leq k}\left|\operatorname{Cov}\left(\eta_{i}, \eta_{j}\right)\right| & \leq k \sum_{l=1}^{k-1}\left|\operatorname{Cov}\left(\eta_{1}, \eta_{l+1}\right)\right| \\
& \leq \frac{p k}{n h_{n}} \sum_{l=1}^{k-1} \sum_{r=l(p+q)-p+1}^{l(p+q)+p-1}\left|\operatorname{Cov}\left(K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right), K\left(\frac{x-\tilde{X}_{r}}{h_{n}}\right)\right)\right| \\
& \leq \frac{p k}{n h_{n}} \sum_{r=q+1}^{\infty}\left|\operatorname{Cov}\left(K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right), K\left(\frac{x-\tilde{X}_{r}}{h_{n}}\right)\right)\right| \\
\text { (2.14) } & \leq C \frac{p k s^{2}}{n h_{n}^{3}} \sum_{r=q+1}^{\infty} \theta_{r-s} \tag{2.14}
\end{align*}
$$

Then, by (A4) and (A6), and by choosing $q=2 s$, we obtain

$$
\begin{equation*}
\sum_{1 \leq i<j \leq k}\left|\operatorname{Cov}\left(\eta_{i}, \eta_{j}\right)\right| \rightarrow 0 \tag{2.15}
\end{equation*}
$$

Next, we turn to (2.8). Observe that

$$
\mathrm{E}\left(T_{n}^{\prime}\right)^{2} \leq k \operatorname{Var}\left(\xi_{1}\right)+2 \sum_{1 \leq i<j \leq k}\left|\operatorname{Cov}\left(\xi_{i}, \xi_{j}\right)\right|
$$

Once again, by stationarity,

$$
k \operatorname{Var}\left(\xi_{1}\right)=\frac{q k}{n h_{n}} \operatorname{Var} K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right)+\frac{2 k}{n h_{n}} \sum_{1 \leq i<j \leq q} \operatorname{Cov}\left(K\left(\frac{x-\tilde{X}_{i}}{h_{n}}\right), K\left(\frac{x-\tilde{X}_{j}}{h_{n}}\right)\right)
$$

By (2.2), (2.11) and (2.13), it follows that

$$
k \operatorname{Var}\left(\xi_{1}\right) \rightarrow 0
$$

Then, by the same arguments in (2.14) and (2.15), we obtain, for $n$ large enough,

$$
\begin{aligned}
\sum_{1 \leq i<j \leq k}\left|\operatorname{Cov}\left(\xi_{i}, \xi_{j}\right)\right| & \leq C \frac{q k s^{2}}{n h_{n}^{3}} \sum_{r=p}^{\infty} \theta_{r-s} \\
& \leq C \frac{q k s^{2}}{n h_{n}^{3}} \sum_{r=q}^{\infty} \theta_{r-s} \rightarrow 0
\end{aligned}
$$

Therefore

$$
\mathrm{E}\left(T_{n}^{\prime}\right)^{2} \rightarrow 0
$$

Now, by stationnarity,
$\left.\mathrm{E}\left(T_{n}^{\prime \prime}\right)^{2} \leq \frac{p+q}{n h_{n}} \operatorname{Var} K\left(\frac{x-\tilde{X}_{1}}{h_{n}}\right)+\frac{2}{n h_{n}} \sum_{1 \leq i<j \leq p+q} \right\rvert\, \operatorname{Cov}\left(K\left(\frac{x-\tilde{X}_{i}}{h_{n}}\right), K\left(\frac{x-\tilde{X}_{j}}{h_{n}}\right)^{\prime}\right.$,
By (2.2), (2.11) and (2.13), we get $\mathrm{E}\left(T_{n}^{\prime \prime}\right)^{2} \rightarrow 0$, which completes the proof of (2.8).
Proof of Theorem 1. By Lemma 1, it suffices to establish the asymptotic normality of $g_{n}(x)$. For this aim, by (2.8), we will show that

$$
\begin{equation*}
T_{n} \xrightarrow{d} \mathcal{N}\left(0, \sigma^{2}(x)\right) . \tag{2.16}
\end{equation*}
$$

The proof of convergence in (2.16) consists in using Theorem 7.2 of [1], (2.9) and showing the following two results

$$
\begin{equation*}
\left|\mathrm{E}\left(e^{i t \sum_{j=1}^{k} \eta_{j}}\right)-\prod_{j=1}^{k} \mathrm{E}\left(e^{i t \eta_{j}}\right)\right| \rightarrow 0, \quad \forall t \in \mathbb{R} \tag{2.17}
\end{equation*}
$$

and

$$
\begin{equation*}
k \mathrm{E}\left(\eta_{1}^{2} \mathbb{1}_{\left\{\eta_{1}>\varepsilon \sqrt{k \operatorname{Var}\left(\eta_{1}\right)}\right\}}\right) \rightarrow 0, \quad \forall \varepsilon>0 \tag{2.18}
\end{equation*}
$$

Let us begin by establishing (2.18). Since $\left|\eta_{1}\right| \leq C p / \sqrt{n h_{n}}$, it follows that

$$
\begin{aligned}
k \mathrm{E}\left(\eta_{1}^{2} \mathbb{1}_{\left\{\eta_{1}>\varepsilon \sqrt{k \operatorname{Var}\left(\eta_{1}\right)}\right\}}\right) & \leq C \frac{k p^{2}}{n h_{n}} P\left(\eta_{1}>\varepsilon \sqrt{k \operatorname{Var}\left(\eta_{1}\right)}\right) \\
& \leq \frac{C}{\varepsilon^{2}} \frac{p^{2}}{n h_{n}} .
\end{aligned}
$$

Choose $p=\left[(\log n)^{-\delta(a-3) / 4(a-1)}\left(n h_{n}\right)^{1 / 2}\right]$. Then, we get

$$
k \mathrm{E}\left(\eta_{1}^{2} \mathbb{1}_{\left\{\eta_{1}>\varepsilon \sqrt{k \operatorname{Var}\left(\eta_{1}\right)}\right\}}\right) \rightarrow 0
$$

Now, let us establish (2.17).

$$
\begin{align*}
& \left|\mathrm{E}\left(e^{i t \sum_{j=1}^{k} \eta_{j}}\right)-\prod_{j=1}^{k} \mathrm{E}\left(e^{i t \eta_{j}}\right)\right| \\
& \quad \leq\left|\mathrm{E}\left(e^{i t \sum_{j=1}^{k} \eta_{j}}\right)-\mathrm{E}\left(e^{i t \sum_{j=1}^{k-1} \eta_{j}}\right) \mathrm{E}\left(e^{i t \eta_{k}}\right)\right|+\left|\mathrm{E}\left(e^{i t \sum_{j=1}^{k-1} \eta_{j}}\right)-\prod_{j=1}^{k-1} \mathrm{E}\left(e^{i t \eta_{j}}\right)\right| \\
& \quad=\left|\operatorname{Cov}\left(e^{i t \sum_{j=1}^{k-1} \eta_{j}}, e^{i t \eta_{k}}\right)\right|+\left|\mathrm{E}\left(e^{i t \sum_{j=1}^{k-1} \eta_{j}}\right)-\prod_{j=1}^{k-1} \mathrm{E}\left(e^{i t \eta_{j}}\right)\right| \tag{2.19}
\end{align*}
$$

By a repetition of this argument, inequality (2.19) becomes

$$
\begin{aligned}
\left|\mathrm{E}\left(e^{i t \sum_{j=1}^{k} \eta_{j}}\right)-\prod_{j=1}^{k} \mathrm{E}\left(e^{i t \eta_{j}}\right)\right| \leq & \left|\operatorname{Cov}\left(e^{i t \sum_{j=1}^{k-1} \eta_{j}}, e^{i t \eta_{k}}\right)\right| \\
& +\cdots+\left|\operatorname{Cov}\left(e^{i t \eta_{2}}, e^{i t \eta_{1}}\right)\right|
\end{aligned}
$$

Thus, by the same arguments as in (2.14) and (2.15), we obtain

$$
\left|\mathrm{E}\left(e^{i t \sum_{j=1}^{k} \eta_{j}}\right)-\prod_{j=1}^{k} \mathrm{E}\left(e^{i t \eta_{j}}\right)\right| \leq C \frac{p k s^{2} t^{2}}{n h_{n}^{3}} \sum_{r \geq q+1} \theta_{r-s} \rightarrow 0
$$

## 3. Conclusion

In this paper, we established the asymptotic normality of the kernel density estimator for linear processes with quasi-associated innovations. The almost sure convergence will be studied in the further works under both arithmetic and exponential decay of the covariances. Another interesting perspective of this work would be the investigation of asymptotic properties of the kernel estimate of the regression function for linear processes generated by a large class of weakly dependent innovations. We note that the linear processes with weakly dependent errors are of great importance in econometrics and discussed in [11] and [5].
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