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Abstract. Table detection is often involved in many applications of document
analysis as tables are frequently used to present structured information. In this
context, we are interested in extracting table regions in document images. More
precisely, we propose a method for table detection based on a recent edge line
detector which is developed in the context of digital geometry and it allows to
handle noisy document images. The extracted lines are then used to reconstruct
the tables contained in the image. The method has been evaluated and compared
to other state-of-the-art methods and shown a very competitive result.

Keywords: Digital line / segment detection · Blurred segment · Adaptive direc-
tional scan · Materialized table extraction · Digital geometry

1 Introduction

The process of table analysis involves table detection and table structure recognition.
The task of table detection aims to locate regions of image that contain tables using
the bounding boxes, while table structure recognition involves the identification of row
and column layout information for individual table cells. It is an important task in many
document analysis applications. Thank to their compact form, tables are frequently used
to summarized information in a structured and relational way. They are present in a large
variety of documents such as reports, scientific papers, business documents, invoice, . . .

This paper addresses the table detection in document images. It is a difficult problem
due to the variety of layouts and formats of tables in images (see Fig. 1). Furthermore,
when tables are correctly extracted from images, it allows to perform the recognition
task more efficiently, and thus improve the table information extraction such as the text
recognition within each cell and the interpretation of tabular data in the document.

In the context of table detection, several approaches have been proposed in the lit-
erature. One of the earliest works on identifying tabular regions in document images is
of Watanabe et al. [27] in which the authors proposed to identify blocks enclosed by
vertical and horizontal line segments. More precisely, line segments are first detected
and corner points are subsequently determined. The method then exploits the connec-
tive relationships between the extracted corner points for the individual blocks using
global and local tree structures. Following this idea, the methods in [6, 10, 12, 14] use
parallel lines, the horizontal and vertical space as features to extract the table regions.
Other conventional techniques for table analysis have been studied based on the textual
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Fig. 1: Examples of materialized tables in document images. Images extracted from
ICDAR 2013 Table Competition [13] (a–b) and from UNLV Table Dataset [26] (c–d).

layout analysis of documents. We can mention the work of T. Kieninger [18] which re-
lies on the detection of text block units for extracting the table cells. More precisely, the
method starts with an arbitrary word as block seed, and recursively extends this block
to all the words that interlace with their vertical neighbors. Then, it uses the gap infor-
mation to prevent the table columns. Similarly, S. Mandal et al. in [21] supposed that
tables are present in distinct columns and the spaces between the fields are larger than
those between words in text lines. Then, the table extraction relies on the formation of
word blob text lines and on finding the set of text lines that may form a table. In [25],
the method is based on the layout analysis module of Tesseract OCR (Optical Char-
acter Recognition) to detect tables. More specifically, it uses the tab-stops to inform
text aligns and to extract blocks composing the layout of a document. These blocks are
then evaluated as table candidates using a specific strategy. Recently, the deep-learning
approaches based on convolutional neural network (CNN) have been significantly in-
vestigated for table analysis. T. Kieninger and A. Dengel [28] can be considered as the
pioneers to apply unsupervised learning method to the table detection using a bottom-
up clustering of given word segments. After that, we have the supervised methods such
as in [5, 11] that used Faster R-CNN based model for table detection, or [22, 23] used
CNN to performed table detection and table structure recognition at the same time.

The present work aims at designing a method of table detection using image pro-
cessing techniques. In particular, we are interested in materialized tables in documents.
Such tables have rectangular form and are composed by straight line segments inter-
secting at right angle. They may not be closed but must contain at least two surrounded
horizontal lines and inside vertical lines (see Fig. 1). For detecting these tables, the
method relies on a recent line detector called Fast Blurred Segment Detector (FBSD)
which is developed in the context of digital geometry. This detector is fast, accurate
and robust to noise. It can be run in pure automatic mode, with quite few parameter
settings. The extracted lines are then used as candidates to reconstruct the tables in doc-
ument images. The method has been evaluated and compared to other state-of-the-art
methods on different public datasets and shown a very competitive result.
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Fig. 2: Examples of (a) a standard segment belongs to the 4-connected digital line
D(2,−3, 3, 5), (b) a naif segment belongs to the 8-connected digital line D(2,−3, 0, 3)
and (c) a blurred segment of thickness ε = 1.5 belongs to the digital lineD(3,−4, 3, 7).

The paper is organized as follows. Sec. 2 recalls the main theoretical notions used
in this work. Sec. 3 describes the FBSD detector for extracting straight line segments
in images. The proposed method of table extraction is presented in Sec. 4. Then, Sec. 5
shows the experimental results, conclusion and future works are provided in Sec. 6.

2 Background Notions

We recall hereafter several notions of digital geometry [20] used in this work. We refer
the reader to the given references for more details.

2.1 Digital Straight Line and Blurred Segment

Definition 1. [24] A digital straight line of integer characteristics (a, b, c, ω) ∈ Z4 with
a and b relatively prime, denoted byD(a, b, c, ω), is the set of digital points p = (x, y) ∈
Z2 satisfying the inequalities:

0 ≤ ax + by + c < ω (1)

Hereafter, we note ~V(D) = (−b, a) the director vector of D, w(D) = ω its arith-
metical width, h(D) = −c its shift to origin, and p(D) = max(|a|, |b|) its period. The
thickness µ = ω−1

p(D) of D is the minimum of the vertical and horizontal distances be-
tween lines ax + by + c = 0 and ax + by + c = ω − 1. When ω = max(|a|, |b|) thenD is
the narrowest 8-connected line and called naif digital line, and ω = |a| + |b| then D is
4-connected line and called standard digital line.

A digital straight segment is a finite subset of D. Figure 2 (a–b) show examples of
digital straight lines and segments.

Definition 2. [16] A blurred segment B of assigned thickness ε is a sequence of points
that are all covered by a digital straight lineD of thickness µ ≤ ε. The covering digital
line with minimal thickness is called the optimal line of B.

Example of blurred segment is given in Fig. 2 (c). In [16], it is shown that blurred
segments can be detected in linear time by a recognition algorithm based on an incre-
mental growth of the convex hull of added points.
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(a) Static directional scan (b) Adaptive directional scan

Fig. 3: (a) A static directional scan with the start scan S 0 in red, odd scans in green,
even scans in blue, bounds of scan lines Ni with dashed lines and bounds of scan strip
D with bold dashed lines. (b) An adaptive directional scan in which the scan strip is
dynamically fit to the curve C, and the scans are accordingly shifted to cover C.

2.2 Adaptive Directional Scan

From the notion of blurred segment, two notions of directional scan are proposed in
[7, 17] for thick line detection in gray-level images.

Definition 3. [17] A static directional scan is an ordered partition into scans S i re-
stricted to the grid domain G ⊂ Z2 of a thick digital straight line D, called scan strip.
Each scan S i is a segment of a naive line Ni, called scan line, orthogonal to D. The
directional scan is defined as:

DS =

{
S i = D∩Ni ∩ G

∣∣∣∣∣∣ ~V(Ni) · ~V(D) = 0
h(Ni) = h(Ni−1) + p(D)

}
(2)

In this definition, ~V(Ni) · ~V(D) = 0 expresses the orthogonality between the scan lines
Ni and the scan strip D. The shift p(D) between successive scans Ni−1 and Ni guar-
antees that all points of D are traversed only one time. The scans S i can be iteratively
parsed from the start scan S 0 to both ends (see Fig. 3 (a)).

An adaptive directional scan is a dynamical version of the directional scan with an
on-line registration to a moving search direction. Compared to static directional scans
where the scan strip remains fixed to the initial line D0, here the scan strip Di follows
a curve C to track while scan lines Ni remain fixed (see Fig. 3 (b)).

Definition 4. [7] An adaptive directional scan is defined by:

ADS =

S i = Di ∩ Ni ∩ G

∣∣∣∣∣∣∣∣∣
~V(Ni) · ~V(D0) = 0
h(Ni) = h(Ni−1) + p(D0)
Di = D(Ĉi,w(D0)), i > 0

 (3)

where Ĉi is a triplet composed of the director vector (ai, bi) and the shift to origin ci of
an estimate at position i of the tangent to the curve C to track.

The obtained thick digital line is used to update the scan strips and lines. The last clause
expresses the scan bounds update at iteration i.
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Fig. 4: Flowchart of the thick line segment detection process by FBSD [7].

3 FBSD: Fast Blurred Segment Detector

In this section, we describe briefly the efficient tool FBSD [7] to detect blurred seg-
ments from gray-level images based on discrete geometry notions presented previously.
More precisely, the method examines the gradient image of the input for edge detec-
tion. Firstly, it uses gradient magnitude to select image points for the edge candidates.
Then, it relies on gradient orientation to track edges and to detect the blurred segments.
The obtained segments encode straight edges, and its thickness parameter characterizes
the edge sharpness. In particular, a linear-time blurred segment recognition algorithm
is applied to incrementally extend the segment and the adaptive directional scan allows
to orientate the edge candidates in appropriate directions in gradient image.

The process for a single detection, given an input seed segment AB crossing the
edges to be detected, is summarized in Fig. 4. It is composed of two steps. The initial
detection consists in building and extending a rough blurred segment B of assigned
thickness ε0, based on points with highest gradient magnitude found in each scan of
the directional scan defined by AB with a large tolerance to gradient direction. Validity
tests, for small and sparse segments, are then applied to decide the detection pursuit.

In the second step of fine tracking, the final blurred segmentB′ is built and extended
with points that correspond to local maxima of the gradient, ranked by magnitude or-
der, and with gradient direction close to start point gradient direction. At this refinement
step, the adaptive directional scan, defined by the found center position C and the rough
blurred segment direction ~D, is used in order to extend the segment in the appropri-
ate direction. As soon as the thickness of the expanding blurred segment gets stable,
a procedure is applied to focalize the search direction and to avoid further insertion of
ouliers. Final length and sparsity thresholds of the output segment B′ can be set ac-
cordingly. They are the only parameters of this local detector, together with the input
assigned thickness ε0.

By considering the prominent local maxima of the gradient magnitude under AB, the
previous process also allows the detection of all the edges crossed by the seed segment
AB, called multi-detection. Furthermore, in order to avoid multiple detections of the
same edge, an occupancy mask is used to collect the dilated points of all the detected
blurred segments, so that these points can not be used any more in the detection.

In [7], a full automatic detection of all straight lines in image is also proposed. More
precisely, a line segment, that crosses the whole image, is swept in both directions,
vertical then horizontal, from the center to the borders of the image. At each position,
the multi-detection algorithm is run to collect all the blurred segments found under the
sweeping segment. Then, small segments are rejected in order to avoid the formation of
misaligned segments when the sweeping segment crosses an image edge near one of its
ends. For more details of the FBSD detector, we refer the reader to the paper [7].
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Fig. 5: Flowchart of the proposed method for table extraction from document images.

4 Main Table Extraction Framework

This section presents the proposed method for extracting tables from document images.
In [14], a table is said fully materialized if it is composed and surrounded by straight
line segments intersecting at right angle. In our work, we concern with tables of rectan-
gular form which are also composed by straight line segments intersecting at right an-
gle. However, they may not be closed, compared to fully materialized tables, but must
contain at least two surrounded horizontal lines and inside vertical lines. We call them
materialized tables. Such tables are quite frequent in a wide variety of documents such
as invoices, scientific papers, commercial / administrative documents, question forms,
. . . . Some examples of materialized tables are given in Fig. 1.

The proposed method relies on the edge line detector FBSD described in the previ-
ous section. The lines in document images are not all table edges, they can be part of
graphics, images or separators. It should be mentioned that the acquisition noise during
the sequential scanning / printing process may disrupt, damage or misalign the straight
line segments (see Fig. 1 (c–d)) and it makes the task of table reconstruction and de-
tection more difficult. This leads us to a proposal of line segment recovery before the
reconstruction of tables from document images.

The automatic table extraction process is composed of 6 steps. These steps are de-
tailed in the following. The overview of the whole process is given in Fig. 5 and illus-
trated in Fig. 6.

Line segment detection: This first step consists in extracting line segments in doc-
ument images (see Fig. 6 (b)). For this, we use the FSBS detector [7]. These lines
consist candidate segments of tables to be extracted and also other segments belonging
to graphics, images, separators, texts, . . .

Horizontal and vertical segment extraction: As we address only materialized ta-
bles which are composed of horizontal and vertical segments intersecting at right angle,
we thus remove all segments which are not horizontal and vertical (see Fig. 6 (c)). A
tolerance of α = ± 5◦ angle is applied for such segment selection due to impact of
scanning procedure of documents.

Line segment recovery: In order to deal with broken lines, especially in degraded
conditions and due to the acquisition noise, and to ensure a better stability of table de-
tection, the extracted horizontal (resp. vertical) segments are prolonged and connected
if they are close to each other (see Fig. 6 (d)). A distance threshold δ = 30 pixels is used
to test the closeness between two horizontal (resp. vertical) segments.
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(a) Input image (b) FBSD detector (c) Filtering segments

(d) Long segments (e) Removing text segments (f) Output tables

Fig. 6: Different steps of the table extraction process: (a) input image, (b) straight seg-
ments detected by FBSD (green), (c) candidate horizontal (blue) and vertical (red) seg-
ments, (d) recovering nearby segments by extending and connecting horizontal (blue)
and vertical (red) segments, (e) removing segments associated to text and (f) final result
of table extraction (black box).

Suppression of segments belonging to text: The extracted segments from the pre-
vious step do not always belong to borders of cell tables. In particular, most of them are
associated to text in document image. In order to eliminate such segments, we consider
the original gray-level image and verify the line model of border cell tables. A local
analysis around the extracted segment is performed. It can be observed that the pattern
of the 1D gray intensity profile the segment of a cell border is typical with a bottom (of
very low intensity) in the middle and high intensity on both sides1, and it is not always

1 A similar line model has been used in [14] for line verification and table extraction. Their
model consists in separating the 1D intensity profile, from left to right, into 3 zones: the inten-
sity should begin to increase then (potentially) stabilize and decrease.
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(a) (b)

Fig. 7: Gray intensity profile (red segment) analysis along extracted segment (blue seg-
ment): (a) border cell table, and (b) text.

the case for segments associated to text (see Fig. 7). This profile pattern is repetitive
along the segment associated to the border cell tables, but not in case of text. Therefore,
by simply computing the ratio of the number of profile patterns corresponding to the
border cell segment over the segment length, we can distinguish the segments associ-
ated to text. In our experiments, the ratio is set at 75% for eliminating text segments,
and w = 7 pixels around the extracted segment is used for the local analysis of intensity
profile. The result of this step is illustrated in Fig. 6 (e).

Table cell extraction: This step aims at detecting table cells before the final step of
table reconstruction. The cell extraction is based on the vertical and horizontal segments
limiting the table cells. Indeed, for the materialized tables, these cells are limited by
four segments defining a rectangle. In case of open tables, i.e., they are not bounded
by vertical segments (see Fig. 1 (c–d)), the cells at extremities are surrounded by only
three segments (two horizontal and one vertical segments), then we can close the cell
by using the end points of the horizontal segments. By that way, we can eliminate, from
the extracted segments, the separator lines which do not form a close rectangle.

Table reconstruction: Finally, a table is built as unions of all its cells (see Fig. 6
(f)). For this step, we compute the connected components from the extracted cells, and
the corresponding table is obtained as the bounding box of each connected component.
A verification of table size is performed at the end to remove small bounding boxes
related to noise or other elements which may not be the tables. For this, we keep only
the bounding boxes of size bigger than 1% of image size.

5 Experimental Results

This section presents results of the proposed method for table extraction from docu-
ment images. In the experimental stage, the proposed approach is validated through
comparisons with other recent methods in the literature: S. Faisal and S. Ray [25], H.
Alhéritière et al. [14], D. Prasad et al. [23] and M. Li et al. [22]. In [25], the authors
proposed a method based on components of the layout analysis module of Tesseract to
locate tables in document images. In [14], the method relies on the local Radon Trans-
form for line extraction and then the pattern recognition techniques for reconstructing
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Dataset Method P R F1

Faisal et al. [25]2 0.25 0.33 0.28
ICDAR 2013 Alhéritière et al. [14]3 0.98 0.83 0.90

Dataset Prasad et al. [23] 1 1 1
M. Li et al. [22] 0.97 0.80 0.88
Our proposal 0.91 0.85 0.88
Faisal et al. [25] 0.86 0.79 0.82

UNLV Table Alhéritière et al. [14] 0.73 0.66 0.70
Dataset M. Li et al. [22] 0.92 0.96 0.94

Our proposal 0.83 0.82 0.83
Marmot M. Li et al. [22] 0.77 0.98 0.86
Dataset Our proposal 0.93 0.81 0.87

Table 1: Evaluation results of table detection in document images on different datasets.

tables from the extracted lines. [23] and [22] are deep-learning approaches based on
convolution networks which allow to detect the regions of tables and recognize the
structural body cells from the detected tables at the same time. For more details about
these methods, we refer the reader to the given references.

Comparison results are run on three publicly available datasets for table detection:
ICDAR 2013 Table Competition [13], UNLV Table Dataset [26] and Marmot Dataset
[8]. More precisely, the ICDAR 2013 [1] contains 128 documents with a total of 150
tables: 75 tables in 27 excerpts from the EU and 75 tables in 40 excerpts from the US
Government. The UNLV Table Dataset [4] contains 427 examples in scanned image
format from a variety of sources ranging from technical reports and business letters to
newspapers and magazines. The Marmot Dataset [2] has 2000 documents mainly from
research papers composed of both Chinese and English pages, in which 1000 pages
containing at least one table, while the other 1000 pages do not contain tables, but have
complex layout where some page components may be mistakenly recognized as tables,
such as matrices and figures. All these datasets are provided with information, in XML
format, of table structure ground-truth data such as bounding box coordinates, rows,
columns, cells, . . .

To evaluate the performance of the table detection algorithms, we use the standard
evaluation metrics in the literature [15, 19]: precision (P), recall (R) and F1-measure
(F1) which is an harmonic mean of P and R. The metrics are computed by summing
up the overlapping area of the obtained result and the ground-truth. More precisely,
let D be the set of pixels of the extracted tables, and G of the ground-truth. Then, the
considered measure are computed as:

P =
D ∩G

D
, R =

D ∩G
G

, F1 =
2 ∗ R ∗ P

R + P
(4)

The results are reported in Tab. 1 on the overall average score of each dataset. We
observe that our method archives well-scored and competitive results comparing to the
others on the considered datasets. More precisely, for the ICDAR 2013 dataset, [23]

2 Results extracted from [14].
3 Results on a subset of ICDAR 2013 containing 88 tables in [14].
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Fig. 8: Limit cases of our proposal. Images from UNLV [26] and Marmot [8] datasets.

performed best at the absolute score of 100% on the evaluation measures, and our pro-
posal is as good as [22]. In case of the UNLV Table dataset, [22] provides the best score
and our method comes in second place. This can be explained by the very low quality
of scanned document images, and also this dataset contains no materialized tables (see
Fig. 8). Finally, on the Marmot dataset, the proposed method has the best precision and
F1 measures, but less good than [22] on recall. This lower recall can be explained by the
non detection of materialized tables and the false detection of graphics in this dataset.
Though, it should be mentioned that this dataset contains high quality images.

Further comparisons with other methods in the literature are also available in the
referenced papers [8, 22, 23, 25].

6 Conclusion

In this paper, we presented a method for table extraction from document images based
on notions of digital geometry. The method relies on the FBSD detector [7] to detect the
straight line segments in image and then reconstruct the tables from the extracted lines.
This detector is fast, accurate and robust to noise. In particular, it allows to handle noisy
document images. Indeed, the sequential printing and scanning of a document may
deteriorate its contents, including the table structures such as disrupting table lines. The
proposed approach has been evaluated and compared with other methods on different
table datasets. The results are encouraging and competitive to the existing methods. The
source code of the proposed method, based on OpenCV library [3], is available at the
GitHub repository: https://github.com/ngophuc/TableExtraction.

In the field of document analysis and interpretation of tabular data in document
images, the table structure recognition [9,28] is also an active research topic. It involves
identifying the rows, columns, individual table cells. In an advantage context, it is to
retrieve the textual content of the cells. It is widely used in image captioning, video
description, and many other applications. In this context, the proposed method can be
helpful as a first step of table detection before extracting other information. On the other
hand, we can use the method to address the need for generating data for the machine
learning approaches which need many data for the training process.

As mentioned previously, we address the materialized tables in this work. However,
in the considered datasets, there are tables not for this case study, and also graphics or
matrices that our algorithm mistakenly detects as tables, see Fig. 8 for some examples.
In future, we would like to extend the method for more general cases of tables and to
conduct more comparisons with the state-of-the-art methods on more data.

https://github.com/ngophuc/TableExtraction
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