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Abstract. By combining the well-known grid reflection method with a digital image

correlation algorithm and a geometrical optics model, a new method is proposed for

measuring the change of curvature of a smooth reflecting substrate, a common reporter

of stress state of deposited layers. This tool, called Pattern Reflection for Mapping

of Curvature (PReMC), can be easily implemented for the analysis of the residual

stress during deposition processes and is sufficiently accurate to follow the compressive-

tensile-compressive stress transition during the sputtering growth of a Ag film on a Si

substrate. Unprecedented resolution below 10−5 m−1 can be reached when measuring

a homogeneous curvature. A comparison with the conventional laser-based tool is

also provided in terms of dynamical range and resolution. In addition, the method is

capable of mapping local variations in the case of a non-uniform curvature as illustrated

by the case of a Mo film of non-uniform film thickness under high compressive stress.

PReMC offers interesting perspectives for in situ accurate stress monitoring in the

field of thin film growth.
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1. Introduction

Due to the surge in applications of functional

coatings and devices, there is an increasing

need to deal with, understand and even tailor

the state of residual stresses in thin films and

nano-structures [1]. A wealth of experimen-

tal techniques have been developed to charac-

terize thin film stress (or strain) state [2, 1]:

(i) mechanical measurements such as nano-

indentation or substrate curvature [3, 4], (ii)

x-ray diffraction with all its synchrotron-based

variants that allow direct imaging of strain

field through coherent diffraction [5] down

to sub-micron spatial resolution, (iii) electron

diffraction [6], (iv) scanning electron imag-

ing combined with focused ion beam to fol-

low local relaxation induced by etching [7],

(v) micro-Raman spectroscopy [2]. Beyond

their inherent intrinsic advantages, drawbacks

or ease of access, most of them are ex situ or

even destructive. Of all these methods, only

mechanical sensors and measurements relying

on surface curvature are easily implementable

for in situ real time monitoring during de-

position. In particular, substrate curvature

turned out to be the technique of choice for

accurate monitoring of stress build-up during

the growth process of both polycrystalline and

amorphous films. Its contact-less detection is

compatible with the most stringent growth en-

vironments, from evaporation to sputtering,

chemical vapour deposition and even electro-

deposition. Its real-time monitoring capabil-

ity is already used not only at the indus-

trial scale, but also for basic understanding of

growth phenomena (see reviews and references

therein [8, 9, 10, 11, 12, 3, 1]) or even to en-

gineer films with specific internal stress states

and properties [13].

The technique of stress measurement

through substrate curvature relies on the

celebrated Stoney’s law [14, 15, 3], which

links the change of curvature κ induced in a

substrate of thickness hs upon deposition of a

thin film of thickness hf to the average stress σ̄

in the deposited layer, under the assumptions

of elastically isotropic and relatively thick

substrate (hs ≫ hf ) and small induced

deformations [16]:

σ̄hf =
Esh

2
s

6(1− νs)
κ. (1)

Es and νs stand respectively for the Young
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modulus and the Poisson ratio of the substrate.

The in situ stress and real-time monitoring in

a vacuum chamber is technically more chal-

lenging when focusing on small film thickness

inducing very small curvatures and thus requir-

ing outstanding sensitivities. In this context,

this work shows how to improve both the reso-

lution and the dynamic range of the wafer cur-

vature technique through a full-field curvature

measurement based on digital image correla-

tion (DIC) [17, 18] analysis of a reflected pat-

tern. The whole pattern image is analysed at

different times and compared with a reference

image taken before the growth. This approach,

called hereafter PReMC for Pattern Reflection

Mapping of Curvature, combines the above de-

scribed advantages to the determination of the

in-plane curvature variations across the sur-

face, thus enabling to restore the exact shape

of the deformed surface.

After an introduction on the scenario of

stress evolution during metallic film growth

and the requirements to accurately measure it

(Section 2.1-2.2), the herein proposed PReMC

method is presented in details in Section 2.3.

Section 2.4 is devoted to a comparison be-

tween the resolution and measurement range

obtained with the conventional multi-beam op-

tical stress sensor (MOSS) and with PReMC

setup, assuming identical measurement config-

urations. Finally the advantages of PReMC

are illustrated by its successful applications to

the following two challenging experiments: (i)

the determination of rather small curvature

variations during the first stages of sputter-

deposition of a Ag film, where high resolu-

tion and dynamic range are necessary, and (ii)

the curvature mapping of an Mo film of non-

uniform film thickness, where sufficient reso-

lution to in-plane curvature variations is re-

quired.

2. Stress measurements during film

growth

2.1. Current stress-morphology evolution

scenario during growth

In the field of thin film growth, the evolution

of average stress (σ̄) during and after the de-

position process is an indirect indicator of the

complex phenomena related to the evolution

of the film micro-structure during the differ-

ent steps of growth (such as nucleation, grain

growth, coalescence, film percolation, steady-

state growth, and final relaxation). A general

scenario of the interplay between stress and

morphology has emerged for metals since the

eighties [8, 9, 10, 11, 12, 3, 1] thanks to the de-

velopement of in situ real time curvature mea-

surements during vapour deposition.

Due to their micro-structure, polycrystalline

films might exhibit tensile (σ̄, κ > 0) or com-

pressive (σ̄, κ < 0) stress/strain states at dif-

ferent stages of the growth process, as depicted

in Figure 1. In metals deposited in conditions

involving non-energetic particles, like evapora-

tion or electrodeposition, upon increasing the

thickness, the stress-thickness σ̄hf of metallic

films exhibits (i) a tensile stress (type I; Fig-

ure 1, green line), or (ii) a compressive-tensile-

compressive stress (type II; Figure 1, blue line)

behaviour [8, 9, 10, 11, 12, 3, 1]. This lat-

ter is typical of materials with low melting

point Tm and high atomic mobility, character-

ized in most cases by a homologous tempera-

ture f ≡ Ts/Tm > 0.2, where Ts is the sub-

strate temperature during growth [19, 8, 20].

For instance, in the case of room-temperature

deposition, evaporated films of Al (f = 0.32),

Ag (f = 0.24), Au (f = 0.22), Cu (f = 0.22)

and Pd (f = 0.16, an exception to the em-
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piric f > 0.2 rule) usually exhibit a type II

stress-thickness behaviour. On the opposite,

evaporated films of Ta and W (f = 0.09), Mo

(f = 0.1), Cr (f = 0.14), Ti (f = 0.15) and

Fe (f = 0.17) undergo a monotonous rise in

tension (type I behaviour) since the beginning

of the growth.

The compressive phase of type II materials at

the very beginning of deposition is associated

with a Volmer-Weber 3D growth [21]. Its ori-

gin is found in the surface stress and the result-

ing Laplace pressure experienced by each iso-

lated island, together with a good adhesion at

the interface with the substrate [22, 3]. Indeed,

measurements performed on silver islands on

single-crystal oxide substrates [23] have shown

a change of lattice parameter mainly driven by

the surface stress and eventually overwhelm-

ing the epitaxial stress induced by the crys-

talline substrate, above a certain island size

threshold. However shortly after the beginning

of the growth, the system reaches a minimum

compressive stress-thickness value σ̄cohf,co re-

lated to a balance of this ”Laplace pressure”

effect and of the tensile stress due to island

coalescence and the formation of grain bound-

aries [24, 11, 25]. The typical reported val-

ues for Ag [26, 27, 19, 28], Au [26, 27, 19],

Cu [27, 28, 29, 19], Pd [26] and Al [19] are in

the range −0.5 < σ̄cohf,co < 0 N.m−1. Note

that these values are obtained from poorly

resolved dips in experimental stress-thickness

curves. After this maximum, the instanta-

neous tensile stress due to the zipping effect of

grain boundaries becomes the dominant mech-

anism and leads to increasing tensile stress

values up to the formation of a continuous

film. Finally, in type II metals, at sufficiently

large film thickness, the film enters a new com-

pressive phase. The reached maximum σ̄thf,t

does not exceed 10 N.m−1 (1.5/2.0 N.m−1 for

Ag [26, 27, 19, 28], 1.0/2.0 N.m−1 for Au [26,

Figure 1. Schematic description of the stress-

thickness σ̄hf evolution with film thickness hf for type

I (green curve) and type II (blue curve) materials.

Typical grain microstructure for each type of materials

is shown in insets. The physical meaning of the labels

is discussed in the text.

27, 19], 2 N.m−1 for Al [19], 2/4 N.m−1 for

Cu [27, 28, 29, 19] and 4.4 N.m−1 for Pd [26])

for room-temperature growth. Although the

origin of the final compressive phase remains

controversial [11, 30, 21, 31, 32, 33, 34], most

experiments point at a decisive role of grain

boundaries [3, 35]. According to the kinetic

model of Chason [30, 36, 37], a gradient of

chemical potential between the surface and the

interior of grain boundaries sets up due to su-

persaturation. This gradient drives a diffusion

of adatoms into the grain boundaries induc-

ing a compressive stress. The minimum value

σ̄chf,c reached during this second compressive

phase depends on the film thickness and for

100 nm films is in the range of −20 < σ̄chf,c <

−1 N.m−1 (−2/ − 1.5 N.m−1 for Ag [27, 19],

−18/ − 12 N.m−1 for Au [27, 19], −10/ − 3.5

for Cu [29, 27, 19] and −9 N.m−1 for Pd [26]).
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Due to their low mobility, type I materials

exhibit mainly a columnar growth that gives

rise immediately to a strong grain boundary in-

duced tensile stress [8, 9, 10, 11, 12, 3, 1]. Since

the lateral grain size does not evolve signifi-

cantly with film thickness, the stress-thickness

increases roughly proportionally to the film

thickness. In this case, the maximum σ̄thf,t

is merely an indication of the maximum de-

posited thickness, and for 100 nm films typi-

cal values are in the range of 60 < σ̄thf,t <

140 N.m−1 (60 N.m−1 for Ti, 120 N.m−1 for Fe

and 140 N.m−1 for Cr [10]).

It is known that the nature of the sub-

strate and the evaporation conditions impact

significantly the previously introduced key-

points (σ̄chf,c, σ̄thf,t and σ̄cohf,co) of the stress-

thickness curve (Figure 1). For instance, the

deposition rate [3, 20] and the substrate tem-

perature [27, 19] can trigger a change be-

tween type I and II behaviour. In the case

of magnetron sputtering, the large kinetic en-

ergy of the incoming species acts on the evo-

lution of the film stress state through peen-

ing and implantation mechanisms [38]; on this

basis, at least two more intermediate types of

film micro-structure have been reported [8, 39].

When deposited at low pressure, some type I

materials such as Mo can exhibit a strong com-

pressive state due to bombardment with ener-

getic ions [40].

In summary, the study of the impact

of deposition parameters on different stages

of thin film growth may require different

measurement range and resolution depending

on the type of growth the material exhibits

in given deposition conditions. For instance,

rather large measurement range of stress

thickness from 0 to up to 100-200 N.m−1

is required for materials exhibiting type I

behaviour, while measurement range of (-

20;10) N.m−1 with resolution of the order of

0.01 − 0.1 N.m−1 are necessary in materials

with type II behaviour.

2.2. In situ stress measurement methods

In thin film stress monitoring devices [41, 42],

like in pressure and mechanical sensors that

are often based on the bending of a flexible

cantilever or a thin plate [43], the change of

curvature of a wafer is used as to gauge the

variation of exerted stress. The deflection can

be measured by capacitance variation [44, 21]

or piezoresitive sensors [45], but the most com-

monly used principle behind the contact-less

detection of displacement or bending is the de-

flection of an optical beam [41, 42]. The well-

known example is atomic force microscopy,

where the deflection of a laser beam onto a can-

tilever is directed towards a position-sensitive

detector and used to measure the tip-surface

force while scanning the sample surface. To

overcome mechanical drift in single beam or

scanning methods [46, 9] and to improve the

sensitivity, it is better to measure the rela-

tive displacements of several beams [41, 42, 47].

This principle is at the heart of the MOSS sen-

sor [47, 3], the (commercially available [48])

reference technique for in situ average cur-

vature measurement of a wafer during film

growth. In this technique, a set of par-

allel beams is reflected by the sample and

the changes in the distance between reflected

beams are used to calculate the average curva-

ture. The maximum achievable curvature res-

olution of MOSS, which defines the capability

of the technique to capture fine details during

the early stages of growth, is in the range of

∼ 4.10−5 to 2.10−4 m−1 depending on the spe-

cific settings [26, 47, 3, 48]. In practice, the

relative displacement of non-overlapping ele-
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ments (beam spots in the case of MOSS) seen

by a camera with a size of ∼ 103 pixels can-

not be retrieved with an accuracy higher than

0.1 pixels leading to curvature resolutions of at

best ≈ 10−4 m−1, unless the image correlation

is used as done herein. Regardless of this value,

the actual sensitivity to small stress-thickness

can be to some extend improved by using more

flexible (i.e. having smaller bi-axial modulus

Ms; see Table 1) or thinner substrates. This

possibility, that can be directly derived from

Stoney’s equation, is limited by the availabil-

ity of wafers with uniform surface and man-

ageable sample handling. It is illustrated in

Figure 2-a for silicon wafers of different thick-

ness. Dividing the wafer thickness by ten al-

lows to gain two orders of magnitude in stress-

thickness sensitivity and at the limit of MOSS

detection to reach values of 0.1 N.m−1. Fig-

ure 2-b reports the slope of the curve of Fig-

ure 2-a for different substrate materials and

thickness (as given in Table 1). It is clear

that the wafer thickness is a more efficient lever

than the wafer stiffness to improve the sensitiv-

ity of stress-thickness measurement. A reason-

able resolution for the analysis of the first com-

pressive phase of type II materials should be of

at least σ̄cohf,co/10. In the case of a silver film

deposited on silicon, this sets a minimum nec-

essary curvature resolution of 10−6 m−1 in case

of hs = 1 mm and 10−4 m−1 for hs = 0.1 mm

silicon wafer. The first case is out-of-reach for

the MOSS technique, while the second case is

barely above the threshold. At the same time,

a high dynamic range of at least 3 orders of

magnitude is necessary to follow the different

stages of growth up to 100 nm for a type II ma-

terial on substrates with various stiffness val-

ues, as shown by the top blue bar in Figure 2-a.

The next sections will provide a detailed

description of PReMC method and explain

how this technique can overcome the limita-

tions of the MOSS technique.

2.3. The PReMC method

All PReMC predecessor methods are based

on the analysis of the modified image formed

by an imperfect optical element (mirror or

lens). The first ancestor of the PReMC

was the grating interferometer first proposed

by Ronchi [56] about one century ago to

obtain the curvature of (slightly) concave

axisymmetric spherical mirrors. The method

was further refined for the measurement of

curvature variations on spherical lenses [57].

By smart positioning of the grating, of the light

source and of the screen (or nowadays CCD

camera detector), small curvature variations

across the sample could be clearly visualized

by specific fringe patterns caused by the

combination of the shadow of the material

grating with its image. A similar principle

is employed in other techniques such as

coherent gradient sensing [58, 59] (interference

of the deflected beams through a system

of gratings) or the grid reflection technique

(deflection of a periodic grid-like image by

a curved substrate [60, 61]). The maximum

achievable curvature resolution with these

methods can be rather high and is related

to different physical factors, such as the grid

or grating pitch, the sample-camera distance,

the detector spatial resolution, but also the

accuracy at which the features are extracted

from the image of the reflected pattern.

This section will start with the description

of the experimental setup used in this

work for the digital image correlation (DIC,

Section 2.3.1). The theoretical aspects

showing how the sample curvature is deduced

via a geometrical optics model from the
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Material Es νs Ms Thickness

[GPa] [GPa] [mm]

Si [111] 165.9 [49] 0.217 [49] 212 1.0

Si [100]* - - 181 [49] 0.1, 0.27, 0.5

Mica 178 [50] 0.25 [50] 237 0.05, 0.15, 0.26

Al2O3 360 [51, 52] 0.25 [52] 480 0.5

MgF2 138 [53] 0.276 191 1.0

MgO [001] 249 [54] 0.239 327 0.5, 1.0

SiO2 71.5 [55] 0.16 86.7 0.5, 1.0

Table 1. Elastic properties of typical substrates used in stress measurements during thin film growth: Young

modulus Es, Poisson ratio νs, and bi-axial modulus Ms calculated from Ms = Es

1−νs

except for Si[100] (non

bi-axial system, see reference [49] for details).

measurement of displacements in DIC is

discussed in Section 2.3.2.

2.3.1. Experimental setup for DIC During

the curvature measurement in PReMC, the

substrate surface acts as a mirror (Figure 3-

a) for an illuminated pattern (Figure 4) placed

outside the deposition chamber. A low-noise

CCD digital camera in front of a symmetrical

view-port is used to collect the reflected image

which is distorted due to the variation of cur-

vature, as shown by Figure 4. Pixel displace-

ment maps are retrieved for each image via

the simplified DIC algorithm described in ref-

erence [17] that allows for sub-pixel accuracy.

A square zone of interest (ZOI) of ℓ × ℓ pix-

els is defined around each pixel of the reflected

image and a point with similar ZOI is searched

in the original image recorded before the start

of bending (see Figure 4). The displacement is

then obtained via the coordinates of the point

of maximum correlation between ZOIs. This

approach is based on the assumption that the

surroundings of the pixel within each ZOI do

not vary much so that each ZOI can be easily

recognized and retrieved. The ZOI size can

be adjusted to reach a compromise between

retrieval reliability, displacement map resolu-

tion, and computational time. Each image is

normalized with respect to grey scale, in or-

der to compensate for global changes in re-

flectance. Once the displacement of the central

point is determined, the slopes, referred here-

after as zoom factors Zx, Zy along the x and

y−axis (respectively, perpendicular and par-

allel to the incident plane; see Figure 3), are

calculated through a linear fit of the relative

displacements with respect to the initial point

coordinates along the x and y−axis (see Fig-

ure 4). Based on the image formation on the

camera through a lens, this approach is valid

only for small zoom variation.

A typical image of the pattern used in

this study recorded by the detection camera

is reported in Figure 4. The original pat-

tern is a black and white random pixel pattern

(860 × 860 pixels) printed on ordinary paper

(100 × 100 mm). The algorithm for pattern

generation is detailed Section S1 of Supple-

mentary Materials, and was developed to pro-

vide features of random shapes and positions

with a balanced amount of black and white

pixels. Provided that the features of the pat-

tern are large enough to be resolved by the

camera (several pixels [18], 15 pixels in aver-
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Figure 3. Scheme of the pattern reflection on the mirror sample surface along: (a,c) the plane of incidence (or

YZ plane) and (b) the orthogonal one (or XZ plane). Distances are not on scale to improve readability. In (c),

part of the YZ plane is seen along a different perspective.

Figure 4. Illustration of pattern image distortion seen by the camera due to a change of sample curvature. The

relative displacement of selected pixels is obtained by a DIC algorithm on their ZOIs (green/red squares). The

linear regression between old and new positions gives the so-called zoom factor Z. A concave mirror (κ > 0)

corresponds to Z > 1 and a film in tensile stress state, while for a convex mirror surface (κ < 0), the stress is

compressive and Z < 1. Here (px,0,py,0) and (px,py) are coordinates of selected pixel before and during distortion

respectively.

age for the results presented herein), they play

the role of the grid pitch in the grid reflec-

tion method [60, 61] and their dimension, in a

similar manner, contribute to the final resolu-

tion of the technique. The ZOI retrieval with

the highest resolution is obtained if pattern im-

age captured by the camera exhibits a smooth

black to white transition between features.

The final DIC displacement uncertainty de-

pends on the ZOI dimension (see above), but

also on the correlation algorithm itself. In fact,

if the pattern matching is performed locally

and not on the entire image, one can improve

the calculation time but one can also face ac-

curacy problems if the displacement is out of

the investigated field. In this work small dis-

placements are assumed and this second option

is used, also known as globally continuous dis-

placement method. By doing so, a displace-

ment uncertainty of the order of 10−1 pixel

for a ZOI of ℓ × ℓ ≈ 5 × 5 pixels, and even

10−3 pixel with a ZOI of ℓ ≈ 102 pixels, is

achieved [18]. In the case of curvature mapping

experiments, a compromise has to be found
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Figure 2. (a) Calculated curvature |κ|, estimated

from Stoney law (Equation 1) as it would be induced

on silicon wafers of different thicknesses by the

deposition of a thin film exhibiting a given isotropic

stress-thickness |σ̄hf | regardless the film material.

Typical ranges of expected |σ̄hf | during a growth

process are indicated by coloured rectangles for type

I (green) and type II (blue) metals. Typical limits

of resolution of MOSS and PReMC techniques are

indicated by dotted lines. (b) Slope of curves such as

those of Figure-a calculated for various commercially

available substrates (Si, mica, MgO, SiO2, Al2O3 and

MgF2) and thicknesses, estimated from Stoney law

(Equation 1) and using the elastic properties reported

in Table 1.

between the absolute precision and the lateral

curvature resolution. As stated above, larger

ZOIs result in larger computational effort. In

the case of an average curvature measurement,

the uncertainty can be significantly decreased

by averaging over 16 measurement points ar-

ranged in a 4 × 4 square matrix, as shown in

Figure 4 (known as Q4 DIC formulation). This

Q4 configuration with ℓ = 102 pixels was ap-

plied herein for homogeneous films (see Sec-

tion 2.3.2). With the present setup, the the-

oretical minimum resolvable relative displace-

ment is of the order of 10−6; nevertheless, due

to noise, the actual sensitivity is estimated to

be 2.10−5 (see Section 3).

2.3.2. Formalism of curvature measurement

with PReMC In what follows, let’s consider

the general case of non-normal incidence i.e.

α 6= 0◦, where α is the angle between the nor-

mals to the pattern and to the sample surface

(Figure 3-a). L and G stand for the mirror-

camera and mirror-pattern distances, respec-

tively. If α 6= 0◦, the reflections within the

incidence plane (YZ in Figure 3-a) and within

the plane normal to the incidence plane (XZ

in Figure 3-b) are not equivalent; the relation-

ships between the apparent displacement of the

pattern and the local wafer slope θ have to be

analysed separately for each plane. Hereafter,

the in-plane coordinates of the sample surface,

of the pattern and of the camera are designated

as (x, y), (rx, ry) and (px, py) respectively. The

(y, ry, py) coordinates correspond to the inci-

dence plane, while (x, rx, px) correspond to the

plane normal to the incidence plane (see Fig-

ure 3).

Let’s start with the analysis of the

projection within the XZ plane (Figure 3-

b). In this case the analysis is analogous
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to the known case of reflection at normal

incidence [61]. Note, however, that the

projection of the camera-sample and sample-

pattern distances in the XZ plane are reduced

to L cos(α) and G cos(α), respectively. Before

deposition, the sample is assumed to be flat.

The pattern element at a distance rx,0 from

the pattern centre reflects in a point of a

coordinate x0 on the sample surface. This

pattern element is imaged to a point at a

distance rx,0 from the centre of the image

plane. It is seen by the camera as:

px,0 = m · rx,0, (2)

where m is the magnification of the whole

optical detection system. The local change in

the sample curvature results in a reflection of

the same pattern point at a slightly different

coordinate x = x0 + δx, giving rise to an

apparent shift of the image point to a distance

rx = rx,0 + δrx from the image centre, seen

as px = m · rx = px,0 + δpx by the camera.

Let’s call h(x, y) the distance along the z-axis

from the flat mirror position for each surface

point; if one considers that the axis points

towards the back of the sample, h > 0 (h < 0)

for samples under tensile (compressive) stress.

Considering the red triangle in Figure 3-b

and in the case of a small displacement [61]

compared to L cos(α) and G cos(α), the local

slope along the x-direction can be calculated

directly from the point displacement on the

camera as:
∂h

∂x
≡ tan θx =

δrx
2G cosα

=
δpx

2mG cosα
. (3)

The expression of the local slope along y-

axis is more complex (see Section S2 of

Supplementary Materials):

∂h

∂y
≡ tan θy =

δpy
2mG

1

1 + (2p0,y+δpy) tanα

2mG

. (4)

This is because the point shift on the camera

depends not only on the local slope, but also

on the distance of the imaged point from the

pattern centre along the y-axis, py, and on the

angle α.

The general definition of local curvature

reads κ ≡ dθ/ds , where ds is the arc length

on the curve and tan θ the local slope. If one

considers separately the dependence along the

x and y axis of the function h, it can be shown

that the exact definition of curvature reads:

κx ≡
1

(

1 +
(

∂h
∂x

)2
)

3

2

∂2h

∂x2
, (5)

κy ≡
1

(

1 +
(

∂h
∂y

)2
)

3

2

∂2h

∂y2
. (6)

Most curvature measurements are based on a

simplified form of these equations. In the case

of small deflections, i.e. assuming ds ≈ dx

(which means that dh ≪ dx), the denomina-

tor can be neglected and the curvatures of the

wafer along x and y axes, κx and κy respec-

tively, are defined as the derivative of the lo-

cal slope (out-of-plane deflections tan θx and

tan θy) along the considered direction: κx =
∂ tan θx

∂x
and κy = ∂ tan θy

∂y
. The second approx-

imation used in MOSS [47, 3, 48] and grid-

reflection [61] techniques is the small-angle

limit θ ≈ tan θ. This leads to the simplified

expressions κx = ∂θx
∂x

and κy = ∂θy
∂y

. The rela-

tive error of this approximation is smaller than

10−3 for angles θ < 3◦. For the experimen-

tal configuration used in PReMC, Equations

3 and 4 indicate that the small-angle approx-

imation with similar relative error is satisfied

if |δrx| < 4.6 cm and |δry| < 6.6 cm. These

dimensions are comparable with the half-size

of the projected pattern (5 cm) and above the

typical displacements observed. Nevertheless,

in order to develop a method valid for other
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configurations, the expressions of curvature de-

scribed in this work are derived from the gen-

eral exact definition of curvature (Eqs. 5 and

6). It must be said, however, that besides

the approximation in the mathematical treat-

ment due to the small angle approximation,

displacements corresponding to large angles θ

would also induce image blurring due to the

change of the focal plane of the image. This

effect is not taken into consideration in our cal-

culations. The exact limit angle will depend on

the depth of focus of the camera lens.

Keeping in mind that the variation of the

local virtual image scaling or zoom factor (see

Figure 4) along the x and y-axis are Zx =
∂rx
∂rx,0

and Zy = ∂ry
∂ry,0

respectively, one finds

(see Section S2 of Supplementary Materials for

details):

κx =
κ0

cosα
γx

(

1−
1

Zx

)

, (7)

κy = κ0 · cosα · γy

(

1−
µy

Zy

)

, (8)

κ0 =
L+G

2LG
, (9)

γx =
1

(

1 +
(

δpx
2mG cosα

)2
)

3

2

, (10)

γy =

(

1 + (py−δpy) tanα

mG

)(

1 + py tanα

m(L+G)

)2

(1 + tan2 θy)
3

2

(

1 + 2py−δpy
2mG

tanα
)2 , (11)

µy = 1 +
δpy tanα

mG
(

1 + (py−δpy) tanα

mG

) . (12)

Note that Z ≥ 1 corresponds to tensile stress

and Z ≤ 1 to compressive stress. In the case

of a fully spherical curvature, κx = κy = κ.

Since γx is close to unity (in the present work,

0.997 < γx < 1; see Figure S2 of Supplemen-

tary Materials), the average sample curvature

can be obtained from Equation 7 through a

spatial average of 1
Zx
. Meanwhile, due to spa-

tial variations of µy and γy, and their non-

negligible deviations from unity (in present

work, 0.92 < µy < 1.08; 0.996 < γy < 1.002;

see Figure S2 of Supplementary Materials), the

average curvature κy should be calculated as

an average over the whole curvature map from

Equation 8.

2.4. Comparison with MOSS technique:

resolution versus measurement range

Figure 5 compares the theoretical limits of the

proposed PReMC method for curvature mea-

surement with those of the conventional MOSS

technique on the basis of three parameters: (i)

the maximum measurable amplitude of con-

vex curvature due to compressive stress, (ii)

the maximum measurable amplitude of the

concave curvature due to tensile stress and

(iii) the curvature resolution. Assuming iden-

tical measurement configurations in terms of

sample-detector distance, incident angle, num-

ber of camera pixels, etc., these parameters are

evaluated as a function of the initial distance

between extreme imaged pattern elements d0
(laser spots for MOSS or ZOIs for PReMC;

see Figure 5-d). The analysis does not account

for the loss of resolution due to optical aberra-

tions and image blurring effects, that can be

observed in the case of large curvatures for

both methods. In PReMC, the distance be-

tween two ZOIs will increase (decrease) under

tensile (compressive) stress, while in MOSS the

distance between laser spots will be subject

to the opposite deformation, namely decrease

(increase) under tensile (compressive) stress.

Thereby, the resolution and the maximum dis-

placement under tensile or compressive stress

depend strongly on the initial distance be-

tween extreme pattern elements d0. Due to

the large tensile stress values reached during
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Figure 5. Maximum achievable measured curvature

for (a) compressive |κC
max| and (b) tensile κT

max

stress and (c) resolution ∆κ as a function of initial

distance between the extreme ZOIs d0; (d) schematic

description of the geometrical parameters such as

camera size ℓc, the ZOI dimension ℓ, the distance

between extreme ZOIs d0 and the number of ZOIs

N . The conventional MOSS technique is illustrated

for typical configuration ∆ = 0.1 pixel, N = 5 and

ℓ = 10 pixels. PReMC curvature measurements is

illustrated by two resolution configurations: full-field

with low resolution (l = 5 pixels, ∆ = 0.1 pixel,

N = 4; green dashed line) and averaged curvature

with high resolution (ℓ = 100 pixels, ∆ = 0.001 pixel,

N = 4; black line). Common ℓc = 1024 pixels

and κ0 = 1.41 m−1 values are used in all depicted

configurations.

growth, stress measurements on type I mate-

rials with MOSS require rather large d0 dis-

tance between pattern elements, otherwise the

image points on the camera may overlap. On

the other hand, stress measurements on type

II materials need high sensitivity due to varia-

tions between negative and positive curvatures

during different stages of the film growth (see

Section 1). The optimal initial distance be-

tween pattern elements in this case depends

on the explored range [σ̄chf,c; σ̄thf,t] (Figure 1).

Unlike the laser spots in MOSS, note that in

PReMC the ZOIs can overlap and that the

initial distance between extreme ZOIs is less

critical for the measurement range. It is also

worth to keep in mind, that contrary to MOSS,

the number of ZOIs and their dimensions in

PReMC, and thereby the resolution and the

measurement range, do not need to be chosen

before the experiment. These parameters, and

even the measurement configuration (average

stress or full-field curvature analysis) can be

defined at the data treatment stage.

In the MOSS method, the relative dis-

placement of two non-overlapping elements

seen by the camera can be retrieved with

a resolution of ∆ = 0.05 − 0.1 pixel using

the moment centroiding algorithm [62]. In

practice, the sensitivity is noise-limited to ∼

0.09 pixel [47, 3, 48]. The number of pat-

tern elements N (i.e. laser beams) is typically

N = 5. The initial distance d0 can vary in the

range [ℓ (N − 1) ; ℓc− ℓ], where ℓc is the length

in pixels of the camera (typically 1024) and ℓ

that of the pattern element or spot size (typi-

cally between 5 to 100 pixels) (see Figure 5-d).

In PReMC however, d0 is in the range [0; ℓc−ℓ
N−1

]

in case of averaging over several ZOIs (for ex-

ample N = 4 in Q4 configuration). However,

in the very basic version of PReMC used for

curvature mapping, only one ZOI is used to

determine the evolution of the curvature at a

given point and no neighbour ZOI are consid-

ered. In this case, d0/2 stands for the initial

coordinate of the ZOI. Based on these parame-

ters, Table 2 provides estimates of the extreme

curvatures measurable under tensile κmax
t and

compressive |κmax
c | strain as well as the curva-

ture resolution ∆κ for MOSS, surface-averaged

and full-field modes of PReMC. All underlying
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Technique MOSS PReMC PReMC

average full-field*

∆ (pixels) 0.05− 0.1 0.001 0.1

d0 [ℓ(N − 1); ℓc − ℓ] [0; ℓc − ℓ] [0; ℓc − ℓ]

∆κ κ0
∆(N−1)

d0
κ0

2∆
d0+2∆

κ0
2∆

d0+2∆

κT
max κ0

d0−ℓ(N−1)
d0

κ0
ℓc−ℓ−d0
ℓc−ℓ

κ0
ℓc−ℓ−d0
ℓc−ℓ

∣

∣κC
max

∣

∣ κ0
ℓc−ℓ−d0

d0
κ0

d0−ℓ(N−1)
ℓ(N−1)

κ0
d0−ℓ
ℓ

Table 2. Comparison of MOSS, surface-averaged and full-field modes of PReMC for extreme compressive |κmax
c |

and tensile κmax
t curvatures and their respective resolution ∆κ. Here κ0 ≈

1

L cosα
, L is the sample to camera

distance (typically between 0.5 and 1 m) and α the angle of incidence with respect to the sample normal.

Expressions for PReMC where derived for κx. *Values given in this column provide the position-dependent

variation of curvature resolution and extreme values of measurable curvatures within the plane orthogonal to

the incidence plane.

calculations are detailed in Section S3 of Sup-

plementary Materials and Figure 5 depicts the

corresponding variations with d0 for represen-

tative parameters.

Figure 5 shows that, for MOSS the im-

provement of curvature resolution comes at

the expense of the reduction of the maximum

measurable compressive curvature. A low-

resolution mapping version of PReMC (ℓ =

5 pixels; green dashed line) is comparable with

MOSS in terms of curvature resolution, while

allowing the determination of larger compres-

sive curvatures independently on the resolu-

tion range and larger tensile curvatures in low-

resolution range. In the high-resolution version

of PReMC (ℓ = 100 pixels; Q4; black line), the

range of curvature measurements is reduced

compared to the conventional technique, but a

significant resolution gain of around two orders

of magnitude is observed. In conclusion, with

one set of measurements but via data treat-

ment at different PReMC resolutions, it is pos-

sible to cover larger range of curvature varia-

tion and with a better resolution compared to

MOSS.

3. Examples of applications

This section is devoted to illustrations of the

capabilities of the proposed PReMC method

in the case of sputtering deposition (i) to

estimate the small average curvature of a Si

wafer induced by a thin Ag film and (ii) to

map the curvature induced by a Mo film with a

thickness gradient. ZOIs of ℓ = 100 pixels were

chosen for both cases. The section starts with

a description of the used deposition conditions

and of the ex situ calibration of PReMC setup.

3.1. Growth parameters

Three types of thin films grown on a silicon

substrate were studied in this work: (i) homo-

geneous Mo films for ex situ calibration of the

wafer curvature technique, (ii) homogeneous

Ag films to illustrate the setup resolution and

(iii) inhomogeneous Mo films to exemplify the

curvature mapping capability. The films were

prepared by magnetron sputtering from metal-

lic targets (of 2 inches in diameter) using pure

argon (99.995%) as plasmagen gas. Before de-

position, the target surface was pre-sputtered

to remove surface contamination. The operat-

ing conditions for the deposition were the fol-
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lowings: base pressure of 5.10−5 Pa, substrate-

target distance of 150 mm, power of 50-150 W

applied to the target in direct-current mode,

deposition pressure of 0.2 Pa. The deposi-

tion rates of 0.550 ± 0.010 nm.s−1 for Ag and

0.115±0.002 nm.s−1 for Mo were determined ex

situ by measuring the thickness of test samples

using atomic force microscopy. The film thick-

ness hf (t) during growth was then deduced

from deposition time and rate with a relative

accuracy
∆hf

hf
= 1.8 % for Ag deposition and

0.6 % for the Mo deposition. In order to grow

a non-uniform film, Mo deposition was per-

formed through a 1 cm diameter mask installed

at a distance of ≈ 70 mm from the substrate,

which is approximately half way between the

sample and the magnetron target. The Mo film

growths were carried out on 2 inches Si(100)

wafers of ≈ 270 µm thickness. In order to in-

crease the resolution, a thinner Si(100) wafer

of ≈ 100 µm was employed for the stress mea-

surements on Ag films. Substrates were used

as supplied without the removal of their native

oxide.

3.2. Setup description and calibration

The sputter-deposition chamber described

elsewhere [40, 63] is equipped with two optical

view-ports allowing for specular reflection on

the substrate at an incidence angle of α ≈ 45◦.

The pattern-sample distance G and camera-

sample distance L are both of about 600 mm

(Figure 3-a). The camera is placed between

the sample and its mirror focal point, since

the radius of curvature induced by deposition

is very large. It is equipped with an objective

lens with a fixed focal distance of 100 mm; the

magnification of the optical detection system

m is 130 pixels·cm−1. The rate of image ac-

quisition is set at 4 frames per second, below

the maximum rate of 7 frames per second.

In order to verify the geometrical param-

eters (which are difficult to extract accurately

from a direct measurement in the vacuum

chamber) and to calibrate the PReMC setup,

ex situ measurements of curvature before and

after deposition were performed on a series of

reference samples made of homogeneous films

of Mo on Si wafers via an optical profilome-

ter (Chromatic Confocal Sensor Prima, STIL).

The final isotropic curvature was deduced from

the obtained sample height maps. Rather

large values of stress-thickness can be reached

with the compressive phase induced by low-

pressure sputtering deposition [40]. In this

work, the Mo film thickness was varied be-

tween 91 and 420 nm resulting into surface cur-

vatures 0.038 < |κ| < 0.180 m−1. Mo was also

chosen because its stress state is poorly sen-

sitive to ageing and stable in air at ambient

conditions. Moreover, PReMC measurements

performed before and after venting of the de-

position chamber showed constant curvature

due to Mo deposition. A linear regression was

performed with respect to
(

1−
〈

1
Zx

〉)

in or-

der to verify Equation 7, yielding L+G
2LG cosα

=

2.44 ± 0.04 m−1 and L = G = 59 cm, in close

agreement with our previous estimations.

3.3. High resolution curvature measurement

during Ag deposition

The stress-thickness evolution during Ag thin

film deposition exhibits a type II behaviour

as shown in Figure 6-a. The stress relax-

ation after the end of deposition is also shown

in Figure 6-b. Stress-thickness is calculated

at different film thickness 0 < hf < 40 nm

with Stoney’s law (Equation 1), based on

the average curvature data obtained with in

situ measurements and substrate-related con-

stants given in Table 1 for a wafer thickness
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Figure 6. Stress-thickness (left scale) and change

of wafer curvature (right scale) evolution during Ag

growth on a Si substrate: (a) growth and (b) relaxation

after deposition. Deposition conditions are given in

Section 3.2. The inset in (a) corresponds to the zoom

on the first compression phase, while the inset in (b)

depicts the stress-thickness (left scale) and curvature

(right scale) stabilities prior to film deposition.

of hs = 100 ± 4 µm. The relative uncer-

tainty of film thickness is 1.8%. Thus the rela-

tive uncertainty of calculated stress-thickness

value
∆(σ̄hf )

σ̄hf
=

√

(

∆κ
κ

)2
+

(

2∆hs

hs

)2

of about

8% is limited by the wafer thickness error

bar ∆hs

hs
= 0.04 and not really by the cur-

vature measurement itself. Finally, the rel-

ative uncertainty of calculated stress ∆(σ̄)
σ̄

=
√

(

∆(σ̄hf )

σ̄hf

)2

+
(

∆hf

hf

)2

is of about 8.1%.

The first compressive stage related to nu-

cleation and growth of isolated islands is well

resolved in Figure 6-a (see the inset); the min-

imum of stress-thickness associated to the be-

ginning of their coalescence can be precisely

determined (hf,co = 1.5±0.1 nm and σ̄cohf,co =

−0.23± 0.02 N.m−1 corresponding to a curva-

ture value of κ = −7.7.10−4 m−1). Obviously,

a curvature resolution of the order of 10−5 m−1

is necessary to resolve this first compressive

stage (Figure 6-a). As depicted by the inset

of the Figure 6-b, the noise-limited sensitiv-

ity of the present setup is about 2.10−5 m−1.

The sensitivity of the present PReMC setup

also makes it possible to pinpoint a striking

and unexpected change of slope of the stress-

thickness curve at about 6.7 ± 0.1 nm from 140

± 11 MPa to 320 ± 26 MPa. The maximum

of tensile strain σ̄thf,t =1.93 ± 0.15 N.m−1 in-

dicates the formation of a continuous film at

hf,t = 11.8 ± 0.2 nm. These figures corre-

spond to a higher stress state at lower thick-

ness compared to previously reported values

for Ag growth by sputtering and evapora-

tion (1.5 N.m−1 and about 16 nm in refer-

ences [10, 26]). Finally, the incremental stress

reaches a steady state of −42.7 ± 3.5 MPa,

comparable to −55 MPa reported for Ag de-

posited with magnetron sputtering at a depo-

sition rate of 0.1 nm.s−1 [26]. Figure 6-b shows

also that the stress-thickness after growth re-

laxes within approximately 11 minutes and

reaches a limit value of 2.4 ± 0.2 N.m−1. The

substantial increase of low frequency noise, ab-

sent during growth and starting from 100 s,

originates from vibrations due to the pumping

system.

3.4. Inhomogeneous curvature induced by a

Mo film under compressive stress with a

gradient of thickness

Deposition through a mask induces a non-

negligible gradient of deposition rate (0.115
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Figure 7. Maps of (a)(b) displacements (px − p0,x; py − p0,y) and of (c)(d) zoom factors (Zx − 1;Zy − 1)

induced by inhomogeneous compressive curvature due to Mo deposition through a mask on a Si wafer (see text

for definitions).

Figure 8. Maps of inhomogeneous curvature induced by Mo deposition through a mask: (a) κx , (b) κy and

(c) κ (see text for definitions).
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± 0.002 nm.s−1 without a mask) between the

centre of the wafer and its edges, with a larger

thickness in the central part and thereby a non-

homogeneous distribution of surface curvature.

Figures 7-a,b show the maps of the apparent

displacement of the pattern along the x− and

y−axis obtained at the end of deposition of a

∼ 91 nm thick film deposited through a 1-cm

diameter mask. The black dash lines indicate

the zero-displacement and their intersection

corresponds to the centre of the sample.

As expected from geometrical considerations

described in Section 2.3.2, displacement along

y is more prominent than along x−axis.

Figures 7-c,d show the corresponding x− and

y−components of zoom factors and Figure 8

the sample curvatures calculated from the

displacements along x− and y−axes, and its

average value. The radial symmetry of the

inhomogeneous film thickness induced by the

mask is clearly recovered in the total curvature

(Figure 8-c). The x− and y−components are

prone to artefacts due the tilt of the x− and

y−axes of the camera plane with respect to the

optical axis of the system.

4. Conclusion

A new method for assessing the curvature of

a wafer has been developed by expanding the

grid reflection method with digital image cor-

relation to reach an unprecedented resolution

of below 10−5 m−1. Apart from the accurate

determination of stress in thin films and the ca-

pability to play with the compromise between

accuracy and dynamic range at the data treat-

ment stage, an other advantage of the present

approach is the possibility to observe curvature

variations over the sample surface to probe in-

homogeneous strain fields. An example of such

full-field measurement was given for a sam-

ple with a pre-designed film thickness varia-

tion; the integration of the observed displace-

ment map can give access to the sample pro-

file. Further improvement of the method could

be achieved by optimizing the mathematical

treatment of image correlation as well as the

geometry of the experiment. Potential appli-

cations span from the improvement of existing

mechanical sensors to accurate monitoring of

stress evolution during thin film growth as il-

lustrated herein.
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