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UPLIFT MODELING AND ITS IMPLICATIONS FOR B2B CUSTOMER CHURN 

PREDICTION: A SEGMENTATION-BASED MODELING APPROACH 

 

Abstract 

Business-to-business (B2B) customer retention relies heavily on analytics and predictive modeling to 

support decision making. Given this, we introduce uplift modeling as a relevant prescriptive analytics 

tool. In particular, the uplift logit leaf model offers a segmentation-based algorithm that combines 

predictive performance with interpretability. Applied to a real-world data set of 6,432 customers of a 

European software provider, the uplift logit leaf model achieves superior performance relative to three 

other popular uplift models in our study. The accessibility of output gained from the uplift logit leaf 

model also is showcased with a case study, which reveals relevant managerial insights. This new tool 

thus delivers novel insights in the form of customized, global, and segment-level visualizations that 

are especially pertinent to industrial marketing settings. Overall, the findings affirm the viability of 

uplift modeling for improving decisions related to B2B customer retention management.  

Keywords: customer retention, churn prediction, uplift modeling, segmentation-based modeling, 

interpretability, visualization 

1. Introduction 

Customer retention involves continuous transactions with firms (Ascarza et al., 2018), which 

is important because attracting new customers can cost five to six times more than retaining existing 

ones (Colgate & Danaher, 2000). Such considerations are especially relevant in business-to-business 

(B2B) settings, in which 68% of executive-level managers believe customers are becoming less loyal 

(Michels & Dullweber, 2014), the average transaction value per customer is high and the pool of 

customers who account for bigger portions of sales is often smaller than in B2C (Rauyruen et al., 

2011). Thus, a loss of even one customer can cause significant losses of future sales revenue. Because 

each customer is important (Stevens, 2005), the proactive identification of those customers at risk of 

churning is crucial. For example, Ascarza et al. (2018) propose a framework of questions to help firms 

design effective retention strategies, according to “Who is at risk and why?”, “Whom should we target 

and with what incentives?”, “When do we target?”, and “What can we gain?” Building on this 

framework, we introduce a segmentation-based uplift modeling architecture (“Whom do we target?”) 

that can go beyond churn predictions (“Who is at risk?”) to enhance customer retention efforts. The 

raise of big data in B2B settings enables this analytical approach of customer retention management 

(Paschen et al., 2019). Furthermore, we acknowledge the benefits of using artificial intelligence (AI) 

techniques in B2B settings and specify how they can deliver decision support for retention managers 

(Jabbar et al., 2020) and inform targeted B2B marketing campaigns (Liu, 2020).  



2 
 

Data-driven algorithmic churn detection approaches for B2B customer retention management 

have received relatively little prior academic attention (Martínez-López & Casillas, 2013; Tamaddoni 

Jahromi et al., 2014; Wiersema, 2013; Yu et al., 2011). These data-driven algorithmic approaches 

mainly involve predictive analytics that underlie traditional churn prediction models, designed to 

identify customers at risk of ending their relationship with the firm (Tamaddoni Jahromi et al., 2014). 

They rely on measures of customers' past behavior to rank them, from most to least likely to churn, so 

that a firm can target some retention effort toward those most likely to leave. But traditional churn 

prediction models are not fully aligned with key business objectives, including maximizing the return 

on investments in retention campaigns, because they predict only a single outcome: churning versus 

non-churning (Devriendt, Berrevoets, et al., 2020). Furthermore, they cannot address the vast 

challenges associated with B2B customer relationship management, as result from the complexity of 

communication (Michels & Dullweber, 2014), the use of “just-the-facts” approaches instead of 

emotional or entertaining marketing (Russo et al., 2016), and personalization and customization 

demands (Harrison-Walker & Neeley, 2004). If a churn prediction model predicts a customer is about 

to end its relationship with the focal firm, it cannot reveal whether this customer might be persuaded 

to change its mind; such assessments require uplift or net-effect churn models, as part of prescriptive 

analytics. The goal of prescriptive analytics is to indicate what has to be done to obtain a desired 

outcome. Prescriptive analytics is related to descriptive and predictive analytics, but the focus is on 

actionability rather than describing or predicting. Uplift modeling is prescriptive in the sense that, 

unlike traditional churn prediction models that answer “Who is at risk?”, these techniques seek to 

estimate the net effect of retention campaigns to answer the actionable question of “Whom do we 

target?”. That it, the goal is to identify customers about to churn but that might be retained by a 

targeted campaign, to optimize the selection of customers to target, according to an estimate of the 

positive change in customer reactions to different retention actions. In practice, uplift models use 

randomized experiments and divide customers into treatment and control groups, which reveals the 

heterogeneity in customers’ responses to retention offers. Then the uplift modeling process applies the 

results of randomized experiments to the entire customer base. 

We gather a real-life uplift churn data set of 6,432 customers—1,399 of which received a 

retention campaign and 5,033 that did not—of a European B2B software provider and thereby seek to 

extend B2B churn prediction literature in three ways. First, though various traditional churn prediction 

approaches have been discussed in B2B contexts (Chen et al., 2015; Gordini & Veglio, 2017; 

Hopmann & Thede, 2005; Tamaddoni Jahromi et al., 2014), none of them include the diverse effect of 

a retention intervention on  customers’ churn behavior. A proper selection of customers for a retention 

campaign in B2B is of crucial importance for the return on marketing investment (ROMI) because 

incentivizing B2B customers is often costly. Recent B2C research, however, has shown that 

incorporating customers in a retention campaign based on their churn probability ranking is less 

effective than ranking customers based on their sensitivity to the intervention (Devriendt, Berrevoets, 
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et al., 2020). Indeed, there might be customers with high risk of churning for whom a retention 

campaign has no impact, and thus should not be targeted (Ascarza, 2018).  Hence, uplift modeling is 

an important decision-making tool for customer retention management. We address this research gap 

and introduce uplift modeling to a B2B customer churn setting. Second, recent data science research 

describes modeling approaches that split the customer base into various segments, then apply 

segment-specific prediction models (e.g. De Caigny et al., 2018). Such segmented prediction 

approaches provide more granular, segment-specific insights into the drivers of the prediction 

problem, with no sacrifice of predictive performance. Along these lines, we introduce a new hybrid, 

segmented, uplift modeling approach, called the uplift logit leaf model (uplift LLM), which combines 

uplift decision trees (uplift DT) to segment the customer base with uplift logistic regression (uplift 

LR) models to deliver segment-specific predictions and insights. To gauge its performance, we also 

compare the performance of benchmark our proposed uplift LLM against uplift DT (Rzepakowski & 

Jaroszewicz, 2012a), uplift LR (Lo, 2002; Radcliffe & Surry, 1999), and uplift random forests (uplift 

RF) (Guelman et al., 2012). Third, we respond to calls for insights into predictive modeling 

algorithms that combine data science outcomes with human decision makers (Paschen et al., 2019). In 

particular, interpretable data science literature is keen to provide algorithmic insights to marketing 

decision makers in the form of visualizations (e.g. Hanssens & Pauwels, 2016; Vellido, 2019; Zhang 

& Zhu, 2018), but prior uplift models do not explicitly aim to deliver direct insights about which 

customer metrics drive their predictions. Therefore, we contribute to both uplift modeling and 

interpretable data science literature by proposing new uplift visualizations at the segment level. 

In the next section, we review customer churn prediction in the B2B context and introduce 

uplift churn modeling to B2B settings. Section 3 outlines the uplift LLM and its building blocks, and 

then in Section 4, we present the experimental design. Section 5 zooms in on the prediction results of 

the uplift LLM, relative to other considered uplift algorithms, and provides a visualization to reveal 

key drivers, which managers can use to improve their decision making. Finally, we conclude with 

some limitations and areas for further research in Section 6. 

2. Customer retention management 

2.1. Customer churn prediction in a B2B context 

Customer retention management in B2B settings is distinct from business-to-consumer (B2C) 

contexts, for two main reasons. First, a group of people (rather than a single consumer) makes 

purchase decisions. In industrial settings, those decisions rely on cost and budget considerations, and 

the budget owner often makes the final call (Wind & Webster, 1972). Also, Williams et al. (2011) 

conclude that price sensitivity is the most notable difference between churners and stayers in B2B 

services. A common practice in contractual settings is to offer a discount at renewal time to encourage 

potential churners to renew their contract (Lemmens & Gupta, 2020). Targeted campaigns offering a 

discount towards churners, being more price sensitive (Williams et al., 2011), could thus be successful 
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in B2B. Second, companies in B2B contexts often make larger purchases with greater transactional 

value (Rauyruen et al., 2011). As a result, the customer churn dynamics in B2B settings can differ 

from those in B2C settings, suggesting the need to develop analytical models specifically tailored to 

B2B settings. The need for customer churn prediction is high when the nature of B2B contexts with 

larger purchase amounts and more transactions is considered (Rauyruen & Miller, 2007; Tamaddoni 

Jahromi et al., 2014). Although extensive literature details customer churn prediction in B2C contexts 

(e.g. De Caigny et al., 2018; Verbeke et al., 2012), parallel research on the topic in B2B settings is 

relatively scarce, as the list in Table 1 suggests. This summary overview also indicates two research 

gaps.  

First, Schmittlein et al. (1987) distinguish non-contractual from contractual customer 

relationships. The contractual relationships in B2B are often characterized by the other party’s 

requirements, and are thus relatively stable and long-lasting (Ford, 2004). Contractual settings 

typically have a two-clock nature (Ascarza & Hardie, 2013). This means that usage of the services 

and the renewal happen on a different time scale. For example, the usage of software service happens 

daily, while the contract renewal decision is yearly. This allows to predict churn at the renewal point 

based on observable usage patterns while under contract, and permits companies to develop a clean 

retention management strategy. If companies succeed in improving retention rates, profits increase 

significantly (Degbey, 2015). In our study, we focus on this contractual setting, but Table 1 indicates 

that existing studies of customer churn detection in B2B settings only focus on non-contractual 

settings. Second, in terms of uses of predictive or prescriptive analytics frameworks, we find mainly 

the former. Prescriptive analytics offer suggestions of what to do to optimize some outcome of 

interest, rather than predicting what is likely to happen and leaving the decision (or optimization) up 

to users. In methodological data science terminology, this classification reflects the difference 

between uplift or net-effect modeling (prescriptive analytics) and traditional customer churn 

prediction (predictive analytics) (Lo, 2002; Radcliffe & Surry, 1999). As Table 1 shows, existing 

studies in a B2B customer churn context focus on predictive analytics, such as when Tamaddoni 

Jahromi et al. (2014) compare multiple churn prediction models (i.e. random classifier, decision trees, 

logistic regression and boosting)  applied to 11,021 business customers of an Australian online 

retailer. They confirm that boosting is the best prediction model, such that this model-driven approach 

to churn prediction and retention strategy development outperforms commonly used managerial 

heuristics. Chen et al. (2015) use a data set of 69,170 business customers of a Taiwanese logistics 

company to identify the most valuable businesses, as well as the riskiest customers, across four churn 

prediction models (i.e. decision trees, logistic regression, neural networks and support vector 

machines). They argue that decision trees perform best. In their effort to identify the benefits of churn 

prediction modeling, Gordini and Veglio (2017) study an Italian online retailer with 80,000 business 

customers and assert that their proposed support vector machines model outperforms logistic 

regression, neural networks, and support vector machines. Finally, Barfar et al. (2017) show that both 
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rationality and bounded rationality have significant roles in predicting churn, according to a data set 

of 100,000 small- and medium-sized companies. We add to these collected insights by investigating 

the benefit of using uplift modeling, as an AI-driven decision support method that can move beyond 

predictive analytics. Our findings address questions about the standard practice of selecting customers 

for a retention campaign solely on the basis of their likelihood to churn, in that customers who are 

most likely to churn are not necessarily those that will respond positively to retention campaigns. 

Therefore, we investigate whether, as some recent insights in customer retention management suggest 

(e.g. Ascarza, 2018; Devriendt, Berrevoets, et al., 2020), companies need to focus on identifying 

observed heterogeneity in responses to retention campaigns, regardless of churn risk. 

 

Study Industry Number of 
customers 

B2B Context Research Type 

   Non-
Contractual 

Contractual Predictive Prescriptive 

(Tamaddoni 
Jahromi et 
al., 2014) 

Retailing 11,021 X  X  

(Chen et al., 
2015) 

Logistics 69,170 X  X  

(Gordini & 
Veglio, 2017) 

E-commerce 80,000 X  X  

(Barfar et al., 
2017) 

Services 100,000 X  X  

Our study IT services 6,432  X  X 

Table 1: Studies of customer retention analytics in B2B settings 

2.2. Uplift modeling for customer retention management 

Uplift modeling in a customer retention management context aims to estimate the net 

difference in churn probability that results from a targeted retention campaign action. A prerequisite 

for uplift modeling is data about two sets of customers, including their characteristics and churn 

behavior. The first set consists of customers who have not been targeted with a retention campaign 

(i.e., control group C), and the second set includes those who have received it (i.e., treatment group 

T). Uplift modeling incorporates the treatment decision variable (to treat a customer or not) into the 

model specification. Thus, consider a customer i, with observed characteristics Xi (e.g., firmographics, 

behavioral variables), for which �� denotes observed churn behavior, so that 1 equal churned and 0 

otherwise. Then let Ti denote whether customer i is treated with a retention campaign, so 1 equal 

treated and 0 otherwise. In a traditional churn prediction context, the churn probability of customer i 

would be calculated, given its characteristics: P[Yi | Xi]. Treatment is not considered, so Ti = 0 for 

every customer i, and P[Yi | Xi] = P[Yi | Xi, Ti = 0]. Uplift modeling instead includes the treatment and 

uplift (U) for a customer i, defined as:  

�� = ����|��, 
� = 0� − ����|��, 
� = 1�. �1� 
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In a customer retention management context, the customer base can be classified along two 

dimensions in uplift modeling, as functions of whether customers churn when targeted and whether 

they churn when they are not targeted. Figure 1: Conceptual uplift table in customer retention 

managementFigure 1 depicts this theoretical classification, which results in four customer quadrants. 

First, persuadables (I) must be targeted. For these customers, the retention offer is effective, so they 

will churn if they are not targeted but convert into non-churners in response to the retention campaign. 

Second, sure things (II) stay whether they are targeted by the retention campaign or not. They should 

not be targeted; the costly incentive does not change the final outcome. Third, do not disturbs (III) 

only churn if targeted. Recent empirical evidence suggests that a retention campaign can increase 

churn among some customers by lowering their inertia and prompting them to switch subscriptions, as 

well as by increasing the salience of past usage patterns among potential churners (Ascarza et al., 

2016). Fourth, lost causes (IV) churn independently of receiving a retention offer and should not be 

targeted. 
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Figure 1: Conceptual uplift table in customer retention management 

Considering the scarce research into uplift modeling for customer retention management, 

Table 2 offers an overview of applications, methods, and interpretability aspects available in broader 

marketing literature. It suggests three main conclusions. First, uplift modeling for customer retention 

management is nonexistent in B2B and only recently introduced in B2C retention management 

literature. Radcliffe (2007) present a case on how uplift modeling can reduce churn in a mobile phone 

company. He concluded that around 30% of the customers with the highest uplift should be targeted 

to reduce the churn rate from 9% to 7.8% percent. Next, Guelman et al. (2012) applies their uplift RF 

algorithm on a retention case for an insurance company. Also Ascarza et al. (2018) empirically 

demonstrate the superiority of uplift modeling by applying it to select which customers to target in 

two real-world B2C field experiments, one for a wireless provider and another for a special interest 

membership organization. The results indicate that in both cases, targeting customers based on uplift 

is more effective than targeting them solely according to churn probabilities. Devriendt et al. (2018) 
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also apply uplift modeling, to a data set of 200,903 customers in the financial services industry, and 

achieve significantly better results than random targeting if 60% of the customer base is targeted. 

They propose that the fraction of customers that needs to be targeted should be optimized to obtain the 

best results. Finally, Lemmens and Gupta (2020) propose a profit-based loss function to predict the 

financial impact of a retention intervention for every customer. Based on the results of two real-world 

field experiments, they conclude that their approach leads to more profitable retention campaigns than 

traditional uplift models. 

Second, various AI-based methods for uplift modeling offer adjustments of classical 

predictive modeling methods such as logistic regression (e.g. Lo, 2002; Radcliffe, 2007), decision 

trees (e.g. Athey & Imbens, 2016; Rzepakowski & Jaroszewicz, 2012a; Zhao et al., 2017), decision 

forests (e.g. Athey et al., 2019; Guelman et al., 2012), and support vector machines (e.g. Zaniewicz & 

Jaroszewicz, 2017). The uplift model types listed in Table 2 show only most popular uplift techniques 

in the broader marketing domain, and do not present a n exhaustive overview of uplift modeling 

strategies. Moreover, for every model type listed, several variations might exist, but we only discuss 

those directly related to the uplift LLM in our methodology section. We kindly refer you to previous 

benchmarking literature for more elaborate uplift modeling overviews (Devriendt et al., 2018; Gubela 

et al., 2019). According to Table 2, uplift LR, uplift DT, and uplift RF are the most popular uplift 

methods that yield the best predictive performance across contexts. Existing data science research 

(e.g. De Caigny et al., 2018) also suggests that uplift modeling methods can be applied to full 

customer data sets all at once, or else to segments separately, resulting in a segmented uplift modeling 

approach. In that case, various segments with distinct uplift drivers can be identified, resulting in 

better targeted and actionable retention campaigns. However, we know of no uplift modeling studies 

that adopt segmented approaches and build uplift models according to a priori segments found in the 

customer base. To address this gap, we propose a segmentation-based uplift modeling approach (as 

detailed in Section 3). 

Third, interpretability is a key topic in data science and several analytical approaches have 

been proposed for explaining model predictions (Ribeiro et al., 2016). Nevertheless, interpretability is 

difficult to measure as it cannot be described in a pure mathematical formula, and comes down to the 

degree to which humans can interpret and understand the cause of a decision (Miller, 2019). 

Analytical approaches that aim to explain model predictions vary in scope and flexibility. The scope 

indicates on what level explanations are given which ranges from global (i.e. across all customers) to 

local (i.e. on a more granular level). Flexibility reflects the way interpretability is achieved and can be 

either intrinsic or model-agnostic (Molnar, 2019). Also for customer retention management and 

beyond, interpretability of uplift models is a key requirement (e.g. Verbeke et al., 2011). The uplift 

modeling outcomes must be able to inform the decision-making strategy adopted by the customer 

retention manager and reveal various drivers that can determine the success of retention campaigns. 
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Interpretability also indicates drivers that might steer personalization efforts. The findings in Table 2 

distinguish between global and local interpretability (Molnar, 2019). The former seeks insights into 

the overall uplift model’s predictions, over all customers for all possible variables’ values. The latter 

instead supports interpretations at a more granular level, typically at customer level which is the 

lowest level of granularity. We also include segment level which is an important decision level in 

customer retention management (Maldonado et al., 2021). Most previous uplift modeling research 

focuses on global interpretability (e.g. Ascarza, 2018; Guelman et al., 2012), but decision makers in 

B2B contexts often require local interpretability to manage customer retention on a more granular 

level (Tamaddoni Jahromi et al., 2014). For example, Gubela and Lessmann (2020) acknowledge the 

importance of  looking at customer subsets to evaluate business outcomes. They propose to rank 

customers based on their predicted individual treatment effects and only consider the top deciles for 

further discussion. Therefore, together with the new segmented model, we propose a visualization 

framework that satisfies local interpretability requirements, as detailed further in Section 5. The 

importance of inherently interpretable models  for decision making is acknowledged in recent 

research (Rudin, 2019).  In line with recent advances in customer retention management, uplift LLM 

is inherently interpretable and thus does not require model-agnostic techniques such as partial 

dependence plots, depicting the functional relationship between one or a few independent variables on 

the dependent variable, or variable importance to derive interpretable output.  
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Reference Context Uplift Model Type Segmented 
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(Chickering & Heckerman, 2000) Advertising  X       X  X  

(Hansotia & Rukstales, 2002) Purchase X X       X  X  

(Radcliffe, 2007) Purchase & churn X X       X  X  

(Rzepakowski & Jaroszewicz, 

2012b) 

Purchase  X       X  X  

(Guelman et al., 2012) Churn   X      X  X  

(Kane et al., 2014) Inquiry/buy & online visit & 

profit 

X        X  X  

(Guelman et al., 2015) Purchase   X      X  X  

(Sołtys et al., 2015) Online visit   X      X  X  

(Cao et al., 2017) Purchase X        X  X  

(Zaniewicz & Jaroszewicz, 2017) Online visit     X    X  X  

(Michel et al., 2017) Purchase  X       X  X  

(Zhao et al., 2017) Purchase   X X X X   X  X  

(Devriendt et al., 2018) Purchase, online visit, response & 

churn 

X  X X     X  X  
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(Ascarza, 2018) Churn   X      X  X  

(Gubela et al., 2019) Purchase X  X  X X X    X  

(Lemmens & Gupta, 2020) Churn    X     X  X  

(Gubela et al., 2020) Purchase & purchase amount X  X X X X X  X  X  

Our study Churn X X X     X  X X X 

Table 2: Studies of uplift modeling in the marketing domain 
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3. Uplift logit leaf model and building blocks 

The uplift LLM is a two-step algorithm designed for segmented uplift modeling, to provide 

segment-specific insights. Methodologically, uplift LLM relies on uplift decision trees and uplift logistic 

regressions, which are complementary (Lo, 2002; Rzepakowski & Jaroszewicz, 2012a). That is, the uplift 

decision tree can find interaction effects, whereas the uplift logistic regression deals better with linear 

relationships. Their combination in the uplift LLM algorithm thus should increase overall model 

performance. Furthermore, the algorithm represents an uplift modeling extension of the LLM, originally 

developed for traditional customer churn prediction (De Caigny et al., 2018), for which empirical 

confirmation demonstrates the beneficial effects of combining decision trees with logistic regressions 

based on a benchmarking study on 14 data sets. De Caigny et al (2018) also discusses how LLM differs 

from conceptually similar models such as logistic model trees (Landwehr et al., 2005). 

Figure 2 presents a conceptual representation of the uplift LLM algorithm and data flows. It 

requires a set S of customers that receive a retention campaign, as the treatment group, and another group 

that did not, as the control group. Uplift is defined as a decrease in the churn probability, as a result of 

receiving the retention campaign. This approach employs the Neyman-Rubin framework to estimate the 

uplift, i.e. the Individual Treatment Effect (ITE), in terms of potential outcomes (Rubin, 1978; Splawa-

Neyman et al., 1990). The ITE is estimated by contrasting the potential outcomes that would be obtained 

when applying and when not applying the treatment, and which are estimated by the uplift model. The 

true ITE is unobserved for any instance in real-world applications. However, it can be estimated under 

assumptions that highly depend on external information. For example, a clear understanding of the 

assignment mechanism that is employed to apply the treatment to subjects. First, the Stable Unit 

Treatment Value (SUTVA) (Rubin, 1978) assumption states that the potential outcomes for a subject are 

unaffected by the treatment assigned to other subjects. That is, the churn value of outcome Y for customer 

i when treatment T is applied will remain the same, regardless of the assignment mechanism or the 

treatments received by other customers, i.e., no spillover or network effects. Second, the positivity or 

common support assumption guaranties that the probability of a customer to be treated is positive, i.e., 

P(T = 1|x) > 0. This assumption makes it possible to find suitable matches between instances in the 

treatment and the control group. Namely, there is overlap on observed variables X between the treated 

and control subjects. Third, under ignorability, also known as unconfoundedness (Rosenbaum & Rubin, 

1983) or selection on observables, the potential outcomes are independent of the treatment, conditional on 

the observed variables (Yt independent of T given X). Ignorability indicates that one can ignore under 

what rule subjects are assigned to either treatment group. However, the selection of the variables to 

condition depends largely on domain knowledge. All customers in S also are divided into n ∈  ℕ� 
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segments (S1, S2,…, Sn) based on the decision rules of an uplift DT. Subsequently, for every segment, an 

uplift LR then is fitted, resulting in a segment-dependent uplift probability estimate for every customer. 

This segmented approach thus reveals segment-specific uplift drivers. 

 

Figure 2: Overview of the uplift LLM algorithm 

The first step divides the customer set into various segments using the decision rules of an uplift 

DT. Decision tree–based approaches rely on adaptations of well-known decision tree induction algorithms 

(Gubela et al., 2020). Candidate splits are evaluated according to a quality measure that indicates whether 

a split can maximize the impact of the retention campaign. The best splits then get iteratively selected 

until a certain stopping criterion is met. Divergence-based splitting criteria for growing uplift trees, as 

based in information theory, is often used in uplift modeling (Rzepakowski & Jaroszewicz, 2012a). The 

objective of every split is to maximize the distance between churn distributions in the treatment and 

control groups in the child nodes. The fraction of churners and non-churners in the treatment groups thus 

should be as different as possible to the fraction of churners and non-churners in the control group. 

Divergence measures indicate the difference in churn distribution in both child nodes. Through repeated 

splitting of nodes, more complex models gradually emerge, but so does the risk of overfitting, in which 

case the uplift DT is modeling idiosyncratic characteristics of the data set that hinders generalizability. To 

deal with complexity, and thus the overfitting risk, uplift DT algorithms include a post hoc pruning step, 

as a complexity reduction technique, which removes parts of the tree that do not provide enough power 

for the classification of customers. In addition, hyperparameters can control the complexity of the tree 

according to specified boundaries. For example, a minimal leaf size would limit the minimum number of 

customers in the nodes, as a stopping criterion. 

The second step in the uplift LLM algorithm fits the uplift LR for every segment s. The uplift DT 

employs a hard-split criterion, meaning that every customer i can only belong to a single segment s. From 

a modeling perspective, the treatment and control group might be grouped into a single training sample, to 
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estimate the uplift model (Cao et al., 2017; Lo, 2002). The group origin (i.e., treatment or control) of a 

customer i is flagged by a treatment dummy variable Ti. The segment specific uplift logistic regression 

thus accounts for the customer’s characteristics Xi, the churn indicator ��, the treatment variable Ti, and all 

possible interactions among the customers’ characteristics and treatment XiTi. The predicted uplift is the 

difference between churning when not treated minus the probability of churning when treated. Using 

Equation 1, uplift for customer i then can be estimated as: 

�� =
������ + ��

����

1 +  ������+ ��
����

−
������ + �� + ��

��� +  �′���

1 +  ���"�� + �� + ��
��� +  �

���#
, �2� 

where αs denotes the segment specific intercept, βs is the segment’s main effect of the customer 

characteristics, and δs indicates the segment specific main treatment effect (Lo, 2002). 

4. Experimental design 

4.1. Data set 

The experiment is based on real-world data from a European B2B software company. The 

company provides process automation software that is offered to customers worldwide as renewable 

contracts. The data set contains 6,432 observations, and each observation represents a customer contract 

with the focal firm. For each customer, the independent variables are observed over the complete contract 

period, but the dependent variable is observed only over the six-month window after a contract renewal 

date. This contract renewal date varies across customers. If a customer does not to renew its contract after 

six months, we define it as a churner. The retention campaign targeted 1,399 customers, and a churn rate 

of 17.58% was observed (see Table 3). For the control group, the churn rate was higher, at 19.29%. The 

baseline uplift represents the overall effect of the retention campaign on the churn rate, calculated as the 

difference between the churn rate of the control group minus the churn rate of the treatment group, which 

equals 1.71%. 

 Number of Customers % Number of 

Churners 

Churn Rate (%) Uplift 

Treatment 1,399 21.75% 246 17.58% 1.71% 

Control 5,033 78.25% 971 19.29%  

Total 6,432 100.00% 1,217 18.92%  

Table 3: Data set characteristics 

The customer information produces 144 independent variables, which can be categorized 

according to the focal sales funnel, which involves the distributor, the reseller, and the customer. 

Variables at the distributer and reseller levels refer to the characteristics of specific intermediaries linked 

to the customer. The category with the most variables is the customer level. Representing the 
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characteristics of the end customer, this wide range of variables can be grouped into four categories: 

firmographics (e.g., customer industry, size), behavioral (e.g., website visits, campaign data), product 

usage (e.g., number of times a specific action is performed with the product), and relationship (e.g., 

length). Table 4 presents an overview of the categories and subcategories of variables considered, as well 

as an exact count of variables in each (sub)category.  

Category Subcategory Number of Variables 

Distributor Firmographics 8 

 Products 3 

 Partnership level 3 

 Relationship with company 2 

Reseller Firmographics 8 

 Partnership level 3 

 Relationship with company 2 

Customer Firmographics 21 

 Behavior 79 

 Product usage 7 

 Relationship with company 8 

Summary statistics of anonymized variables are available upon request. 

Table 4: Independent variables 

For this study, we implement a 5-fold cross-validation experimental design, in line with previous 

uplift literature (Devriendt et al., 2018). With it, we compare different modeling techniques and achieve 

stable, valid experimental results by repeatedly and randomly splitting the data set into training and 

testing sets (Verbeke et al., 2017). That is, we start by splitting the data set randomly into five equally 

sized subsets. In each iteration, four subsets constitute the training set to build the uplift models, and one 

subset is a hold-out test set, designed to validate the generalization performance. Due to the typically 

imbalanced class distribution, the folds are stratified and randomly sampled, to ensure identical 

distributions of the churn variable across folds. Furthermore, we require the distribution of control and 

treatment group observations to be identical across folds, as needed for uplift modeling. Next, the training 

sets are further divided into training (two-thirds of training data) and validation (one-third of training 

data) subsets, to support hyperparameter tuning of the various algorithms, as is standard practice in data 

science (e.g. Devriendt et al., 2018; Verbeke et al., 2012). 

We adopt the uplift decision tree algorithm with a Kullback-Leibler divergence splitting criterion 

(Rzepakowski & Jaroszewicz, 2012a). The uplift logistic regression uses the implementation described in 

Section 3 (Lo, 2002; Radcliffe & Surry, 1999). Both uplift models are popular and frequently used 
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(Devriendt et al., 2018; Gubela et al., 2020). They inform the uplift LLM model. We also consider 

identical hyperparameters to ensure a fair comparison in the experiment, which includes uplift RF as a 

gold standard in terms of model performance, according to prior modeling studies (e.g. Ascarza, 2018; 

Devriendt et al., 2018; Guelman et al., 2015). Table 5 lists the considered hyperparameters, optimized for 

the respective uplift modeling algorithms. For every fold and separately, a grid search over all possible 

hyperparameter combinations in the validation set indicates the best combination, before we build the 

model on the complete training data. The stepwise variable selection in the uplift LR uses a general 

wrapper approach based on the Qini metric. This iterative process for selecting an optimized subset of 

variables will develop models by adding more variables until no performance gains are achieved. We 

refer to Devriendt et al. (2018) for a detailed description of Qini based variable selection and the 

algorithmic procedure. 

Algorithm Hyperparameter Settings 

Uplift DT Max depth of the tree [1, 2, 3, 4, 5] 

Minimum number of observations in a node 20 

Minimum number of control observations in terminal node [5, 10, 20, 50, 75, 100] 

Minimum number of treatment observations in terminal node [5, 10, 20, 50, 75, 100] 

Uplift LR Stepwise variable selection method [None, forward-Qini] 

Uplift LLM Max depth of the tree [1, 2, 3, 4, 5] 

Minimum number of observations in a node 20 

Minimum number of control observations in terminal node [5, 10, 20, 50, 75, 100] 

Minimum number of treatment observations in terminal node [5, 10, 20, 50, 75, 100] 

Stepwise variable selection method [None, forward-Qini] 

Uplift RF Number of variables to be tested in each node [3, 4, 5] 

Splitting rule Euclidean distance 

Number of trees [100, 200, 300] 

Minimum number of observations in a node  20 

Minimum number of control observations in terminal node [5, 10, 20, 50, 75, 100] 

Minimum number of treatment observations in terminal node [5, 10, 20, 50, 75, 100] 

Table 5: Hyperparameter settings of considered uplift models 

4.2. Qini coefficient 

The evaluation of uplift models is more challenging than that of predictive models, because the 

true value of the target variable is not observed, so we cannot know the net effect of the treatment, given 

that a customer can only belong to the control or treatment group, not both. Therefore, evaluation metrics 
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in uplift modeling rely on groups rather than individual customers (Devriendt et al., 2018). The Qini 

metric is a well-established evaluation measure—an extension of the well-known Gini coefficient that 

assesses goodness of fit (e.g. Devriendt et al., 2018; Radcliffe, 2007).  

Specifically, the Qini metric is based on a gains charts for uplift or Qini curve. Figure 3 depicts 

the Qini curves for random targeting and an uplift model, which plot the cumulative differences in churn 

rates between control and treatment groups as a function of a selected fraction of customers, ranked from 

high to low predicted uplift. The dotted line represents the incremental gains achieved by randomly 

targeting customers. The value at 100% of the population targeted equals total uplift. In this example, the 

total uplift is 10%. The theoretical maximum uplift equals the churn rate, which would imply that the 

treatment is 100% effective and converts all churners to non-churners. The Qini metric is derived from 

the incremental gains curve; it measures the area between the Qini curve of the uplift model (i.e., full line) 

and the incremental gains achieved through random targeting of customers (i.e., dotted line). The Qini 

metric can be calculated at different levels and is a good metric for comparing the performance of 

different models on a given data set, using a single value (Devriendt et al., 2018). 

 

 

Figure 3: Incremental gains in a Qini curve 
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5. Results and managerial insights 

5.1. Predictive performance 

In this section, we report the experimental results and compare the predictive performance of 

uplift LLM with three popular uplift algorithms. Table 6 details predictive performance in terms of the 

overall Qini metric, as well as the top 30% and top 10% Qini scores, averaged over the 5-fold CV. Values 

between brackets indicate standard deviations. The best performing algorithm is underlined for each level 

of the Qini scores. As Table 6 confirms, uplift LLM performs best at all considered levels, meaning that it 

performs better than its constituent building blocks, uplift DT and uplift LR, and it also outperforms the 

state-of-the-art uplift RF algorithm. All differences with uplift LLM and the considered uplift algorithms 

are significant based on a pairwise comparison using dependent sample t-tests. Other splitting criterions 

for uplift RF (i.e. Kullback-Leibler, Chi-squared and interaction method) did not give significant 

improvements over the Euclidean distance splitting criterion. 

Figure 4 plots the Qini curves for the uplift LLM and three selected algorithms together with a 

baseline based on randomly targeting. Note that the results are based on the 5-fold CV (Devriendt et al., 

2018). The x-axis refers to the proportion of targeted customers, and the y-axis depicts the average 

cumulative incremental gains or cumulative uplift, expressed as a proportion of the population, over the 

different folds. This represents the cumulative difference in churn rate between customers in the control 

and the treatment condition as a function of the selected fraction of customers, ranked based on their 

uplift scores. In Figure 4, all algorithms perform better than the baseline, except for uplift LR when 

targeting 10% of total customers, which actually results in a negative Qini value. The uplift LLM clearly 

outperforms the selected algorithms at every proportion of customers targeted. All algorithms achieve 

their optimal uplift value when targeting around 60%–80% of all customers. From a managerial 

perspective, these results indicate that uplift modeling is a viable strategy for designing effective customer 

retention campaigns that target the proportion of customers that results in the greatest uplift. Moreover, 

uplift LLM performs best, so it provides the most appropriate option for ranking customers and 

maximizing the outcomes of the retention campaign. Uplift LLM has on average a lower number of 

segments (mean= 4.00, sd.= 3.08) than the uplift DT (mean=6.00, sd.= 4.12). The number of variables in 

the segment specific uplift LR of the uplift LLM (mean = 10.80, sd.= 6.40) is also on average lower than 

in uplift LR (mean=37.00, sd.= 4.40).  

Algorithm Qini Qinitop30% Qinitop10% 

Uplift LLM 4.5646 (0.0059) 0.5838 (0.0005) 0.0649 (0.0001) 

Uplift DT 1.9344*** (0.1949) 0.2852*** (0.0726) 0.0280*** (0.0189) 

Uplift LR 2.1869*** (0.7287) 0.1955*** (0.1825) -0.0010 *** (0.0257) 
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Uplift RF 3.2543*** (0.1301) 0.4811*** (0.0185) 0.0558** (0.0020) 

***, **, * indicate significance differences with uplift LLM at the 99%, 95%, 90% confidence level, respectively  

Table 6: Qini performance of uplift LLM and selected uplift algorithms 

 

 

Figure 4: Qini curves for all uplift techniques 

5.2. Interpretability of uplift LLM 

This section describes how to interpret the uplift LLM algorithm at global and local levels, then 

use it as a decision-making tool to optimize B2B retention campaigns. The presented model is based on 

the first fold of the experiment and hyperparameters are optimized according to the procedure described 

in Section 4.1. The output of the uplift LLM can be interpreted from a global perspective, which 

marketers can use to find an optimal proportion of customers to be considered for targeting. Figure 5 

details the incremental gains achieved with the uplift LLM model, whose output ranks customers 

according to their predicted uplift scores, from highest (left side of x-axis) to lowest (right side of x-axis). 

Decision makers can use this information to select customers to target with a retention campaign, 

according to the effectiveness of the retention offer for reducing predicted churn. The greatest impact of 

the retention campaign appears to occur when targeting around 60% to 70% of the population, which 

results in an uplift of 6%. Comparing the uplift LLM with uplift DT and Uplift LR, the uplift LLM 

returns a concise model. Uplift LLM returns 4 segments, while an uplift DT on the same data has 8 leaf 

nodes. Also, the segment specific uplift LRs have on average only 3 variables, while a global uplift LR 
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trained on the same data resulted in 34 variables. Figure 6 shows the relative proportion of every segment 

in different deciles based on ITE. The Customers in the top decile, for example, all belong to segment 3, 

which is a segment with a very high uplift. Note that also some customers of segment 3 are in decile 10, 

with the lowest ITE. This is because the second stage uplift LR in the uplift LLM models allows for 

personalized estimates. Selection of customers to target should thus happen across segments. 

From a local perspective or segment level, Table 7 also presents the output of the uplift LLM 

model as a comprehensible decision table that supports customer retention decision making. The customer 

base gets split into four segments by the uplift DT, according to three rules that we detail subsequently. 

The first decision rule is based on whether the customer’s contact person has a managing role. The 

company has for around 52% of their customers a direct contact with a person in a managing role. 

Segments 1 and 2 have higher churn rates in the control group (%churn C column) than do Segments 3 

and 4, so a contact with a customer who has managerial responsibilities clearly yields a beneficial effect 

on churn. Managers are often budget owners who make the final decision about how to spend their 

budgets, such as by renewing the software subscription. Directly targeting a retention campaign toward 

the decision maker tends to be more effective, which might explain this beneficial effect. 

To assess the effect on uplift, we observe differences over different segments. If the contact 

person is not the manager, as in Segments 1 and 2, a second decision rule refers to the number of pages 

visited (�̅ = 22.69, sd.= 105.7, min.= 0, max. = 4,052), to determine for which customers the retention 

offer is likely to be effective. Segment 1 has substantially lower uplift than the general value of 1.71%; 

these customers should not be targeted. This finding also is reflected in the positive treatment effect (i.e., 

treatment increases churn probability) in the segment-specific uplift LR (Treat β = 0.03). Segment 2 

instead shows a large positive uplift effect, indicating that these customers should be prioritized in the 

retention campaign. Again, we find confirmation in the uplift LR for this segment, which indicates a 

negative treatment effect (Treat β = -0.46), such that the churn probability drops after treatment. A 

significant, positive interaction effect between the number of campaigns in the previous quarter and 

treatment also arises (Nbr campaigns LQ:Treat β = 0.04), so customers who received a lot of marketing 

communications during the previous quarter are less keen to respond positively to a personalized retention 

offer. Perhaps they reached saturation with regard to marketing communication from the focal firm (Tellis 

et al., 2005). Note that different variables across segments might be selected in the uplift LR which 

signals relevant, segment-specific uplift drivers. 

In Segments 3 and 4, the contact person is the manager, but we can distinguish them using a third 

decision rule, based on duration, or the length of the customer’s current contract (�̅ = 374.5, sd.= 25.4, 

min.= 38, max. = 729). Targeting customers with a short duration (Segment 3) is beneficial, according to 

the negative treatment effect in the uplift LR (Treat β = -1.59). Customers with a long duration (Segment 



21 
 

4) should not be targeted though, because we observe a positive treatment effect (Treat β = 0.91). The 

retention campaign arguably might increase the salience of past usage patterns among potential churners 

and lead them to reevaluate the contract (Ascarza et al., 2016). To reduce churn in this group, the focal 

firm might consider other, more effective offers.  

To confirm these recommendations for retention targeting, in Figure 7 we present the incremental 

gains for each segment. The visual analysis of these graphs confirms that Segments 2 and 3 are the most 

effective to target with retention campaigns. Moreover, these graphs indicate the optimal proportion of 

customers to target in each segment, which decision makers can leverage to optimize the returns on their 

retention campaigns. For example, Segment 3 exhibits an uplift of around 9% obtained from targeting 

about 40% of the customers—significantly greater than the 6% achieved by random selection at the same 

level. In Figure 8, we present the partial dependence plot between the value per month on the x-axis and 

the churn probability on the y-axis for Segment 3. The churn probability is clearly lower after the 

treatment, due to both the treatment effect (Treat β = -1.59) and its interaction with value per month 

(Value per month:Treat β = -0.01). Churn is higher for lower valued contracts, whereas this probability 

falls to null for contracts with the highest value. This finding is in line with business expectations, in that 

contracts with the highest value generally feature the most loyal customers, for which the importance of 

the software gradually grows as they build more internal know-how about its uses. 

 

 

Figure 5: Cumulative incremental gains over all segments 
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Figure 6: Proportion of customers from a certain segment in every decile (1= top decile) 

based on ITE
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 Step 1: uplift DT Step 2: uplift LR 
Segme

nt 

Decision Rules 

Rule 1                            Rule2 

#obs. %churn 

C 

%churn 

T 

Uplift 

segment 

Int. Variable Treatment Interaction effect 

       (Int.) Activity 1 LQ Treat Activity 1 LQ:Treat 

1 Jobtitle contact ≠ 
manager 

Nbr pages visited < 
10 

1,480 24.11% 23.06% 1.05% 1.11*** -0.07*** 0.03*** 0.02*** 

       (Int.) Nbr campaigns LQ Treat Nbr campaigns LQ:Treat 

2 Jobtitle contact ≠ 
manager 

Nbr pages visited ≥ 
10 

969 30.19% 14.86% 15.33% 0.64*** -0.27*** -0.46*** 0.04*** 

       (Int.) Value per month Treat Value per month:Treat 
3 Jobtitle contact = 

manager 
Duration < 382 1,833 15.78% 1.42% 14.36% 1.28*** -0.01*** -1.59*** -0.01*** 

       (Int.) Nbr.employees reseller Treat Nbr.employees reseller:Treat 
4 Jobtitle contact = 

manager 
Duration ≥ 382 864 15.64% 25.0% -9.36% 1.78*** 0.01*** 0.91*** -0.01*** 

***, **, * indicate significance at the 99%, 95%, 90% confidence level, respectively  

Table 7: Decision table for the uplift LLM model 
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Figure 7: Cumulative incremental gains by segment 
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Figure 8: Value per month and churn probability for control and treatment group in 

segment 3 

Note: Value per month is multiplied by a random variable, for confidentiality reasons. 

6. Discussion 

6.1 Conclusion 

AI is booming and will add $13 trillion to the global economy over the next decade (Fountain et 

al., 2019). The technologies that enable AI are advancing rapidly and becoming increasingly affordable, 

which makes AI a value tool in the arsenal of all marketeers (Lamm, 2020). Indeed, academics and 

practitioners realize the benefits of using AI tools for B2B marketing, reinforced by the abundance of 

available big customer data. For instance, Zhang et al. (2020) found that big data analytics intelligence 

has a positive impact on firm performance through improved mass-customization capabilities in B2B 

markets. Extant B2B customer retention management literature focused mainly on customer churn 

prediction modeling as a popular AI tool (Barfar et al., 2017; Chen et al., 2015; Gordini & Veglio, 2017; 

Tamaddoni Jahromi et al., 2014), employed to identify customers at risk of ending their relationship with 

the firm. However, recent literature has demonstrated that companies should switch from predictive to 

prescriptive analytics; in other words, B2B firms should not target customers solely on the basis of their 

propensity to churn but rather should estimate the net effect of retention campaigns (e.g. Ascarza, 2018).  



26 
 

In this regard, this study highlights the beneficial impact for both academics and practitioners of 

an effective, accurate, data-driven uplift model to select customers to include in a retention campaign as 

to improve its effectiveness. In other words, the ROMI is maximized by targeting only these risky 

customers for whom the retention campaign is effective, i.e. these customers will churn if not targeted, 

but continue the relationship with the company as a response to the retention offer of the company. We 

introduce uplift modeling in a B2B customer churn setting and apply it to a real-life uplift churn data set 

with 6,432 customers of a European software provider. We further propose an interpretable, segmented 

uplift modeling approach, i.e. the uplift LLM, and showcase its superiority in terms of predictive 

performance and interpretability against three well-established uplift algorithms. Therefore, our research 

study offers important contributes to several research streams. First, we contribute to the B2B customer 

retention management literature. Customer retention management is important in B2B because customers 

often have larger purchase amounts and more transactions (Rauyruen et al., 2011). Our extensive 

literature review reveals that customer retention management is often looked at from a B2C perspective, 

while B2B settings receive only limited attention. Further, although various papers looked at the impact 

of analytics and big data in B2B settings (e.g. Farrokhi et al., 2020; Kumar et al., 2020), only a few 

notable exceptions zoom into traditional customer churn prediction modeling as an AI tool to improve 

customer retention management (Gordini & Veglio, 2017; Tamaddoni Jahromi et al., 2014). This study 

suggests the integration of uplift churn modeling as a viable AI-based tool to limit customer attrition in 

B2B contexts, as uplift modeling has proven merits for customer retention management in B2C settings 

(e.g. Ascarza, 2018; Devriendt et al., 2018). 

Second, our study extends the uplift modelling literature stream. From a methodological 

perspective, we introduce uplift LLM, a new uplift model algorithm which combines comprehensibility 

with predictive performance. We compare the performance of the proposed approach against three 

conceptually related, popular uplift algorithms -uplift DT (Rzepakowski & Jaroszewicz, 2012a), uplift LR 

(Lo, 2002), and uplift RF (Guelman et al., 2012) -and demonstrate the superior performance of the uplift 

LLM algorithm over all three algorithms. Thus, scholars and practitioners in the data science field should 

consider segmentation-based uplift modelling approaches for their real-world uplift prediction efforts. 

Third, we contribute to the interpretable data science field. Over the years, the AI domain has 

shifted focus from the pure algorithmic development and implementation to delivering deep marketing 

insights needed for making sound marketing decisions. The new uplift LLM as a segmented prediction 

approach that provides segment-specific insights contributes to this trend. In line with recent literature on 

interpretable data science (Hansen et al., 2013; Vellido, 2019), we provide new insights in the form of 

customized, developed visualizations at the global and segment levels, which are relevant for B2B 

decision making. 
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6.2 Implications for practice 

Our research study suggests several managerial implications. First, marketing managers are 

encouraged to optimize their retention campaigns with the outcomes of uplift churn models instead of 

traditional churn prediction models. Traditional churn prediction models do not fully align with the 

business objective of maximizing the ROMI, i.e. how to maximally reduce customer churn with a given 

retention effort. Traditional churn prediction models focus on the gross outcome, i.e. whether a customer 

will churn, independent of the impact of the retention campaign. This might be problematic as there will 

be customers predicted to churn by the traditional churn prediction model that cannot be retained with the 

retention campaign. These customers should be excluded from the retention campaign as contacting them 

is a waste of resources. The solution to this issue is provided by uplift churn models that focus on whether 

a customer has the intention to churn and will be retained when targeted with the retention campaign. In 

sum, targeting persuadable customers prescribed by an uplift model will not only reduce churn, but will 

do so with lower marketing expenditure. Our results suggest that uplift modeling is a viable strategy for 

B2B firms to fight against customer attrition. 

Second, analytics teams should be stimulated to use segmented uplift prediction models as our 

study proofs that these algorithms are not performing worse than their one-model-fits-all-approach 

counterparts like uplift DT (Rzepakowski & Jaroszewicz, 2012a), uplift LR (Lo, 2002), and uplift RF 

(Guelman et al., 2012). Extant marketing literature has shown that segmentation is a valuable tool in a 

variety of contexts, as several groups of customers show different response behavior. For instance, Sood 

& Kumar (2017) show that a time-based customer segmentation combined with a profitability-based 

perspective result in different product adoption behaviors. Our study builds further on this idea by 

showcasing that the uplift LLM approach can generate a data-driven segmentation (step 1) for which each 

segment has specific churn drivers (step 2). 

Third, B2B firms should realize that managing AI tools for customer retention management is not 

merely a pure black-box methodological issue. Marketing managers need transparent and reliable insights 

offered by AI tools to steer decisions on which customer is at risk of leaving the firm. Our study 

showcases outstanding interpretability of the uplift LLM on the global and local perspective. It allows 

marketeers to optimize their retention campaigns by finding the optimal proportion of customers to target, 

i.e. where the cumulative incremental gains are the highest (global perspective). Further, the uplift LLM 

algorithm outputs a comprehensible decision table that on the one hand gives insight into the decision 

rules needed for defining the segments and delivers insight into segment-specific uplift drivers on the 

other hand (local perspective). This outcome is in line with previous research that found that managing AI 

might not be viewed as merely a technical issue. Extant research (e.g. Duan et al., 2019; Dwivedi et al., 

2021) found that AI technologies should be designed to seamlessly integrate with human being’s 
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capabilities and knowledge in a certain domain. Therefore, AI-explainability is needed for making sound 

marketing decisions, and optimizing the collaboration between human and AI is needed. Our uplift LLM 

approach is designed to complement the algorithmic with the interpretability side of AI, and therefore 

finding a common goal with marketing managers in fighting attrition. In discussing the comprehensible 

output of the uplift LLM, we show how it can help decision makers design better customer retention 

management initiatives. The segmented approach uncovers significant differences across segments, and 

we propose a strategy to target the most fruitful segments. 

6.3 Limitations and Future Research Direction 

This study also has some limitations that hold valuable avenues for further research. First, the 

current study leverages a unique, real-world data set in a B2B setting, with more than 6,000 customers. 

Ideally, the results would be validated with several data sets, but company collaboration to share this type 

of data is not obvious, because companies realize that these customer data are of strategic importance. 

Similar to other studies in B2B contexts (Gordini & Veglio, 2017; Tamaddoni Jahromi et al., 2014), we 

thus rely on a single data set that we review thoroughly. To confirm our results, further research might 

gather multiple data sets across different B2B contexts. Additionally, a simulation study might help to 

further explore several impacting factors of uplift LLM in a controlled environment. Second, our study 

focuses on a B2B setting in which uplift modeling has not been established. It would, however, be 

interesting to validate the uplift LLM model in a B2C setting or on other applications such as customer 

acquisition modeling or offline marketing promotions. Third, the uplift LLM demonstrates the merits of a 

segmented approach to uplift modeling. We use an uplift DT with the Kullback-Leibler divergence 

splitting criterion to define segments; other uplift DT splitting criteria and intelligent ways to segment the 

customer base might be tested too. Further research could for example experiment with uplift specific 

splitting criterions or unsupervised approaches. The uplift LLM algorithm could also be adjusted based on 

learning to rank approaches, originated in the information retrieval domain, to learn the ranking of 

customers more explicitly (Devriendt, Van Belle, et al., 2020). Fourth, our model unveils a segment for 

which the uplift is negative, and the retention campaign increases its churn probability. This insight could 

be leveraged to design multiple, segment-specific incentives to combat customer churn. To incorporate 

multiple incentives, our single-treatment approach would need to be extended to a multi-treatment setting, 

which is beyond the scope of the current study.  
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