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ISOMORPHISMS AMONG QUANTUM GROTHENDIECK RINGS

AND PROPAGATION OF POSITIVITY

RYO FUJITA, DAVID HERNANDEZ, SE-JIN OH, AND HIRONORI OYA

Abstract. Let (g, g) be a pair of complex finite-dimensional simple Lie algebras
whose Dynkin diagrams are related by (un)folding, with g being of simply-laced type.
We construct a collection of ring isomorphisms between the quantum Grothendieck
rings of monoidal categories Cg and Cg of finite-dimensional representations over
the quantum loop algebras of g and g respectively. As a consequence, we solve long-
standing problems : the positivity of the analogs of Kazhdan-Lusztig polynomials and
the positivity of the structure constants of the quantum Grothendieck rings for any
non-simply-laced g. In addition, comparing our isomorphisms with the categorical
relations arising from the generalized quantum affine Schur-Weyl dualities, we prove
the analog of Kazhdan-Lusztig conjecture (formulated in [17]) for simple modules
in remarkable monoidal subcategories of Cg for any non-simply-laced g, and for any
simple finite-dimensional modules in Cg for g of type Bn. In the course of the proof
we obtain and combine several new ingredients. In particular we establish a quantum
analog of T -systems, and also we generalize the isomorphisms of [24, 26] to all g in
a unified way, that is isomorphisms between subalgebras of the quantum group of g
and subalgebras of the quantum Grothendieck ring of Cg.
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1. Introduction

1.1. For a complex finite-dimensional simple Lie algebra g, the associated quantum
loop algebra Uq(Lg) serves as a natural quantum affinization of g. It can be obtained
as a subquotient of the quantum affine algebra Uq(ĝ) corresponding to the level zero

representations and hence inherits a structure of Hopf algebra over Q(q). In particular,
finite-dimensional representations over Uq(Lg) form a rigid monoidal category Cg, whose
structure is quite intricate. For example, in contrast to the classical finite-dimensional
representation theory of g, it is neither semisimple as an abelian category nor braided
as a monoidal category. Since the naissance of quantum groups in the middle of the 80s
in the context of solvable lattice models in physics, the category Cg has been intensively
studied from various perspectives.

From the representation-theoretic point of view, many fundamental results were ob-
tained in the 90s. Chari-Pressley [5, 6] gave a complete classification of simple represen-
tations in Cg in terms of the Drinfel’d polynomials. After that, motivated by the theory
of deformed W-algebras, Frenkel-Reshetikhin [10] introduced the notion of q-characters
of representations in Cg as a natural quantum loop analog of the usual characters for g.
Their basic properties were studied in a subsequent work by Frenkel-Mukhin [9]. These
results particularly imply that the Grothendieck ring K(Cg) is a commutative poly-
nomial ring generated by the classes of fundamental modules, whose q-characters are
computable by Frenkel-Mukhin’s combinatorial algorithm. These fundamental modules
also have crystal bases [33] (up to a spectral parameter shift). Moreover, every simple
module L(m) in Cg can be obtained as a head of a unique ordered tensor product of
fundamental modules, called the standard module M(m). Herem belongs to an ordered
set M of dominant monomials which serves as a parameter set for simple modules in
Cg (which is comparable with the set of Drinfel’d polynomials).

In this paper, we are particularly interested in the next step : the fundamental
problem to determine the dimensions and q-characters of simple modules. One possible
approach is to compute the q-characters of simple modules from those of standard
modules with a Kazhdan-Lusztig type algorithm explained below.

1.2. When g is simply-laced (i.e., of type ADE), a remarkable Kazhdan-Lusztig type
algorithm was established by Nakajima based on the geometry of quiver varieties [45,
47]. This algorithm computes the Jordan-Hölder multiplicity Pm,m′ of the simple mod-
ule L(m′) occurring in the standard module M(m). Since we have

[M(m)] = [L(m)] +
∑

m′∈M : m′<m

Pm,m′ [L(m′)]

in the Grothendieck ring K(Cg), this algorithm enables us to compute all the simple
q-characters in principle. It returns the multiplicity Pm,m′ as the specialization at t = 1
of a certain positive polynomial Pm,m′(t) ∈ tZ≥0[t], which can be seen as an analog
of Kazhdan-Lusztig polynomial. These polynomials Pm,m′(t) are constructed from the
quantum Grothendieck ring Kt(Cg) which is a t-deformation of the Grothendieck ring
K(Cg) [47, 55]. Here we emphasize that the quiver varieties play an essential role to
guarantee the validity of the algorithm Pm,m′(1) = Pm,m′ and the positivity of Pm,m′(t).
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When g is non-simply-laced, the above theory is not applicable for the absence of a
fully developed theory of quiver varieties. However, one can still formulate a conjec-
tural Kazhdan-Lusztig type algorithm for general g as it is possible to construct the
quantum Grothendieck ring Kt(Cg) in a purely algebraic way. This is what the second
named author established in [18, 17]. In this algebraic setting, a certain quantum torus
Yt is obtained from a different construction involving formal power series of elements
in the quantum affine algebra which can be seen as vertex operators. Then, mimicking
[47, 55], the quantum Grothendieck ring Kt(Cg) is defined inside Yt as a Z[t±1/2]-
subalgebra whose specialization at t = 1 is identical to K(Cg) via the q-character map
(the purely algebraic proof of the existence of Kt(Cg) in [17] works in non simply-laced

types as well). By the same arguments as in [47], Kt(Cg) has a standard Z[t±1/2]-basis
{Et(m)}m∈M, whose members are called the (q, t)-characters of standard modules. Un-
der the specialization Kt(Cg) → K(Cg), the element Et(m) corresponds to the class
[M(m)] and hence the name. As an analog of the Kazhdan-Lusztig basis, we can con-

struct a canonical Z[t±1/2]-basis {Lt(m)}m∈M of Kt(Cg) characterized by the invariance
under a standard bar-involution and the unitriangular property

Et(m) = Lt(m) +
∑

m′∈M : m′<m

Pm,m′(t)Lt(m
′)

for some Pm,m′(t) ∈ tZ[t]. The polynomials Pm,m′(t) are nothing but the desired analogs
of Kazhdan-Lusztig polynomials.

1.3. With the above construction, the following conjectures naturally arise.

Conjecture 1.1 (Analog of Kazhdan-Lusztig conjecture, [17, Conjecture 7.3]). Under

the specialization Kt(Cg) → K(Cg), the element Lt(m) corresponds to the class [L(m)]
for any m ∈ M. In particular, we have Pm,m′(1) = Pm,m′ for any m,m′ ∈ M.

Conjecture 1.2 (Positivities in the quantum Grothendieck ring).

(P1) The polynomial Pm,m′(t) has non-negative coefficients, i.e., Pm,m′(t) ∈ tZ≥0[t].
(P2) The structure constants of Kt(Cg) with respect to the canonical basis {Lt(m)}m∈M

have non-negative coefficients.

(P3) In the quantum torus Yt, the elements Lt(m) have non-negative coefficients.

Motivated by Conjecture 1.1, we refer to the element Lt(m) as the (q, t)-character
of the simple module L(m). Since they can be computed algorithmically as in the
usual Kazhdan-Lusztig theory, Conjecture 1.1 enables us to compute all the simple q-
characters algorithmically once it is verified. Conjecture 1.2 (P1) was checked in several
small examples and expected generally in [18]. As mentioned before, when g is simply-
laced, all of these conjectures are known to be true by [47, 55] using the geometry of
quiver varieties. On the other hand, they are still unsolved for non-simply-laced g.

In this paper, using the new ingredients that we explain below, we improve this
situation with the following results.

Theorem 1.3 (= Corollary 10.7 + Corollary 11.4 + Theorem 11.7).

(1) For general g, Conjecture 1.2 (P1) and (P2) hold.
(2) If g is of type B, Conjecture 1.1 and Conjecture 1.2 (P3) hold as well.
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Our proof of Theorem 1.3 relies in part on the isomorphisms established in this paper
between quantum Grothendieck rings for non-simply-laced quantum loop algebras and
their unfolded simply-laced ones.

Note that in their recent study of the non-symmetric quantized Coulomb branches
[48, 44], Nakajima and Weekes established a parametrization of simple modules in non-
simply-laced types in terms of simple modules in simply-laced types and proved that
q-characters of simple modules of non-symmetric Kac-Moody algebras are obtained
from those of unfolded symmetric ones by imposing a certain modulus condition. In
particular, they solved the character problem for simple modules by a different ap-
proach. Although they also used a connection between non-symmetric and symmetric
quantum affine algebras, it seems to be different from the one we used in this paper.

1.4. In what follows, we outline our proof of the above main results. First of all, we
notice that the description of the (quantum) Grothendieck ring of the whole category
Cg can be reduced to that of a certain rigid monoidal subcategory CZ,g ⊂ Cg introduced
in [23] (see Section 2.6). Roughly speaking, CZ,g is a Serre subcategory of Cg generated
by the simple modules whose Drinfel’d polynomials have their roots at some integral
powers of q only. From now on, we focus on this skeleton subcategory CZ,g.

1

Now we assume that g is of non-simply-laced type. Then we choose another simple
Lie algebra g of simply-laced type whose Dynkin diagram is obtained by unfolding the
Dynkin diagram of g. In other words, we fix a pair (g, g) of simple Lie algebras whose
Dynkin types are either (Bn,A2n−1), (Cn,Dn+1), (F4,E6) or (G2,D4). To prove the
positivities (P1) and (P2) for non-simply-laced g, we establish the following.

Theorem 1.4 (
.
= Theorem 10.6). There exists an isomorphism of Z[t±1/2]-algebras

(1.1) Kt(CZ,g) ≃ Kt(CZ,g)

which extends an isomorphism (1.3) explained below and which induces a bijection

between the (q, t)-characters of simple modules.

Once we establish an isomorphism (1.1), it propagates the known positivity in
Kt(CZ,g) to the desired positivity in Kt(CZ,g). We note that such an isomorphism
is not unique. In fact, we construct a collection of such isomorphisms (1.1) labeled by
certain combinatorial objects called Q-data, which we explain later in 1.6 (they lead
to the same positivity results). The isomorphisms (1.3) concern subcategories and al-
ready depend on the choice of Q-data (see Theorem 1.5 below). Also we note that our
isomorphisms are not deduced from the results in [48, 44].

The specialization at t = 1 of the isomorphism (1.1) yields an isomorphism between
the usual Grothendieck rings

K(CZ,g) ≃ K(CZ,g).

We note that it is still non-trivial. For example, it does not respect the classes of fun-
damental modules nor of standard modules. We conjecture that it induces a bijection
between the classes of simple modules. In this paper, we prove this conjecture when g

1In the main body of this paper, we only consider the quantum Grothendieck ring of the subcategory
CZ,g ⊂ Cg from the beginning.
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is of type B with a specific choice of Q-data. Then Conjecture 1.1 for type B is obtained
as a corollary. See 1.10.

1.5. Our main step to construct an isomorphism (1.1) is to compare a presentation of
the localized quantum Grothendieck ring2

Kt(CZ,g)loc := Kt(CZ,g)⊗Z[t±1/2] Q(t1/2)

of CZ,g with that of CZ,g.
A presentation of Kt(CZ,g)loc for simply-laced g was previously obtained by B. Leclerc

and the second named author in [24], which revealed that Kt(CZ,g)loc is isomorphic to
the derived Hall algebra of the category RepQ of representations of a Dynkin quiver
Q of the same type as g. Under this isomorphism, the cohomological degree shift [1]
in the derived category Db(RepQ) corresponds to the left dual functor D in the rigid
monoidal category CZ,g. If we restrict it to the subalgebras corresponding to the heart

RepQ of the standard t-structure in Db(RepQ), we get an isomorphism

(1.2) Kt(CQ) ≃ At[N−],

where At[N−] is the quantum unipotent coordinate algebra associated with g, and CQ

is a certain monoidal subcategory of CZ,g defined by using the Auslander-Reiten (AR)
quiver ΓQ of RepQ. Moreover, the isomorphism (1.2) sends the basis of Kt(CQ) formed
by the simple (q, t)-characters to the dual canonical basis of At[N−].

Roughly speaking, the proof in [24] consists of the following two steps:

(i) establish the isomorphism (1.2),
(ii) investigate the relations among the subalgebras Kt(D

kCQ) ⊂ Kt(CZ,g) for k ∈ Z.

Note that the subcategory DkCQ ⊂ CZ,g corresponds to the shifted heart (RepQ)[k]

in Db(RepQ) and in particular we have Kt(D
kCQ) ≃ Kt(CQ) as Z[t

±1/2]-algebras. As
a result, we find two kinds of relations: the quantum Serre relations from (i) and the

quantum Boson relations from (ii), which yields the desired presentation of Kt(CZ,g)loc.
In this paper, we generalize the above story in a unified way including non-simply-

laced cases. As a result, we find that the localized Grothendieck rings Kt(CZ,g)loc
and Kt(CZ,g)loc share the same presentation, which is finally enhanced to the desired
isomorphism (1.1). Our proof also consists of two steps analogous to (i) and (ii) above.

1.6. To generalize the step (i), we need to extend the definition of the subcategory CQ

to the general case. Such a generalization was considered by the third named author
and his collaborators in [38, 53, 51] using the twisted AR quiver ΓQ associated with a
Q-datum Q for g, instead of the AR quiver ΓQ associated with a Dynkin quiver Q in
the last paragraph. The twisted AR quiver is a quiver encoding some combinatorial
information of a certain commutation class in the Weyl group of g (not g) called a
twisted adapted class. It was originally introduced by U. R. Suh and the third named
author in [53]. The notion of a Q-datum is a combinatorial generalization of a Dynkin
quiver (with a height function) introduced by the first and the third named authors in
[13] to give a unified description of these twisted AR quivers. With these notions, we

2In the main body of the paper, it is denoted by KQ(t1/2).
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can define the monoidal subcategory CQ ⊂ CZ,g associated with each Q-datum Q for g
in a suitable way.

As a generalization of the isomorphism (1.2), we prove the following.

Theorem 1.5 (
.
= Corollary 8.7). For each Q-datum Q for g, there exists an isomor-

phism of Z[t±1/2]-algebras

(1.3) Kt(CQ) ≃ At[N−],

which sends the basis of Kt(CQ) formed by the simple (q, t)-characters to the dual canon-

ical basis of At[N−], and the basis formed by the standard (q, t)-characters to the nor-

malized dual PBW-type basis associated with a certain reduced word corresponding to

Q.

It is notable that the quantum unipotent coordinate algebraAt[N−] here is associated
with the simply-laced g (not g). When g is of type B, our isomorphism (1.3) coincides
with the isomorphism established in the previous work [26] of the second and the fourth
named authors. Hence we refer to the isomorphism (1.3) as the HLO isomorphism

in this paper. Our proof of Theorem 1.5 generalizes the arguments in [26] with new
ingredients, in particular the combinatorial theory of Q-data. The essence of the proof is
a comparison between the determinantal identities satisfied by the normalized quantum
unipotent minors in At[N−] (which can be understood as a part of its quantum cluster
algebra structure) and the quantum T -systems in Kt(CQ), where the latter is a newly
obtained result in this paper except for types ABDE as explained in the next paragraph.

1.7. Recall that the T -systems are certain functional relations appearing in solvable
lattice models (see [40] for instance). They were proved to be satisfied by the q-
characters of Kirillov-Reshetikhin modules (KR modules for short) by Nakajima [46]
for simply-laced g and by the second named author [20] for general g. For types
ADE and for type B, their natural t-analogs, which we call the quantum T -systems,
were established in [24] and [26] respectively, as the relations satisfied in the quantum
Grothendieck ring Kt(Cg). In this paper, we prove the quantum T -systems for all g in
a unified way. Strictly speaking, we establish them as a system of relations satisfied
by another kind of elements Ft(m) of Kt(Cg) which contain m corresponding to KR
modules as their unique dominant monomials (see Section 6.3). Although it is not
clear in our formulation (as well as that of [26] for type B) that the quantum T -
systems are satisfied by the simple (q, t)-characters corresponding to KR modules, we
conjecture that it is true (indeed Conjectures 1.1 and 1.2 imply Lt(m) = Ft(m) for any
m corresponding to KR modules).

1.8. The HLO isomorphism (1.3) itself has important corollaries. Since it translates
the known positivities of the dual canonical basis of At[N−] to the desired positivities in
Kt(CQ), we find that (P1) and (P2) in Conjecture 1.2 hold when we restrict ourselves to
the category CQ for some Q-datum Q. Moreover, we can check that the specialization
at t = 1 of the HLO isomorphism coincides with the isomorphism K(CQ) ≃ At=1[N−]
induced from the generalized quantum affine Schur-Weyl duality functors studied in
[27, 30, 38, 51, 11, 49]. It is known that the latter isomorphism sends the basis of K(CQ)
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formed by the classes of simple modules to the specialization of the dual canonical basis
of At=1[N−]. Thus it implies the following.

Theorem 1.6 (
.
= Corollary 9.8). The analog of Kazhdan-Lusztig conjecture, i.e., Con-

jecture 1.1 holds for the category CQ for any Q.

1.9. Next we consider the analog of step (ii) for general g. To prove that the desired
quantum Boson relations are satisfied in Kt(CZ,g), we have to check several commuta-
tion relations between the (q, t)-characters of fundamental modules. For this purpose,
we need to know the singularities of the normalized R-matrices between the fundamen-
tal modules. Fortunately, the denominators of these R-matrices are already known due
to many works [1, 8, 12, 27, 50, 51]. Moreover, their relation to the structure con-
stants of the quantum torus Yt was observed by the first and the third named authors
in [13]. Combining these ingredients with the positivities of Kt(CQ) (discussed in the
last paragraph), we can obtain the conclusion.

1.10. Finally, we specialize the situation to the case when (g, g) is of type (Bn,A2n−1).
In this case, we can check that the specialization at t = 1 of our isomorphism (1.1)
with a specific choice of Q-data coincides with another isomorphismK(CZ,g) ≃ K(CZ,g)
obtained by M. Kashiwara, M. Kim and the third named author in [34] through a
categorical relation arising from another example of the generalized quantum affine
Schur-Weyl duality functors. The computation we need in the proof has already been
done in the previous work [26, Section 12] by the second and the fourth named authors.
Since the latter isomorphism K(CZ,g) ≃ K(CZ,g) respects the classes of simple modules,
we immediately obtain the proof of Conjecture 1.1 for this case.

1.11. As mentioned above, in opposition to the case of simply-laced quantum affine
algebras, as far as the authors know, no geometric construction of (co)standard modules
involving non-simply-laced analog of quiver varieties is known or fully developed. Note
however that, in addition to the recent results of Nakajima-Weekes mentioned above,
geometric q-characters formulas of certain modules, including KR modules, have been
obtained in [25] for non-simply-laced types. Also an approach to certain analogs of non
simply-laced quiver varieties have been developed in [15]. This raises the question of a
geometric interpretation of the positivity results we establish in the present paper, in
terms of quiver varieties associated to non-simply-laced quantum affine algebras.

1.12. The authors plan to come back in the near future to the following related
questions. The approach in [26] was based on the study of quantum cluster alge-
bra structures. We will study the compatibility between the isomorphisms of quantum
Grothendieck rings that we establish and the various involved quantum cluster algebras
structures (see [54, 3]). We expect this will also provide new interesting information on
related q-characters and their t-analogs, in the spirit of [25, 3]. We will also investigate
the relation between on one hand the specialization of our isomorphisms to classical
Grothendieck ring isomorphisms, and on the other hand the various isomorphisms ob-
tained via the framework of the generalized quantum affine Schur-Weyl duality [28].
Eventually, we expect our approach and results to hold for integrable representations
of general quantum affinizations of Kac-Moody algebras and for representations in the
category O of a Borel subalgebra of a quantum affine algebra [22].
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Organization. This paper is organized as follows. In Section 2, we recall the definition
of quantum loop algebras and some important properties of their finite-dimensional
representations. In Section 3, we review the definition and some properties of the
quantum Grothendieck ring of the category CZ,g. Section 4 is a recollection on the
combinatorial theory related to Q-data and their twisted AR quivers. In Section 5,
we see several applications of the theory of Q-data to the representation theory of
the quantum loop algebras. In particular, the definition of the monoidal subcategory
CQ is recalled. In Section 6, after reviewing the classical T -systems in term of Q-
data, we establish the quantum T -systems for all g. Section 7 is a brief review of
the quantum unipotent coordinate algebra At[N−] and its quantum cluster algebra
structure. In Section 8, we prove the HLO isomorphism (1.3) for each Q-datum and
obtain its corollaries. In Section 9, we deduce several commutation relations in the
quantum Grothendieck ring which play an important role in the proof of our main
theorem. In Section 10, we prove the desired presentation of the localized Grothendieck
ring and then construct a collection of isomorphisms among the quantum Grothendieck
rings. In particular, we obtain an isomorphism (1.1) and hence the desired positivities
(P1) and (P2) for all g. In the last Section 11, we focus on the case when g is of type
B to prove Conjecture 1.1 and also the remaining positivity (P3).
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Convention. Throughout this paper, we use the following general convention.

• For a statement P, we set δ(P) to be 1 or 0 according that P is true or not. As
a special case, we use the notation δi,j := δ(i = j) (Kronecker’s delta).

• For a totally ordered set J = {· · · < j−1 < j0 < j1 < j2 < · · · }, write

→∏

j∈J

Aj := · · ·Aj−1Aj0Aj1Aj2 · · · ,

→⊗

j∈J

Aj := · · ·Aj−1 ⊗Aj0 ⊗Aj1 ⊗Aj2 · · · .

• For an abelian category C , we denote its Grothendieck group by K(C ). The
class of an object X ∈ C is denoted by [X] ∈ K(C ). Write the subset of K(C )
formed by the classes of simple objects as IrrC . If moreover the category C
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is monoidal with a bi-exact tensor product ⊗, K(C ) is endowed with a ring
structure by [X] · [Y ] = [X ⊗ Y ], which we call the Grothendieck ring of C .

• Let k be a field. For a polynomial f(z) ∈ k[z], we denote its degree by deg(f).
For a rational function f(z) ∈ k(z), we denote by [f(z)]± its formal Laurent
expansion at z±1 = 0, which are elements in k((z)) and k((z−1)), respectively.

2. Quantum loop algebras and their finite-dimensional representations

In this section, we recall the definition of quantum loop algebras and important
properties of their finite-dimensional representations.

2.1. Notation. Let g be a complex finite-dimensional simple Lie algebra of rank n. As
is well-known, it is classified by the Dynkin diagrams of types An,Bn, · · · ,G2. Denote
by r the lacing number of g, that is

r :=





1 if g is of type An,Dn, or E6,7,8,

2 if g is of type Bn,Cn, or F4,

3 if g is of type G2.

We say that g is simply-laced (resp. non-simply-laced) if r = 1 (resp. r > 1). Let
I = {1, 2, . . . , n} be the set of Dynkin indices and C = (cij)i,j∈I the Cartan matrix of
g. We write i ∼ j for i, j ∈ I if cij < 0. Let D = diag(di | i ∈ I) denote the unique
diagonal matrix such that di ∈ {1, r} for each i ∈ I and DC = (dicij)i,j∈I is symmetric.

2.2. Quantum loop algebras. In what follows, for an invertible element x 6= ±1 in
an integral domain and an integer k, we write the standard quantum number

(2.1) [k]x :=
xk − x−k

x− x−1
.

For integers k ≥ l ≥ 0, we set

[k]x! :=

k∏

u=1

[u]x,

[
k
l

]

x

:=
[k]x!

[k − l]x![l]x!
.

Let q be an indeterminate (quantum parameter) and k the algebraic closure of the
rational function field Q(q). For each i ∈ I, we define qi := qdi ∈ k.

Definition 2.1. The quantum loop algebra Uq(Lg) is the k-algebra given by the set of
generators

{k±1
i | i ∈ I} ∪ {x±i,k | i ∈ I, k ∈ Z} ∪ {hi,l | i ∈ I, l ∈ Z \ {0}}

satisfying the following relations:

• kik
−1
i = k−1

i ki = 1, kikj = kjki for i, j ∈ I,

• kix
±
j,kk

−1
i = q

±cij
i x±j,k for i, j ∈ I and k ∈ Z,

• [ki, hj,l] = [hi,l, hj,m] = 0 for i, j ∈ I and l,m ∈ Z \ {0},

• [x+i (z), x
−
j (w)] =

δij

qi − q−1
i

(
δ(z/w)φ+i (w)− δ(w/z)φ−i (z)

)
for i, j ∈ I,

• (q
±cij
i z − w)x±i (z)x

±
j (w) = (z − q

±cij
i w)x±j (w)x

±
i (z) for i, j ∈ I,
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• (q
±cij
i z − w)φεi (z)x

±
j (w) = (z − q

±cij
i w)x±j (w)φ

ε
i (z) for i, j ∈ I and ε ∈ {+,−},

•
∑

g∈Sb

b∑

k=0

(−1)k
[
b
k

]

qi

x±i (zg(1)) · · · x
±
i (zg(k))x

±
j (w)x

±
i (zg(k+1)) · · · x

±
i (zg(b)) = 0, where

b := 1− cij , for i, j ∈ I with i ∼ j,

where δ(z), x±i (z), φ
±
i (z) are the formal power series defined by

δ(z) :=

∞∑

l=−∞

zl, x±i (z) :=

∞∑

l=−∞

x±i,kz
k, φ±i (z) := k±1

i exp

(
±(qi − q−1

i )

∞∑

l=1

hi,±lz
±l

)
.

The quantum loop algebra Uq(Lg) is a sub-quotient of the corresponding (untwisted)
quantum affine algebra and hence has a Hopf algebra structure, which is defined via
another realization of Uq(Lg) (called the Drinfeld-Jimbo presentation).

2.3. Finite-dimensional representations. A finite-dimensional Uq(Lg)-module is
said to be of type 1 if the element ki acts as a diagonal k-linear operator whose eigen-
values belong to the set {qk | k ∈ Z} for each i ∈ I. It is well-known that the study of
finite-dimensional representations of Uq(Lg) reduces essentially to the study of the cat-
egory C of type 1 finite-dimensional Uq(Lg)-modules. This is a k-linear rigid monoidal
tensor category. As a monoidal category, the category C is not braided. Indeed, V ⊗W
is not isomorphic to W ⊗ V for general V,W ∈ C . We say that V and W commute if
V ⊗W ∼=W ⊗ V as Uq(Lg)-modules.

Let V ∈ C . Since the elements {k±1
i , hi,l | i ∈ I, l ∈ Z \ {0}} mutually commute, we

have a decomposition

V =
⊕

γ∈(k[[z]]×k[[z−1]])I

Vγ

where, for each γ = (γ+i (z), γ
−
i (z))i∈I , we define Vγ as the subspace of V on which each

coefficient of the series φ±i (z) − γ±i (z) acts nilpotently for any i ∈ I. If Vγ 6= 0, it is
called an ℓ-weight space and γ is called the corresponding ℓ-weight.

For a simple module L in C , there uniquely exists an ℓ-weight space Lγ0 such that
x+i,kLγ0 = 0 for all i ∈ I and k ∈ Z. The isomorphism class of a simple Uq(Lg)-module

in C is determined by such γ0 (called the ℓ-highest weight of L). Moreover we have the
following.

Theorem 2.2 ([6, Theorem 3.3], [5, Theorem 12.2.6]). If γ = (γ+i (z), γ
−
i (z))i∈I is an

ℓ-highest weight of a simple Uq(Lg)-module in C , for each i ∈ I there exists a unique

polynomial Pi(z) ∈ k[z] with Pi(0) = 1 for i ∈ I such that

(2.2) γ±i (z) = q
deg(Pi)
i

[
Pi(zq

−1
i )

Pi(zqi)

]±
.

Conversely, for any (Pi(z))i∈I ∈ (1 + zk[z])I , we have a simple Uq(Lg)-module in C

whose ℓ-highest weight γ is given by (2.2).

This I-tuple of polynomials (Pi(z))i∈I corresponding to a simple module L is called
the Drinfeld polynomials of L. A non-zero vector in the ℓ-highest weight space Lγ is
called an ℓ-highest weight vector of L. Since dimk Lγ = 1, it is unique up to a scalar.
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2.4. q-characters. Frenkel and Reshetikhin [10, Proposition 1] proved that any ℓ-
weight γ of a Uq(Lg)-module in C is of the form

γ±i (z) = q
deg(Qi)−deg(Ri)
i

[
Qi(zq

−1
i )Ri(zqi)

Qi(zqi)Ri(zq
−1
i )

]±

for some (Qi(z))i∈I , (Ri(z))i∈I ∈ (1 + zk[z])I . For this γ, define a monomial mγ in the

Laurent polynomial ring Z[Y ±1
i,a | i ∈ I, a ∈ k×] by

mγ :=
∏

i∈I,a∈k×

Y
qi,a−ri,a
i,a ,

where Qi(z) =
∏
a∈k×(1− az)qi,a , Ri(z) =

∏
a∈k×(1− az)ri,a .

Theorem 2.3 ([10, Theorem 3]). The assignment

[V ] 7→
∑

γ

dimk(Vγ)mγ

defines an injective algebra homomorphism χq : K(C ) → Z[Y ±1
i,a | i ∈ I, a ∈ k×].

This implies that the Grothendieck ring K(C) is commutative, although the category
C is not braided. The map χq is called the q-character homomorphism. A monomial
which is a product of only positive powers of Yi,a’s is said to be dominant. Write the
simple Uq(Lg)-module in C with ℓ-highest weight γ as L(mγ). Then, by Theorem 2.2,
mγ is dominant, and the set of dominant monomials are in bijection with IrrC via
m 7→ [L(m)].

Following [10], for i ∈ I, a ∈ k×, we set

Ai,a := Yi,aq−1
i
Yi,aqi




∏

j : cji=−1

Y −1
j,a






∏

j : cji=−2

Y −1
j,aq−1Y

−1
j,aq






∏

j : cji=−3

Y −1
j,aq−2Y

−1
j,a Y

−1
j,aq2


 .

As these monomials are algebraically independent, one can define the Nakajima partial
ordering ≤ on the set of monomials in Z[Y ±1

i,a | i ∈ I, a ∈ k×] as follows:

m ≤ m′ if and only if m−1m′ is a product of elements of {Ai,a | i ∈ I, a ∈ k×}.

Theorem 2.4 ([10, 9]). Let m be a dominant monomial. Then all the monomials

occurring in χq(L(m)) −m are strictly less than m with respect to the ordering ≤.

2.5. Twists and duality. For each a ∈ k×, we consider the k-algebra automorphism
τa of the quantum loop algebra Uq(Lg) given by

τa(ki) = ki, τa(x
±
i,k) = akx±i,k, τa(hi,l) = alhi,l,

for i ∈ I, k ∈ Z, l ∈ Z \ {0}. This automorphism τa is a q-analog of the loop rotation
z 7→ az for the loop algebra Lg = g⊗C C[z±]. For a finite-dimensional representation
V in C , the twisted representation τ∗aV by τa again belongs to C . Thus the assignment
V 7→ τ∗aV defines a monoidal auto-equivalence Ta of C . The functors {Ta}a∈k× define
an action of the group k× on the monoidal category C as they satisfy Ta ◦Tb ≃ Tab and
T1 = idC . If we denote by y 7→ ya the Z-algebra automorphism of Z[Y ±1

i,b | i ∈ I, b ∈ k×]

given by Yi,b 7→ Yi,ab, we have Ta (L(m)) ∼= L(ma) for any simple module L(m) ∈ C .



12 R. FUJITA, D. HERNANDEZ, S.-J. OH, AND H. OYA

Recall that the monoidal category C is rigid, i.e. every object V ∈ C has its left dual
D(V ) and right dual D−1(V ) in C .3 Since D ◦D−1 ≃ D−1 ◦D ≃ idC , we can naturally
extend D±1 to a collection of functors {Dk}k∈Z so that we have Dk ◦ Dl ≃ Dk+l for
k, l ∈ Z. Then we have D2 ≃ Tq2rh∨ as endo-functors on C , where h∨ is the dual

Coxeter number of g. See Table 1 in Section 4 below for its explicit value.
Now we consider the Z-algebra automorphism D of Z[Y ±1

i,a | i ∈ I, a ∈ k×] given by

(2.3) D(Yi,a) := Yi∗,aqrh∨ for each i ∈ I, a ∈ k×,

where i 7→ i∗ denotes the involution of the set I induced from the longest element of
the Weyl group of g. See Section 4.1 for its precise definition when g is simply-laced,
while it is trivial when g is non-simply-laced.

Theorem 2.5 (cf. [7, Proposition 5.1(b)], [1, Appendix A], [9, Corollary 6.10]). For

any simple object L(m) ∈ C and k ∈ Z, there exists an isomorphism

Dk(L(m)) ∼= L(Dk(m))

of Uq(Lg)-modules. In particular, we have

χq(D(L(m))) = D(χq(L(m))) = χq(L(D(m))).

Finally, we recall the involution ω of the quantum loop algebra Uq(Lg) as in [4]: it
is defined by

ω(x±i,k) = −x∓i,−k, ω(hi,l) = −hi,−l, ω(ki) = k−1
i

for i ∈ I, k ∈ Z, l ∈ Z \ {0}. Then, for a representation V ∈ C , the q-character of
the twisted representation ω∗V by ω is obtained from χq(V ) by replacing each variable

Yi,a by ω(Yi,a) := Y −1
i,a−1 . In particular, the assignment χq(V ) 7→ χq(ω

∗V ) = ω(χq(V ))

defines a ring automorphism of χq(K(C )). Moreover, if V is a simple module L(m),
then we have

(2.4) ω∗L(m) ∼= L(ω∗m),

where ω∗m is the dominant monomial obtained from m by replacing each variables Yi,a
with Yi∗,a−1q−rh∨ (see [21]).

2.6. The category CZ. In this subsection, we introduce a certain monoidal subcate-
gory CZ of C , which is of our main interest in this paper. For i, j ∈ I, write

dij := min(di, dj).

A function ǫ : I → {0, 1} is called a parity function for g if it satisfies the condition

(2.5) ǫi ≡ ǫj + dij (mod 2) for any i, j ∈ I with i ∼ j.

In what follows, we choose and fix a parity function ǫ for g. Then we define

(2.6) Î := {(i, p) ∈ I × Z | p− ǫi ∈ 2Z}.

Let Y be the subalgebra of Z[Y ±1
i,a | (i, a) ∈ I×k×] consisting of Laurent polynomials in

the variables Yi,qp for (i, p) ∈ Î . Note that we have Ai,qp+di ∈ Y if and only if (i, p) ∈ Î.

3By convention, we choose the coproduct of Uq(Lg) opposite to that of [1, 33], that is why left and
right duals are interchanged in comparison to these papers.
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We denote by M the set of all the dominant monomials in Y. Following [23, Section
3.7], we consider the following category.

Definition 2.6. We define the category CZ as the Serre subcategory of C which satisfies
IrrCZ = {[L(m)] | m ∈ M}.

Proposition 2.7. The category CZ is closed under taking tensor products and applying

the duality functors D±1. Moreover, the q-character homomorphism restricts to the

injective algebra homomorphism χq : K(CZ) → Y.

The subcategory CZ can be regarded as a skeleton of the entire rigid monoidal
category C . Indeed, the description of simple modules in C and hence that of the
Grothendieck K(C ) are essentially reduced to the description of the simple modules in
CZ and that of the Grothendieck ring K(CZ) thanks to the following fact.

Proposition 2.8. Any simple representation V in C can be factorized into a commu-

tative tensor product of the form

V ∼= Ta1(V1)⊗ Ta2(V2)⊗ · · · ⊗ Tad(Vd)

with Vk ∈ CZ and ak ∈ k× for 1 ≤ k ≤ d such that ak/al 6∈ q2Z for all k 6= l.

In this paper, we always work in the subcategory CZ ⊂ C . From now on, we put
Yi,p := Yi,qp and Ai,p := Ai,qp for (i, p) ∈ I × Z for the sake of simplicity. For example,
the algebra automorphism D : Y → Y defined in (2.3) is given by D(Yi,p) = Yi∗,p+rh∨

in this notation. For a monomial m in Y = Z[Y ±1
i,p | (i, p) ∈ Î ], we write

(2.7) m =
∏

(i,p)∈Î

Y
ui,p(m)
i,p

with ui,p(m) ∈ Z.
The Grothendieck ring K(C ) is a polynomial ring in the classes of the fundamental

modules L(Yi,a), see [10]. This implies the following.

Proposition 2.9. The Z-algebra K(CZ) is isomorphic to the polynomial ring with

Î-many variables Z[xi,p | (i, p) ∈ Î ] via [L(Yi,p)] 7→ xi,p.

The Uq(Lg)-modules of the form L(Yi,p) are exactly the fundamental modules which
are in CZ.

3. Quantum Grothendieck rings

In this section, we recall the definition and the first properties of the quantum
Grothendieck ring of the monoidal category CZ. We also discuss some additional sym-
metry properties of quantum Grothendieck rings with respect to the dualities D and
ω. We keep the notations introduced in the previous section.
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3.1. Inverse of quantum Cartan matrix. Let z be an indeterminate. The quantum
Cartan matrix of g is the Z[z±1]-valued I × I-matrix C(z) = (Cij(z))i,j∈I whose (i, j)-
entry is given by

Cij(z) :=

{
zdi + z−di if i = j,

[cij ]z if i 6= j,

where we used the notation (2.1). As the Cartan matrix C = C(1) is invertible, so is

C(z). Denote its inverse by C̃(z) = (C̃ij(z))i,j∈I . Note that the entries of C̃(z) are
rational functions in z. Then we define a collection of integers {c̃ij(u) | i, j ∈ I, u ∈ Z}
as the coefficients of the Laurent expansions

∑

u∈Z

c̃ij(u)z
u :=

[
C̃ij(z)

]+
.

The 2h∨-periodicity of these integers for simply-laced types was established in [24].
Here we list several important properties obtained in [13] for general types.

Lemma 3.1 ([13, Section 4]). The integers {c̃ij(u) | i, j ∈ I, u ∈ Z} satisfy the following

properties :

(1) c̃ij(u) = 0 if u < di, and c̃ij(di) = δi,j ,
(2) c̃ij(u+ di)− c̃ij(u− di) = c̃ji(u+ dj)− c̃ji(u− dj) for all u ∈ Z,

(3) for any u ∈ Z,

c̃ij(u) =





c̃ji(u) if di = dj,

c̃ji(u+ 1) + c̃ji(u− 1) if (di, dj) = (1, 2),

c̃ji(u+ 2) + c̃ji(u) + c̃ji(u− 2) if (di, dj) = (1, 3),

(4) c̃ij(u+ rh∨) = −c̃ij∗(u) for u ≥ 0,
(5) c̃ij(rh

∨ − u) = c̃ij∗(u) for all 0 ≤ u ≤ rh∨,
(6) c̃ij(u) ≥ 0 for all 0 ≤ u ≤ rh∨.

3.2. The quantum torus Yt. Let t be an indeterminate. We consider the Laurent
polynomial ring Z[t±1/2], introducing a square root t1/2 of t.

Definition 3.2 ([17]). We define the quantum torus Yt associated with g as the

Z[t±1/2]-algebra presented by the set of generators {Ỹ ±1
i,p | (i, p) ∈ Î } and the fol-

lowing relations:

• Ỹi,pỸ
−1
i,p = Ỹ −1

i,p Ỹi,p = 1 for each (i, p) ∈ Î,

• Ỹi,pỸj,s = tN (i,p;j,s)Ỹj,sỸi,p for each (i, p), (j, s) ∈ Î,

where N : (I × Z)2 → Z is defined by

(3.1) N (i, p; j, s) := c̃ij(p− s− di)− c̃ij(p− s+ di)− c̃ij(s− p− di) + c̃ij(s− p+ di).

Remark 3.3. (i) This is a remark on the convention. Our parameter t here is same as
t in [24], which coincides with t−1 in [26].

(ii) The definition of the quantum torus in [17] is based on the analysis of vertex
operators occurring in the theory of Frenkel-Reshetikhin deformed W-algebras which
are related to transfer-matrices of corresponding quantum integrable systems. The
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construction of t-deformed Grothendieck rings for simply-laced quantum loop algebras
in [55] and [47] is based on a slightly different quantum torus obtained from convolution
products on Nakajima quiver varieties.

Remark 3.4. By Lemma 3.1, we have

(3.2) N (i, p; j, s) = N (j, p; i, s) = −N (i, s; j, p) = −N (j, s; i, p)

for any (i, p), (j, s) ∈ I × Z, and

(3.3) N (i, p; j, s) = c̃ij(p− s− di)− c̃ij(p− s+ di) if p− s ≥ δi,j .

Moreover, we have

(3.4) Ỹi,pỸj,p = Ỹj,pỸi,p

for (i, p), (j, p) ∈ Î as N (i, p; j, p) = 0.

There exists a Z-algebra homomorphism evt=1 : Yt → Y given by

t1/2 7→ 1, Ỹi,p 7→ Yi,p.

This map is called the specialization at t = 1.

An element m̃ ∈ Yt is called a monomial if it is a product of the generators Ỹi,p
for (i, p) ∈ Î and t±1/2. For a monomial m̃ ∈ Yt, we set ui,p(m̃) := ui,p(evt=1(m̃))
(recall the notation (2.7)). A monomial m̃ in Yt is said to be dominant if evt=1(m̃) is

dominant, i.e., ui,p(m̃) ≥ 0 for all (i, p) ∈ Î. Moreover, for monomials m̃, m̃′ in Yt, set

m̃ ≤ m̃′ if and only if evt=1(m̃) ≤ evt=1(m̃
′).

Following [17, Section 6.3], we define the Z-algebra anti-involution (·) on Yt by

t1/2 7→ t−1/2, Ỹi,p 7→ tỸi,p.

It is easy to show that, for any monomial m̃ in Yt, there uniquely exists a ∈ Z such
that ta/2m̃ is (·)-invariant, and this element is denoted by m̃. Note that tk/2m̃ = m̃ for
any k ∈ Z. Hence m̃ depends only on evt=1(m̃). Therefore, for every monomial m in Y,
the element m is well-defined as an element of Yt. The elements of this form are called

commutative monomials. For example, Yi,p = t1/2Ỹi,p. Note that, for every monomial

m in Y, we have (m−1) = (m)−1(=: m−1). The commutative monomials forms a free

basis of the Z[t±1/2]-module Yt. For any two monomials m,m′ in Y, we have

m ·m′ = t−N (m,m′)/2m ·m′ = tN (m,m′)/2m′ ·m

where N (m,m′) ∈ Z is defined as

(3.5) N (m,m′) :=
∑

(i,p),(j,s)∈Î

ui,p(m)uj,s(m
′)N (i, p; j, s).

Remark 3.5. In [17], the quantum torus Yt is a Z[t±1]-algebra. However, to guarantee
the existence of commutative monomials, we need the square root of t±1. This is the
reason why we add t±1/2.

For (i, p) ∈ Î, we set

Ãi,p+di := Ai,p+di ∈ Yt.
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3.3. Quantum Grothendieck ring of CZ. For each i ∈ I, denote by Ki,t the Z[t
±1/2]-

subalgebra of the quantum torus Yt generated by

{Ỹi,p(1 + t−1Ã−1
i,p+di

) | p− ǫi ∈ 2Z} ∪ {Ỹ ±1
j,s | (j, s) ∈ Î , j 6= i}.

Following [47, 55, 17], the quantum Grothendieck ring of CZ is defined as

Kt ≡ Kt(CZ) :=
⋂

i∈I

Ki,t.

By construction, the quantum Grothendieck is stable by the (·)-involution.

Theorem 3.6 ([17, Theorem 5.11]). For every dominant monomial m̃ in Yt, there

uniquely exists an element Ft(m̃) of Kt such that m̃ is the unique dominant monomial

occurring in Ft(m̃). The monomials m̃′ occurring in Ft(m̃) − m̃ satisfy m̃′ < m̃. In

particular, the set {Ft(m) | m ∈ M} forms a Z[t±1/2]-basis of Kt.

Note that Ft(m) is (·)-invariant for any m ∈ M. It is constructed by an algorithm
which is a t-deformation of the Frenkel-Mukhin algorithm [9].

For a dominant monomial m̃ in Yt, we set

Et(m̃) := m̃




→∏

p∈Z


 ∏

i∈I:(i,p)∈Î

Ỹ
ui,p(m̃)
i,p






−1
→∏

p∈Z


 ∏

i∈I:(i,p)∈Î

Ft(Ỹi,p)
ui,p(m̃)


 ,

here
∏
i Ỹ

ui,p(m̃)
i,p is well-defined by (3.4), and

∏
i Ft(Ỹi,p)

ui,p(m̃) is well-defined by [17,

Lemma 5.12].
Note that Et(m̃) contains m̃ as its maximal monomial. In particular, by Theorem 3.6,

(3.6) Et(m) = Ft(m) +
∑

m′<m

Cm,m′(t)Ft(m
′)

with Cm,m′(t) ∈ Z[t±1/2] (in fact, Z[t±1]). Note that the set {Et(m) | m ∈ M} also

forms a Z[t±1/2]-basis of Kt since #{m′ ∈ M | m′ < m} < ∞ for any m ∈ M (cf. [17,
Section 3.4]). For a dominant monomial m̃ in Yt with evt=1(m̃) = m, we have

evt=1(Et(m̃)) = χq(M(m)), evt=1(Kt) = χq(K(CZ))

[17, Theorem 6.2], here we set

M(m) :=

→⊗

p∈Z


 ⊗

i∈I:(i,p)∈Î

L(Yi,p)
⊗ui,p(m)


 ,

called a standard module. Note that, for any fixed p ∈ Z, the isomorphism class of
the tensor product

⊗
i∈I:(i,p)∈Î L(Yi,p)

⊗ui,p(m) does not depend on the ordering of the

factors, and it is in fact simple [9, Proposition 6.15]. Moreover, the module M(m) has
a simple head isomorphic to L(m).4 The element Et(m) is called the (q, t)-character of

the standard module M(m).

4By convention, we choose the coproduct of Uq(Lg) opposite to that of [1, 33] so that the module
M(m) is cyclic from the tensor product of ℓ-highest weight vectors.
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We consider another kind of elements Lt(m) in Kt which is conjecturally a t-quantum
version of the q-character of simple modules.

Theorem 3.7 ([47, Theorem 8.1], [17, Theorem 6.9]). For a dominant monomial m ∈
M, there exists a unique element Lt(m) in Kt such that

(S1) Lt(m) = Lt(m), and
(S2) Lt(m) = Et(m) +

∑
m′∈MQm,m′(t)Et(m

′) with Qm,m′(t) ∈ tZ[t].

Moreover, we have Qm,m′(t) = 0 unless m′ < m. In particular, the set {Lt(m) | m ∈

M} forms a Z[t±1/2]-basis of Kt.

The element Lt(m) is called the (q, t)-character of the simple module L(m). For
example, if m = Yi,p, we have

Et(Yi,p) = Ft(Yi,p) = Lt(Yi,p).

But these elements differ for a general m.
In what follows, for a dominant monomial m ∈ M, we will write

Ft(m) := Ft(m), Et(m) := Et(m), Lt(m) := Lt(m)

for simplicity.

Conjecture 3.8 ([17, Conjecture 7.3]). For all m ∈ M, we have

evt=1(Lt(m)) = χq(L(m)).

In fact, a fundamental theorem of Nakajima [47, Theorem 8.1] states that this holds
true when g is simply-laced. The proof used the geometry of quiver varieties (whose
theory is fully developed only for simply-laced types at the moment). This was the
main motivation for this conjecture.

Thanks to the unitriangular property (S2), we can write

(3.7) Et(m) = Lt(m) +
∑

m′∈M : m′<m

Pm,m′(t)Lt(m
′)

with some Pm,m′(t) ∈ tZ[t] for each m ∈ M. The polynomials Pm,m′(t) are analogs of
Kazhdan-Lusztig polynomials for finite-dimensional representations of quantum loop
algebras. It is also expected in [17] that these polynomials have positive coefficients.
By the results of Nakajima [47], it was already known for simply-laced types.

As for the fundamental modules, we have a nice result for general g as follows. Here
we say that a monomial m̃ ∈ Yt is anti-dominant if m̃−1 is dominant.

Theorem 3.9 ([9, 19]). For each (i, p) ∈ Î, the followings hold.

(1) Every monomial in Lt(Yi,p) has a positive coefficient.

(2) We have evt=1(Lt(Yi,p)) = χq(L(Yi,p)).

(3) Ỹj,s appearing in Lt(Yi,p) satisfies p ≤ s ≤ p + rh∨. Moreover, when s = p

(resp. s = p + rh∨), the monomials containing Ỹj,s is Yi,p (resp. Y −1
i∗,p+rh∨),

which is the unique dominant (resp. anti-dominant) monomial in Lt(Yi,p).
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Remark 3.10. The unitriangular property of the (q, t)-characters of standard modules

with respect to (·) is included in Theorem 3.7. That is, we have

Et(m)− Et(m) ∈
∑

m′<m

Z[t±1]Et(m
′).

3.4. The automorphisms Dt and ωt. Recall the automorphism D of Y defined in
Section 2.5 (see (2.3)). As its t-analog, we consider the Z[t±1/2]-algebra automorphism
Dt of Yt given by

(3.8) Dt(Ỹi,p) := Ỹi∗,p+rh∨ for (i, p) ∈ Î .

Clearly, we have evt=1◦Dt = D◦evt=1. Note also that Dt◦(·) = (·)◦Dt holds, and hence
we have Dt(m) = D(m) for any m ∈ M. In particular, the set of the commutative
monomials is stable under Dt. As a t-analog of Theorem 2.5, we have the following.

Lemma 3.11. The automorphism Dt of Yt restricts to an automorphism on Kt, for

which we will use the same symbol. Moreover, we have

(3.9) Dt(Lt(m)) = Lt(D(m))

for any m ∈ M.

Proof. Obviously we have Dt(Ãi,p+di) = Ãi∗,p+di+rh∨ for each (i, p) ∈ Î. Thus the
automorphism Dt respects the subring Kt ⊂ Yt. Since Dt(Ft(m)) is an element in Kt

which contains the unique dominant monomial Dt(m) = D(m), we have Dt(Ft(m)) =

Ft(D(m)), and hence Dt(Et(m)) = Et(D(m)) for all m ∈ M. Taking the fact Dt ◦(·) =

(·) ◦ Dt into account, we obtain Dt(Lt(m)) = Lt(D(m)) for each m ∈ M from the
characterization in Theorem 3.7. �

Next we define the Z-algebra involution ωt on the quantum torus Yt given by

ωt(t
±1/2) := t∓1/2, ωt(Ỹi,p) := Ỹ −1

i,−p

for (i, p) ∈ Î. This is a t-analog of the involution ω considered in Section 2.5. Note that
it is well-defined because N (i,−p; j,−s) = −N (i, p; j, s) holds by the definition (3.1).
Now we prove the following assertion as a t-analog of (2.4).

Lemma 3.12. The involution ωt on Yt restricts to an involution on Kt, for which we

will use the same symbol. Moreover, we have

(3.10) ωt(Lt(m)) = Lt(ω
∗m)

for any m ∈ M. Here ω∗m is the dominant monomial defined as in Section 2.5.

Proof. Note that we have ωt◦(·) = (·)◦ωt and hence ωt stabilizes the set of commutative
monomials. For each i ∈ I, the subalgebra Kt,i ⊂ Yt is stable under ωt because we have

ωt(Ỹi,p(1 + t−1Ã−1
i,p+di

)) = Ỹ −1
i,−p(1 + tÃi,−p−di) =M · Ỹi,−p−2di(1 + t−1Ã−1

i,−p−di
),

where M = tÃi,−p−diỸ
−1
i,−pỸ

−1
i,−p−2di

is a product of Ỹj,s with j ∼ i and a power of t.

Therefore, the quantum Grothendieck ring Kt is also stable under ωt.
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To prove the equality (3.10), let us consider the anti -algebra automorphism ω̄t :=

ωt ◦ (·) = (·) ◦ ωt of Yt. Note that it is Z[t±1/2]-linear and satisfies ω̄t ◦ (·) = (·) ◦ ω̄t.
Therefore, from Theorem 3.6 and Theorem 3.9 (3), it follows that

ωt(Ft(Yi,p)) = ω̄t(Ft(Yi,p)) = Ft(Yi∗,−p−rh∨)

for each (i, p) ∈ Î. Since N (i∗,−p − rh∨; j∗,−s − rh∨) = N (j, s; i, p) holds by
Lemma 3.1, we obtain ω̄t(Et(m)) = Et(ω

∗m) for any m ∈ M. Then, by Theorem 3.7,
we obtain ω̄t(Lt(m)) = Lt(ω

∗m) and hence the equality (3.10) for any m ∈ M. �

Remark 3.13. In contrast to (3.10), the equality

(3.11) ωt(Ft(m)) = Ft(ω
∗m)

does not hold in general. In fact, the classical analog of (3.11) already fails. Consider
F (m) = evt=1(Ft(m)), the element in the image of the q-character homomorphism with
m as a unique dominant monomial. For g = sl2, we have for p ∈ Z :

F (Yp) = Yp + Y −1
p+2 = χq(L(Yp))

and

F (YpYp+2) = YpYp+2 + YpY
−1
p+4 + Y −1

p+2Y
−1
p+4 = χq(L(YpYp+2)).

This implies

F (Y0Y
2
2 ) = F (Y0Y2)F (Y2) = Y0Y

2
2 + 2Y0Y2Y

−1
4 + Y −1

4 + Y0Y
−2
4 + Y −1

2 Y −2
4 .

This element has a unique dominant monomial (in fact, it is equal to χq(L(Y0Y
2
2 ))).

But its image by ω has 2 dominant monomials, Y 2
−4Y−2 and Y−4. So, it is not equal to

F (Y 2
−4Y−2) = F (Y−4Y−2)F (Y−4)− F (Y−4)

which has a monomial Y −1
−2 with coefficient −1.

Later in the proof of Proposition 6.10, we will see that (3.11) holds when m corre-
sponds to a Kirillov-Reshetikhin module.

4. Combinatorics of Q-data

In this section, we introduce some combinatorial gadgets arising from what we call
Q-data following [13]. Our exposition is slightly different from the original one in [13]:
we start with the simple Lie algebra g and then introduce its unfolding (∆, σ) as follows.

4.1. Unfoldings. For each complex finite-dimensional simple Lie algebra g, we asso-
ciate a unique pair (∆, σ), which we call the unfolding of g, consisting of a simply-laced
Dynkin diagram ∆ and a graph automorphism σ of ∆ as given in the Table 1, where
id : ∆0 → ∆0 is the identity map and the automorphisms ∨ and ∨̃ are given by the
blue arrows in Figure 1 below.

Let ∆0 denote the set of vertices of the graph ∆. Under the above assignment
g 7→ (∆, σ), we identify the lacing number r of g with the order of the automorphism
σ, and also identify the set I of Dynkin indices of g with the set ∆0/〈σ〉 of σ-orbits in
∆0 as suggested by the dotted lines in Figure 1. Then the positive integer di ∈ {1, r}
coincides with the cardinality of the σ-orbit corresponding to i ∈ I.
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r g ∆ (or g) σ h∨ ℓ0

An An id n+ 1 n(n+ 1)/2

1 Dn Dn id 2n− 2 n(n− 1)

E6,7,8 E6,7,8 id 12, 18, 30 36, 63, 120

Bn A2n−1 ∨ 2n− 1 n(2n− 1)

2 Cn Dn+1 ∨ n+ 1 n(n+ 1)

F4 E6 ∨ 9 36

3 G2 D4 ∨̃ 4 12

Table 1. Unfoldings and associated numerical data

(A2n−1,∨)

n+ 1n+ 22n− 22n− 1

n− 1n− 2
· · ·

· · ·

21
n

Bn
1 2 n− 2 n− 1 n

· · ·

(Dn+1,∨)
1 2

· · ·
n− 2 n− 1

n

n+ 1

Cn
1 2

· · ·
n− 2 n− 1 n

(E6,∨)
24

56

31

F4

1 2 3 4

(D4, ∨̃)

1

2
3

4

G2

1 2

Figure 1. Unfoldings for non-simply-laced g

In what follows, we use the symbols ı, , . . . to denote the elements of ∆0. We
write ı ∼  if they are adjacent in the graph ∆. We denote the natural quotient map
∆0 → I = ∆0/〈σ〉 by ı 7→ ı̄. By definition, for ı ∈ ∆0 and i ∈ I, we have i = ı̄ if and
only if ı ∈ i. Note that we have i ∼ j for i, j ∈ I (i.e. cij < 0) if and only if there exist
ı ∈ i and  ∈ j satisfying ı ∼ .

4.2. Notation for simply-laced root systems. Let (∆, σ) be the unfolding of g.
Hereafter, we always denote by g the simply-laced Lie algebra associated with the
Dynkin diagram ∆. In the following paragraphs, we prepare the notation around the
root system of g (not g).

Let P =
⊕

ı∈∆0
Z̟ı denote the weight lattice of g, where {̟ı}ı∈∆0 are the funda-

mental weights. For each ı ∈ ∆0, let αı := 2̟ı−
∑

∼ı̟ ∈ P denote the corresponding
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simple root. We set Q :=
⊕

ı∈∆0
Zαı and Q+ :=

∑
ı∈∆0

Z≥0αı. Let (·, ·) : P × P → Q

denote the symmetric bilinear form defined by (̟ı, α) = δı, for ı,  ∈ ∆0. The Weyl
group W of g is defined as the subgroup of Aut(P) generated by the simple reflections
{sı}ı∈∆0 , which are given by sı(λ) = λ− (λ, αı)αı for λ ∈ P. The set of roots is defined
by R := W ·{αı}ı∈∆0 . We have the decomposition R = R+⊔(−R+), where R+ := R∩Q+

is the set of positive roots. In the sequel, we often identify σ with the automorphism
σ ∈ Aut(P) given by σ ·̟ı = ̟σ(ı) for ı ∈ ∆0. Then the pairing (·, ·) on P is invariant
under the action of the extended group W⋊ 〈σ〉 ⊂ Aut(P).

For an element w ∈ W, a sequence i = (ı1, . . . , ıl) of elements of ∆0 is called a
reduced word for w if it satisfies w = sı1 · · · sıl and l is the smallest among all the
sequences with this property. The length of a reduced word of w is called the length of
w, denoted by ℓ(w) ∈ Z≥0. It is well-known that there exists a unique element w0 ∈ W

with the largest length ℓ(w0) = ℓ0 := #R+. From Table 1, we can easily check the
equality nrh∨ = 2ℓ0 holds for each g. Here we recall that n and h∨ denote the rank
and the dual Coxeter number of g (not g) respectively.

We define the involution ı 7→ ı∗ on ∆0 by the relation w0(αı) = −αı∗ . Under the
assumption σ 6= id, we have ∗ = id if h∨ is even, and ∗ = σ if h∨ is odd. In particular,
the involution ∗ on ∆0 induces an involution on the set I, which is trivial for non-
simply-laced g. This latter involution on I coincides with the involution i 7→ i∗ that
appeared in the definition of D (see (2.3)). In other words, we have (̄ı)∗ = ı∗ for ı ∈ ∆0.

4.3. Q-data and generalized Coxeter elements. Let g be a finite-dimensional com-
plex simple Lie algebra of rank n and (∆, σ) the unfolding of g.

Definition 4.1. A height function on (∆, σ) is a function ξ : ∆0 → Z satisfying the
following conditions (here we put ξı := ξ(ı)):

(1) Let ı,  ∈ ∆0 with ı ∼  and dı̄ = d̄. Then we have |ξı − ξ| = dı̄ = d̄.
(2) Let i, j ∈ I with i ∼ j and di = 1 < dj = r. Then there is a unique  ∈ j such

that |ξı − ξ| = 1 and ξσk() = ξ − 2k for any 1 ≤ k < r, where i = {ı}.

Such a triple Q = (∆, σ, ξ) is called a Q-datum for g.

Remark 4.2. When g is simply-laced, σ is the identity and a height function ξ on
(∆, id) is simply a function ξ : ∆0 → Z satisfying |ξı − ξ| = 1 for each adjacent pair
(ı, ), namely a height function on a Dynkin quiver. In this sense, the notion of Q-datum
is a generalization of the notion of a Dynkin quiver with a height function.

Definition 4.3. Let Q = (∆, σ, ξ) be a Q-datum for g. A vertex ı ∈ ∆0 is called a

source of Q if we have ξı > ξ for any  ∈ ∆0 with  ∼ ı. When ı is a source of Q, we
define a new Q-datum sıQ = (∆, σ, sıξ) by setting

(sıξ) := ξ − 2dı̄δı, for  ∈ ∆0.

We say that a sequence i = (ı1, . . . , ıl) of elements of ∆0 is adapted to Q if ık is a source
of the Q-datum sık−1

· · · sı2sı1Q for all k = 1, 2, . . . , l.

Given a Q-datum (∆, σ, ξ), for each i ∈ I, denote by i◦ the unique vertex in the
σ-orbit i satisfying ξi◦ = max{ξı | ı ∈ i}. We consider the following condition on Q:

(4.1) for each i ∈ I and 1 ≤ k < di, we have ξσk(i◦) = ξi◦ − 2k.
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Proposition 4.4 ([13, Section 3.6]). There is a unique collection {τQ}Q ⊂ W ⋊ 〈σ〉
labelled by Q-data for g and characterized by the following conditions :

(1) If Q satisfies (4.1), we define τQ := si◦1 · · · si◦nσ, where (i1, . . . , in) is any total

ordering of I satisfying ξi◦1 ≥ · · · ≥ ξi◦n. (In this case, the sequence (i◦1, . . . , i
◦
n)

is a reduced word adapted to Q.)
(2) If ı ∈ ∆0 is a source of Q, we have τsıQ = sıτQsı.

Remark 4.5. When g is simply-laced, a Q-datum Q for g can be seen as a Dynkin
quiver Q with a height function (see Remark 4.2) and the condition (4.1) is trivially
satisfied in this case. Then the element τQ is nothing but the unique Coxeter element
adapted to the quiver Q (in the usual sense).

Definition 4.6. We refer to the unique element τQ in Proposition 4.4 as the generalized

Coxeter element associated with Q.

Proposition 4.7 ([13, Proposition 3.34]). Let Q be a Q-datum for g. Then the order

of τQ is rh∨. If g is not simply-laced, we have τ
rh∨/2
Q = −1.

4.4. Repetition quivers and their Q-coordinates. Fix a simple Lie algebra g and
its unfolding (∆, σ) as above. Recall the notation dij := min(di, dj) for i, j ∈ I.

Definition 4.8. Let ξ be a height function on (∆, σ). The repetition quiver associated

with (∆, σ) is the quiver ∆̂σ whose vertex set ∆̂σ
0 and arrow set ∆̂σ

1 are given by

∆̂σ
0 := {(ı, p) ∈ ∆0 × Z | p− ξı ∈ 2dı̄Z},

∆̂σ
1 := {(ı, p) → (, s) | (ı, p), (, s) ∈ ∆̂σ

0 ,  ∼ ı, s− p = dı̄̄}.

Remark 4.9. Although the repetition quiver ∆̂σ depends on the choice of height
function ξ, it is not essential because any two repetition quivers defined with different
choices of height functions are identical to each other after shifting uniformly by an

integer. Thus we suppress the dependence on ξ in the notation ∆̂σ.

Example 4.10. We exhibit some examples of the repetition quivers. Here the labeling
of ∆0 is as in Figure 1.

(1) When g is of type A5, its unfolding is (∆, id) with ∆ of type A5 and the

repetition quiver ∆̂σ is depicted as:

(ı \ p) −8 −7 −6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1 •
##●

●●
● •

##●
●●

● •
##●

●●
● •

##●
●●

● •
##●

●●
● •

##●
●●

● •
##●

●●
● •

##●
●●

● •
##●

●●
● •

##●
●●

● •
##●

●●
● •

##●
●●

● •

2 •
##●

●●
●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇

3 •
##●

●●
●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

4 •

;;✇✇✇✇

##●
●●

● •

;;✇✇✇✇

##●
●●

● •

;;✇✇✇✇

##●
●●

● •

;;✇✇✇✇

##●
●●

● •

;;✇✇✇✇
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● •

;;✇✇✇✇

##●
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● •

;;✇✇✇✇
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;;✇✇✇✇
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● •

;;✇✇✇✇

##●
●●

● •

;;✇✇✇✇
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●●

● •

;;✇✇✇✇

##●
●●

● •

;;✇✇✇✇

##●
●●

●

5 •

;;✇✇✇✇
•

;;✇✇✇✇
•

;;✇✇✇✇
•

;;✇✇✇✇
•

;;✇✇✇✇
•

;;✇✇✇✇
•

;;✇✇✇✇
•

;;✇✇✇✇
•

;;✇✇✇✇
•

;;✇✇✇✇
•

;;✇✇✇✇
•

;;✇✇✇✇
•
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(2) When g is of type D5, its unfolding is (∆, id) with ∆ of type D5 and the

repetition quiver ∆̂σ is depicted as:

(ı \ p) −8 −7 −6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
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;;✇✇✇✇

5 •
��

✹✹✹✹✹✹✹

DD✡✡✡✡✡✡✡
•
��

✹✹✹✹✹✹✹

DD✡✡✡✡✡✡✡
•
��

✹✹✹✹✹✹✹

DD✡✡✡✡✡✡✡
•
��

✹✹✹✹✹✹✹

DD✡✡✡✡✡✡✡
•
��

✹✹✹✹✹✹✹

DD✡✡✡✡✡✡✡
•
��

✹✹✹✹✹✹✹

DD✡✡✡✡✡✡✡
•
��

✹✹✹✹✹✹✹

DD✡✡✡✡✡✡✡
•
��

✹✹✹✹✹✹✹

DD✡✡✡✡✡✡✡
•
��

✹✹✹✹✹✹✹

DD✡✡✡✡✡✡✡
•
��

✹✹✹✹✹✹✹

DD✡✡✡✡✡✡✡
•
��

✹✹✹✹✹✹✹

DD✡✡✡✡✡✡✡
•
��

✹✹✹✹✹✹✹

DD✡✡✡✡✡✡✡

(3) When g is of type B3, its unfolding is (∆,∨) with ∆ of type A5 and the repetition

quiver ∆̂σ is depicted as:

(ı \ p) −8 −7 −6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1 •

((◗◗
◗◗◗

◗◗◗
◗ •

((◗◗
◗◗◗

◗◗◗
◗ •

((◗◗
◗◗◗

◗◗◗
◗ •

((◗◗
◗◗◗

◗◗◗
◗ •

((◗◗
◗◗◗

◗◗◗
◗ •

((◗◗
◗◗◗

◗◗◗
◗

2 •
&&▲▲

▲▲

66♠♠♠♠♠♠♠♠♠ •
&&▲▲

▲▲

66♠♠♠♠♠♠♠♠♠ •
&&▲▲

▲▲

66♠♠♠♠♠♠♠♠♠ •
&&▲▲

▲▲

66♠♠♠♠♠♠♠♠♠ •
&&▲▲

▲▲

66♠♠♠♠♠♠♠♠♠ •
&&▲▲

▲▲

66♠♠♠♠♠♠♠♠♠ •

3 •
&&▲▲

▲▲ •

88rrrr
•

&&▲▲
▲▲ •

88rrrr
•

&&▲▲
▲▲ •

88rrrr
•

&&▲▲
▲▲ •

88rrrr
•

&&▲▲
▲▲ •

88rrrr
•

&&▲▲
▲▲ •

88rrrr

4 •

((◗◗
◗◗◗

◗◗◗
◗

88rrrr
•

((◗◗
◗◗◗

◗◗◗
◗

88rrrr
•

((◗◗
◗◗◗

◗◗◗
◗

88rrrr
•

((◗◗
◗◗◗

◗◗◗
◗

88rrrr
•

((◗◗
◗◗◗

◗◗◗
◗

88rrrr
•

((◗◗
◗◗◗

◗◗◗
◗

88rrrr

5 •

66♠♠♠♠♠♠♠♠♠
•

66♠♠♠♠♠♠♠♠♠
•

66♠♠♠♠♠♠♠♠♠
•

66♠♠♠♠♠♠♠♠♠
•

66♠♠♠♠♠♠♠♠♠
•

66♠♠♠♠♠♠♠♠♠
•

(4) When g is of type C4, its unfolding is (∆,∨) with ∆ of type D5 and the repetition

quiver ∆̂σ is depicted as:

(ı \ p) −8 −7 −6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1 •
##●

●●
● •

##●
●●

● •
##●

●●
● •

##●
●●

● •
##●

●●
● •

##●
●●

● •
##●

●●
● •

##●
●●

● •
##●

●●
● •

##●
●●

● •
##●

●●
● •

##●
●●

● •

2 •
##●

●●
●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇

3 •
##●

●●
●

;;✇✇✇✇
•

��✹
✹✹

✹✹
✹✹

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

��✹
✹✹

✹✹
✹✹

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

��✹
✹✹

✹✹
✹✹

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

��✹
✹✹

✹✹
✹✹

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

��✹
✹✹

✹✹
✹✹

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

��✹
✹✹

✹✹
✹✹

;;✇✇✇✇
•

4 •

;;✇✇✇✇
•

;;✇✇✇✇
•

;;✇✇✇✇
•

;;✇✇✇✇
•

;;✇✇✇✇
•

;;✇✇✇✇

5 •

DD✡✡✡✡✡✡✡
•

DD✡✡✡✡✡✡✡
•

DD✡✡✡✡✡✡✡
•

DD✡✡✡✡✡✡✡
•

DD✡✡✡✡✡✡✡
•

DD✡✡✡✡✡✡✡

(5) When g is of type G2, its unfolding is (∆, ∨̃) with ∆ of type D4 and the repetition

quiver ∆̂σ is depicted as:

(ı \ p) −8 −7 −6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1 •
##●

●●
● •

##●
●●

● •
##●

●●
● •

##●
●●

●

2 •

��✹
✹✹

✹✹
✹✹

•
##●

●●
● •

;;✇✇✇✇
•

��✹
✹✹

✹✹
✹✹

•
##●

●●
● •

;;✇✇✇✇
•

��✹
✹✹

✹✹
✹✹

•
##●

●●
● •

;;✇✇✇✇
•

��✹
✹✹

✹✹
✹✹

•
##●

●●
● •

;;✇✇✇✇
•

3 •

;;✇✇✇✇
•

;;✇✇✇✇
•

;;✇✇✇✇
•

;;✇✇✇✇

4 •

DD✡✡✡✡✡✡✡
•

DD✡✡✡✡✡✡✡
•

DD✡✡✡✡✡✡✡
•

DD✡✡✡✡✡✡✡

Recall we have fixed a parity function ǫ : I → {0, 1} for g and defined the set Î
in (2.6). In what follows, we always assume that a height function ξ on (∆, σ) always
satisfies the condition

(4.2) ξı ≡ ǫı̄ (mod 2) for any ı ∈ ∆0.

Note that this assumption is not a loss of generality. Then we can define the bijection

f : ∆̂σ
0 → Î given by (ı, p) 7→ (̄ı, p),

which we call the folding map.

Next we shall attach a bijection φQ : ∆̂σ
0 → R+ × Z to each Q-datum Q = (∆, σ, ξ)

for g, which we call the Q-coordinate of ∆̂σ. Using the generalized Coxeter element τQ
associated with Q, we define a positive root γQı ∈ R+ for each ı ∈ ∆0 by

(4.3) γQı := (1− τdı̄Q )̟ı.
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Then the bijection φQ : ∆̂σ
0 → R+ × Z is defined recursively by the following rules:

(1) φQ(ı, ξı) = (γQı , 0) for each ı ∈ ∆0.
(2) If φQ(ı, p) = (α, k), we have

φQ(ı, p ± 2dı̄) =

{
(τ∓dı̄Q α, k) if τ∓dı̄Q α ∈ R+,

(−τ∓dı̄Q α, k ± 1) if τ∓dı̄Q α ∈ −R+.

Composing with the bijection f−1 : Î → ∆̂σ
0 , we get another bijection

φ̄Q := φQ ◦ (f−1) : Î → R+ × Z,

which we call the Q-coordinate of Î.

Remark 4.11. When g is simply-laced (or equivalently, σ = id), we regard a Q-datum
as a Dynkin quiver Q with a height function as in Remark 4.2. Then the corresponding
coordinate map φQ can be interpreted as an isomorphism between the repetitive quiver

∆̂id and the Auslander-Reiten quiver of the bounded derived category of representations
of the quiver Q due to Happel [16]. See [24, Section 2] or [13, Section 3] for more details.

Finally, we recall a connection between the coordinate map φ̄Q and the inverse of
quantum Cartan matrices. Let us consider the map

π : R+ × Z → Q given by π(α, k) := (−1)kα.

Lemma 4.12 ([13, (3.18)]). For a Q-datum Q and (i, p) ∈ Î, we have

π(φ̄Q(i, p)) = τ
(ξı−p)/2
Q γQı for any ı ∈ i.

Theorem 4.13 (cf. [13, Theorem 4.8]). Let Q = (∆, σ, ξ) be a Q-datum for g. For

i, j ∈ I and any u ∈ Z, we have

(4.4) c̃ij(u)− c̃ij(−u) =

{
(̟ı, τ

(u+ξ−ξı−di)/2
Q γQ ) if u+ ǫi + ǫj + di ∈ 2Z,

0 otherwise,

where ı,  ∈ ∆0 are any vertices such that ı ∈ i,  ∈ j.

Proof. Note that the RHS of (4.4) does not depend on the choice of vertices ı ∈ i,  ∈ j
(cf. [13, Lemma 4.6]). When u ≥ 0, Lemma 3.1 (1) tells that the LHS of (4.4) is just
c̃ij(u) and then the assertion has been proved in [13, Theorem 4.8]. Letting c(u) denote
the LHS of (4.4), we see that c(u) is 2rh∨-periodic as a function in u ∈ Z, namely we
have c(u + 2rh∨) = c(u) for all u ∈ Z. Indeed, it is clear unless −2rh∨ < u < 0 from
Lemma 3.1 (4). Even if −2rh∨ < u < 0, we have

c(u+ 2rh∨) = c̃ij(u+ 2rh∨) = −c̃ij(−u) = c(u)

thanks to Lemma 3.1 (4) & (5). On the other hand, the RHS of (4.4) is also 2rh∨-

periodic as τ rh
∨

Q = 1 by Proposition 4.7. Therefore the desired equality (4.4) holds for
all u ∈ Z. �



ISOMORPHISMS AMONG QUANTUM GROTHENDIECK RINGS 25

4.5. Twisted Auslander-Reiten quivers. Keep the setting from the last subsection.

Definition 4.14. Let Q = (∆, σ, ξ) be a Q-datum for g. The twisted Auslander-Reiten

(AR) quiver of Q is the full subquiver ΓQ ⊂ ∆̂σ whose vertex set (ΓQ)0 is given by

(ΓQ)0 := φ−1
Q (R+ × {0}).

Proposition 4.15 ([13, Section 3.7]). Let Q = (∆, σ, ξ) be a Q-datum.

(1) We have (ΓQ)0 = {(ı, p) ∈ ∆̂σ
0 | ξı∗ − rh∨ < p ≤ ξı}.

(2) For (ı, p) ∈ ∆̂σ
0 with φQ(ı, p) = (α, k), we have φQ(ı

∗, p± rh∨) = (α, k ∓ 1).

The twisted Auslander-Reiten quiver ΓQ has a remarkable combinatorial meaning in
the theory of commutation classes in the Weyl group W, which will be explained later
in subsection 7.2.

Now we put

(4.5) ÎQ := f ((ΓQ)0) = {(̄ı, p) ∈ Î | (ı, p) ∈ (ΓQ)0}

The following is an immediate consequence of Proposition 4.15.

Corollary 4.16. Let Q = (∆, σ, ξ) be a Q-datum for g.

(1) If the condition (4.1) is satisfied, we have

ÎQ = {(i, p) ∈ Î | ξ(i∗)◦ − rh∨ < p ≤ ξi◦}.

(2) For (i, p) ∈ Î with φ̄Q(i, p) = (α, k), we have φ̄Q(i
∗, p ± rh∨) = (α, k ∓ 1).

The following observation will be useful in the sequel.

Lemma 4.17. Given an integer b ∈ Z, there is a Q-datum Q for g such that

ÎQ = {(i, p) ∈ Î | b− rh∨ < p ≤ b}.

Proof. In view of Corollary 4.16, it suffices to show that there is a Q-datum Q =
(∆, σ, ξ) for g satisfying the condition (4.1) and that ξi◦ ∈ {b, b − 1} for all i ∈ I. We
can choose ξ explicitly case-by-case as follows. Here ǫ denotes a fixed parity function
for g and we will use the labeling in Figure 1 for non-simply-laced g.

• For g simply-laced: for each i ∈ ∆0 = I, we set

ξi :=

{
b− ǫi if b ∈ 2Z,

b− 1 + ǫi if b ∈ 2Z+ 1.

This ξ corresponds to a sink-source orientation of ∆.
• For g of type Bn: if b ∈ 2Z, we set

ξı :=

{
b− ǫı̄ if ı− n ∈ (2Z≤0 − 1) ⊔ (2Z≥0),

b− 2− ǫı̄ if ı− n ∈ (2Z<0) ⊔ (2Z≥0 + 1).

If b ∈ 2Z+ 1, we set

ξı :=

{
b− 1 + ǫı̄ if ı− n ∈ (2Z≤0 − 1) ⊔ (2Z≥0),

b− 3 + ǫı̄ if ı− n ∈ (2Z<0) ⊔ (2Z≥0 + 1).
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• For g of type Cn: if b ∈ 2Z, we set

ξı :=

{
b− ǫı̄ if 1 ≤ ı ≤ n,

b− 2− ǫı̄ if ı = n+ 1.

If b ∈ 2Z+ 1, we set

ξı :=

{
b− 1 + ǫı̄ if 1 ≤ ı ≤ n,

b− 3 + ǫı̄ if ı = n+ 1.

• For g of type F4: we set

(ξ1, . . . , ξ6) :=

{
(b, b, b− 2, b− 1, b, b− 2) if b ≡ ǫ1 (mod 2),

(b− 1, b− 1, b− 3, b, b − 1, b− 3) if b 6≡ ǫ1 (mod 2).

• For g of type G2: we set

(ξ1, . . . , ξ4) :=

{
(b, b− 1, b − 2, b − 4) if b ≡ ǫ1 (mod 2),

(b− 1, b, b − 3, b − 5) if b 6≡ ǫ1 (mod 2).
�

Example 4.18. We exhibit explicit examples of the twisted Auslander-Reiten quivers
in types A5 and B3 associated with some Q-data satisfying the condition in Lemma 4.17.
Here the labeling of ∆0 = {1, 2, 3, 4, 5} is as in Figure 1. Via the map φ̄Q, the vertices
of ΓQ are labeled by positive roots of type A5, for which we use the abbreviation
[k, l] := αk + αk+1 + · · ·+ αl and [k] := αk.

(1) LetQ = (∆, id, ξ) be the Q-datum of type A5 given by (ξ1, . . . , ξ5) = (0,−1, 0,−1, 0).
Then the quiver ΓQ is depicted as:

(ı \ p) −5 −4 −3 −2 −1 0

1 [4, 5]
&&▼

▼▼
[2, 3]

&&▼
▼▼

[1]

2 [4]
&&▼

▼▼▼
▼

88qqqqq
[2, 5]

&&▼
▼▼

88qqq
[1, 3]

&&▼▼
▼▼▼

88qqqqq

3 [2, 4]
&&▼

▼▼

88qqq
[1, 5]

&&▼
▼▼

88qqq
[3]

4 [2]

88qqqqq

&&▼▼
▼▼▼

[1, 4]

88qqq

&&▼
▼▼

[3, 5]

88qqqqq

&&▼▼
▼▼▼

5 [1, 2]

88qqq
[3, 4]

88qqq
[5]

(2) LetQ = (∆,∨, ξ) be the Q-datum of type B3 given by (ξ1, . . . , ξ5) = (−2, 0,−1,−2, 0).
Then the quiver ΓQ is depicted as:

(ı \ p) −9 −8 −7 −6 −5 −4 −3 −2 −1 0

1 [3, 5]

))❙❙
❙❙❙

❙❙❙
❙❙ [1, 2]

))❙❙
❙❙❙

❙❙❙
❙❙❙

2 [3, 4]
&&◆

◆◆

55❦❦❦❦❦❦❦❦❦❦
[1, 5]

&&◆◆

55❦❦❦❦❦❦❦❦❦❦
[2]

3 [3]

88♣♣♣
[4]

&&◆◆
◆ [1, 3]

88♣♣
[4, 5]

&&◆◆
[2, 3]

88♣♣♣

4 [1, 4]

))❙❙
❙❙❙

❙❙❙
❙❙

88♣♣
[2, 5]

))❙❙
❙❙❙

❙❙❙
❙❙❙

88♣♣

5 [1]

55❦❦❦❦❦❦❦❦❦❦❦
[2, 4]

55❦❦❦❦❦❦❦❦❦❦
[5]

5. Monoidal subcategories associated with Q-data

In this section, we see some applications of the theory of Q-data to the representation
theory of quantum loop algebras. Although most of the topics have already appeared
in [13], we shall give some detailed explanations for completeness. In Section 5.1, we
briefly review the notion of Q-weights. In Section 5.2, we define a subcategory CX ⊂ CZ
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supported (in a sense) on an arbitrary subset X ⊂ Î and give a sufficient condition for

it to become a monoidal subcategory. We apply this result to the case X = ÎQ to define
the subcategory CQ in Section 5.3. It generalizes the categories CQ introduced in [24]
for simply-laced g associated with a Dynkin quiver Q. In Section 5.4, we introduce the
truncation of q-characters and that of (q, t)-characters with respect to a general height
function ξ.

5.1. Q-weights. First, we recall the notion of Q-weights from [13, Section 5].

Definition 5.1. Let Q be a Q-datum for g. For a monomial m in Y, we define its
Q-weight wtQ(m) as the element of Q given by

wtQ(m) :=
∑

(i,p)∈Î

ui,p(m)π(φ̄Q(i, p)).

For a monomial m̃ ∈ Yt, we set wtQ(m̃) := wtQ(evt=1(m̃)).

By the Q-weight, the quantum torus Yt is equipped with a Q-grading.

Proposition 5.2 (cf. [13, Section 5]). For any (i, p) ∈ Î, we have wtQ(Ai,p+di) = 0.
In particular, all the elements Ft(m), Et(m) and Lt(m) for m ∈ M are homogeneous

with respect to the Q-weight so that

wtQ(Ft(m)) = wtQ(Et(m)) = wtQ(Lt(m)) = wtQ(m).

Hence the quantum Grothendieck ring Kt inherits the Q-grading.

The next fact is a consequence of Corollary 4.16 (2).

Lemma 5.3. Let Q be a Q-datum for g. For any k ∈ Z and a homogeneous element

y ∈ Y (resp. Yt) with respect to wtQ, we have

wtQ(D
k(y)) = (−1)kwtQ(y), (resp. wtQ(D

k
t (y)) = (−1)kwtQ(y)).

The following assertion relates theQ-weights with the integers N (i, p; j, s) (see (3.1))
in the defining relation of the quantum torus Yt. It is an immediate consequence of
Lemma 4.12 and Theorem 4.13.

Proposition 5.4 ([13, Proposition 5.21]). Let Q be a Q-datum for g. For any two

distinct elements (i, p), (j, s) ∈ Î with p ≤ s, we have

N (i, p; j, s) = (wtQ(Yi,p),wtQ(Yj,s)).

5.2. Subcategories supported on twisted-convex sets. Let X ⊂ Î be a subset.
Consider the Z-subalgebra YX ⊂ Y (resp. Z[t±2/1]-subalgebra Yt,X ⊂ Yt) generated by

the variables Y ±1
i,p (resp. Ỹ ±1

i,p ) with (i, p) ∈ X, and denote by MX the set of dominant
monomials in YX . Then we define the category CX as the Serre subcategory of CZ

satisfying IrrCX = {[L(m)] | m ∈ MX} and the Z[t±1/2]-module Kt,X as the Z[t±1/2]-
submodule of Kt given by

Kt,X :=
⊕

m∈MX

Z[t±1/2]Lt(m).



28 R. FUJITA, D. HERNANDEZ, S.-J. OH, AND H. OYA

In what follows, we shall give a sufficient condition for the subcategory CX to be
monoidal (i.e. closed under taking tensor products) and at the same time for the

Z[t±1/2]-submodule Kt,X to be a Z[t±1/2]-subalgebra. Our discussion here is a straight-
forward generalization of [26, Lemmas 3.26 and 7.9].

Definition 5.5. Let (∆, σ) be the unfolding of g.

(1) A subset X̃ ⊂ ∆̂σ
0 is said to be convex if it satisfies the following condition: for

any oriented path (x1 → x2 → · · · → xl) in the repetition quiver ∆̂σ, we have

{x1, x2, . . . , xl} ⊂ X̃ if and only if {x1, xl} ⊂ X̃.

(2) We say that a subset X ⊂ Î is twisted-convex if f−1(X) ⊂ ∆̂σ
0 is convex.

Lemma 5.6. If X ⊂ Î is twisted-convex, the set MX is an ideal of the partially ordered

set (M,≤), i.e., it is closed under taking smaller elements in M with respect to the

Nakajima ordering ≤.

Proof. Suppose m ∈ MX and mM ∈ M with M being a monomial in the variables
A−1
i,p ’s. Let A

−1
i,p be a factor of M and let (ı, p± di) := f−1(i, p± di). Since the product

mM is dominant, we have either (a) Yi,p+di is a factor of m, or (b) there is a factor A−1
i′,p′

of M which contains Yi,p+di as a factor. In the case (a), we have (ı, p+di) ∈ f−1(X) by
the assumption m ∈ MX . In the case (b), we find that there is an oriented path in the

repetition quiver ∆̂σ from (ı, p+ di) to (ı′, p′ + di′) := f−1(i′, p′ + di′). Then, we repeat
the same argument replacing A−1

i,p with A−1
i′,p′ , to find either (ı′, p′ + di′) ∈ f−1(X), or

there is yet another factor A−1
i′′,p′′ of M with an oriented path in ∆̂σ from (ı′, p′ + di′)

to f−1(i′′, p′′ + di′′). Repeating it finitely many times, we finally find an oriented path

(possibly of length zero) in ∆̂σ from (ı, p+di) to a vertex in f−1(X). In the similar way,
we find an oriented path (possibly of length zero) from a vertex in f−1(X) to (ı, p−di).

As a result, we obtain an oriented path in ∆̂σ whose end points belong to f−1(X) and
which factors through both (ı, p+di) and (ı, p−di). Then, by the convexity of f−1(X),
we have A−1

i,p ∈ YX . Therefore, M ∈ YX and hence mM ∈ YX ∩M = MX hold. �

Proposition 5.7. Assume that X ⊂ Î is twisted-convex. Then

(1) the category CX is a monoidal subcategory of CZ, and

(2) the Z[t±1/2]-module Kt,X is a Z[t±1/2]-subalgebra of Kt (hence we call it the

quantum Grothendieck ring of CX).

Moreover, under the same assumption, we have

Kt,X =
⊕

m∈MX

Z[t±1/2]Et(m) =
⊕

m∈MX

Z[t±1/2]Ft(m)

and hence evt=1(Kt,X) = χq(K(CX)).

Proof. Let m1,m2 ∈ MX . Suppose that a simple module L(m) with m ∈ M ap-
pears as a composition factor of the tensor product module L(m1)⊗L(m2). Then the
dominant monomial m occurs in χq(L(m1))χq(L(m2)). It implies that m ≤ m1m2 by
Theorem 2.4. From the twisted convexity of X, we have m ∈ MX by Lemma 5.6. This
proves that L(m1)⊗L(m2) ∈ CX and hence the assertion (1). The other assertions can
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be proved in a similar way using Lemma 5.6 together with Theorem 3.6, the property
(3.6) and (S2) in Theorem 3.7. �

5.3. The category CQ. Let Q = (∆, σ, ξ) be a Q-datum for g. Recall the finite

subset ÎQ = f((ΓQ)0) ⊂ Î defined in Section 4.5. Since the set (ΓQ)0 is convex by

Proposition 4.15 (1), the set ÎQ is twisted-convex in the sense of Definition 5.5. Let

us apply the construction in the previous subsection to the case X = ÎQ. We use the
notation (YQ,Yt,Q,MQ,CQ,Kt,Q) for simplicity to denote (YX ,Yt,X ,MX ,CX ,Kt,X)
in this case. Thanks to Proposition 5.7, CQ ⊂ CZ is a monoidal subcategory and
Kt,Q ⊂ Kt is a Z[t±1/2]-subalgebra. For clarity, we shall state the definition of the
category CQ in a direct way.

Definition 5.8. We define the category CQ as the Serre subcategory of the category CZ

satisfying IrrCQ = {[L(m)] | m ∈ MQ}, where MQ is the set of dominant monomials

in the variables Yi,p with (i, p) ∈ ÎQ.

Example 5.9. If we consider the Q-datum Q of type A5 in Example 4.18 (1), the corre-
sponding category CQ is monoidally generated by the fundamental modules associated
with the variables {Yi,−2k | i ∈ {1, 3, 5}, 0 ≤ k ≤ 2} ∪ {Yi,−2k−1 | i ∈ {2, 4}, 0 ≤ k ≤ 2}.
Similarly, if we consider the Q-datum Q of type B3 in Example 4.18 (2), the corre-
sponding category CQ is monoidally generated by the fundamental modules associated
with the variables {Yi,−2k | i ∈ {1, 2}, 0 ≤ k ≤ 4} ∪ {Y3,−2k−1 | 0 ≤ k ≤ 4}.

For a positive root α ∈ R+, we set

LQ(α) := L(Yi,p), LQ
t (α) := Lt(Yi,p) where (i, p) = φ̄−1

Q (α, 0).

Note that we have wtQ(L
Q
t (α)) = α by Proposition 5.2 and evt=1(L

Q
t (α)) = χq(L

Q(α))
by Theorem 3.9 (2). The set {LQ(α) | α ∈ R+} gives a complete and irredundant
collection of fundamental modules in CQ up to isomorphisms.

Lemma 5.10. The followings hold.

(1) The Z-algebra K(CQ) is isomorphic to the polynomial ring Z[xα | α ∈ R+] in
ℓ0-many variables via [LQ(α)] 7→ xα.

(2) The set {LQ
t (α) | α ∈ R+} generates the Z[t±1/2]-algebra Kt,Q.

(3) For each α ∈ R+ and k ∈ Z, we have

Dk(LQ(α)) ∼= L(Yi,p), where (i, p) = φ̄−1
Q (α, k).

Thus, the set {Dk(LQ(α)) | (α, k) ∈ R+ × Z} gives a complete and irredundant

collection of fundamental modules in the category CZ up to isomorphisms.

Proof. (1) and (2) are immediate from Proposition 2.9 and Proposition 5.7 respectively.
(3) follows from Theorem 2.5 and Corollary 4.16 (2). �

5.4. Truncation. Let Q = (∆, σ, ξ) be a Q-datum for g. In this subsection, we apply

the construction given in Section 5.2 above to the case X = Î≤ξ ⊂ Î, where

Î≤ξ := f
(
{(ı, p) ∈ ∆̂σ

0 | p ≤ ξı}
)
.
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We use the notation (Y≤ξ,Yt,≤ξ,M≤ξ ,C≤ξ,Kt,≤ξ) to denote (YX ,Yt,X ,MX ,CX ,Kt,X)

in this case. Since the set Î≤ξ is obviously twisted-convex, C≤ξ ⊂ CZ is a monoidal

subcategory and Kt,≤ξ ⊂ Kt is a Z[t±1/2]-subalgebra by Proposition 5.7.
For a (non-commutative) Laurent polynomial y ∈ Yt, we denote by y≤ξ the element

of Yt,≤ξ obtained from y by discarding all the monomials containing the factors Ỹ ±1
ı̄,p

with (i, p) ∈ Î \ Î≤ξ. This assignment y 7→ y≤ξ defines a Z[t±1/2]-linear map (·)≤ξ : Yt →
Yt,≤ξ, which is not an algebra homomorphism. By an abuse of notation, we denote the
similar Z-linear homomorphism defined for Y by the same symbol (·)≤ξ : Y → Y≤ξ.
Then we have evt=1 ◦ (·)≤ξ = (·)≤ξ ◦ evt=1.

Proposition 5.11. The above linear maps (·)≤ξ restrict to the injective homomor-

phisms of algebras

Kt,≤ξ →֒ Yt,≤ξ and χq (K(C≤ξ)) →֒ Y≤ξ.

Proof. A proof can be similar to the discussions in [23, Section 6.2] and [25, Proposition
3.10], which treated special cases. In principle, the assertions follow from Theorem 3.6
and [9, Lemma 6.17] respectively, with the help of Lemma 5.6. �

We refer to the elements χq(V )≤ξ with V ∈ C≤ξ as the truncated q-characters, and
refer to the elements Lt(m)≤ξ and Et(m)≤ξ with m ∈ M≤ξ as the truncated (q, t)-
characters.

Corollary 5.12. The above linear maps (·)≤ξ restrict to the injective homomorphisms

of algebras

Kt,Q →֒ Yt,Q and χq (K(CQ)) →֒ YQ.

Proof. We have to prove (Kt,Q)≤ξ ⊂ Yt,Q and χq(K(CQ))≤ξ ⊂ YQ. In view of Lemma 5.10
(1) (resp. (2)), it is enough to show that the q-characters (resp. the (q, t)-characters)

of fundamental modules do not involve the variables Yi,p (resp. Ỹi,p) with (i, p) ∈ Î≤ξ′ ,
where ξ′ is another height function on (∆, σ) given by ξ′ı := ξı∗ − rh∨ for ı ∈ ∆0. For

q-characters, we can check this property from the twisted-convexity of the set Î \ Î≤ξ′
and the fact that the q-characters of fundamental modules are computed by Frenkel-
Mukhin’s algorithm, see [9, Theorem 5.9]. For (q, t)-characters, it follows from the case
of q-characters via Theorem 3.9. �

Remark 5.13. By the injectivity of (·)≤ξ , its compatibility with (·) and Theorem 3.7,
the truncation of a (q, t)-character Lt(m)≤ξ for each m ∈ MQ can be characterized in
the image of truncation (Kt,Q)≤ξ ⊂ Yt by the following properties:

(tr-S1) Lt(m)≤ξ = Lt(m)≤ξ , and
(tr-S2) Lt(m)≤ξ − Et(m)≤ξ ∈

∑
m′∈MQ

tZ[t]Et(m
′)≤ξ.

When the height function ξ satisfies the condition in Lemma 4.17 for a given integer
b ∈ Z, we obtain

Î≤ξ = Î≤b := Î ∩ (I × Z≤b).

Thus we will denote the corresponding truncation by (·)≤b instead of (·)≤ξ for this case.
This notation is compatible with the notation in [23] where truncated q-characters for
certain categories Cℓ of simply-laced quantum loop algebras are introduced.
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6. Quantum T -systems

In this section, we review the classical T -system identities satisfied by the q-characters
of Kirillov-Reshetikhin modules and we establish a quantum analog of the T -system
identities for all simple Lie algebra g in a unified way. As far as the authors know,
these relations are new for non simply-laced types (except in type B). We also prove
some commutation relations among the Kirillov-Reshetikhin modules involved in the
T -systems and some t-commutation relations among related (q, t)-characters, which
will be useful for us in the following.

6.1. Kirillov-Reshetikhin modules. For each (i, p) ∈ Î and k ∈ Z≥0, set

W
(i)
k,p := L(m

(i)
k,p), m

(i)
k,p :=

k∏

s=1

Yi,p+2(s−1)di .

These simple modules are called Kirillov-Reshetikhin modules (or KR modules for

short). Note that W
(i)
0,p is the trivial Uq(Lg)-module and W

(i)
1,p = L(Yi,p) is a funda-

mental module.

Theorem 6.1 (cf. [46, Theorem 3.2], [20, Theorem 4.1, Lemma 4.4]). For (i, p) ∈ Î

and k ∈ Z≥0, the q-character of the corresponding KR module W
(i)
k,p is of the form

(6.1) χq(W
(i)
k,p) = m

(i)
k,p(1 +A−1

i,p+(2k−1)di
χ)

where χ is a polynomial in the variables A−1
j,s+dj

, (j, s) ∈ Î.

In this paper, it will be useful to introduce yet another notation for KR modules.
For two integers a, b ∈ Z, we set

[a, b] := {x ∈ Z | a ≤ x ≤ b}, (a, b] := {x ∈ Z | a < x ≤ b},

[a, b) := {x ∈ Z | a ≤ x < b}, (a, b) := {x ∈ Z | a < x < b}.

We refer to subsets of these forms as intervals. Let (∆, σ) be the unfolding of g and

∆̂σ its repetitive quiver (see Section 4). For an interval [a, b] ⊂ Z and a vertex ı ∈ ∆0,

we define a dominant monomial m(ı)[a, b] ∈ M by

m(ı)[a, b] :=
∏

(ı,p)∈∆̂σ
0 ,p∈[a,b]

Yı̄,p.

Note that the corresponding simple module W (ı)[a, b] := L(m(ı)[a, b]) is a KR module.

Similarly, we define the dominant monomials m(ı)(a, b],m(ı)[a, b),m(ı)(a, b) and denote

the corresponding KR modules by W (ı)(a, b],W (ı)[a, b),W (ı)(a, b) respectively.
In this notation, Theorem 6.1 implies the following.

Lemma 6.2. For any ı ∈ ∆0 and integers a ≤ b, we have

χq

(
W (ı)[a, b]

)
≤b

= m(ı)[a, b], χq

(
W (ı)(a, b]

)
≤b

= m(ı)(a, b],

χq

(
W (ı)[a, b)

)
≤b−1

= m(ı)[a, b), χq

(
W (ı)(a, b)

)
≤b−1

= m(ı)(a, b),

where (·)≤b denotes the truncation defined in Section 5.4.
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6.2. Classical T -systems. The q-characters of KR modules satisfy a system of iden-
tities called the T -systems.

Theorem 6.3 ([46, Theorem 1.1], [20, Theorem 3.4]). For each (ı, p), (ı, s) ∈ ∆̂σ
0 with

p < s, we have the following equality in K(CZ):

(6.2)
[
W (ı)[p, s)

] [
W (ı)(p, s]

]
=
[
W (ı)[p, s]

] [
W (ı)(p, s)

]
+

∏

∈∆0;∼ı

[
W ()(p, s)

]
,

where the two terms on right hand side are simple tensor products of Kirillov-Reshetikhin

modules.

The second term in the right hand side, there is a change of notations in comparison
to [46, 20] as the indices for the product are not picked from I but from ∆0. This allows
to have a uniform formulation of the T -systems, including non simply-laced types.

Let us consider the following two sets of dominant monomials:

M+(ı; p, s) :=
{
m(ı)[p, s],m(ı)(p, s),m(ı)(p, s]

}
⊔
{
m()(p, s)

∣∣∣  ∼ ı
}
,(6.3)

M−(ı; p, s) :=
(
M+(ı; p, s) \

{
m(ı)(p, s]

})
⊔
{
m(ı)[p, s)

}
.(6.4)

Note that the KR modules corresponding to the dominant monomials in M−(ı; p, s) ∪
M+(ı; p, s) are exactly the ones involved in the T -system identity (6.2).

Proposition 6.4. Let (ı, p), (ı, s) ∈ ∆̂σ
0 with p < s as in Theorem 6.3. For ε ∈ {+,−}

and any m,m′ ∈ Mε(ı; p, s), the tensor product L(m)⊗L(m′) is simple. In particular,

the set {L(m) | m ∈ Mε(ı; p, s)} forms a mutually commuting family of KR modules.

Proof. We only consider the case ε = +, as a proof of the other case ε = − is similar.
Our basic tool is the truncation defined in Section 5.4. We divide the situation into
the following four cases:

{m,m′} ⊂
{
m(ı)[p, s],m(ı)(p, s]

}
⊔
{
m()(p, s)

∣∣∣  ∼ ı
}
,(6.5)

{m,m′} ⊂
{
m(ı)(p, s)

}
⊔
{
m()(p, s)

∣∣∣  ∼ ı
}
,(6.6)

{m,m′} =
{
m(ı)(p, s),m(ı)(p, s]

}
,(6.7)

{m,m′} =
{
m(ı)[p, s],m(ı)(p, s)

}
.(6.8)

For the case (6.5), noting m()(p, s) = m()(p, s] for  ∼ ı, we have χq(L(m))≤s = m
and χq(L(m

′))≤s = m′ by Lemma 6.2. Therefore we obtain

χq(L(m)⊗ L(m′))≤s = χq(L(m))≤s · χq(L(m
′))≤s = mm′.

By Proposition 5.11, this shows that L(m) ⊗ L(m′) ∼= L(mm′) as desired. For the
case (6.6), we apply the same argument with the truncation (·)≤s replaced by (·)≤s−1.

To deal with the case (6.7), we recall the involution ω defined in the last paragraph
of Section 2.5. In our case, it yields

ω∗W (ı)(p, s) ∼=W (ı∗)(−s− rh∨,−p− rh∨), ω∗W (ı)(p, s] ∼=W (ı∗)[−s− rh∨,−p− rh∨).

Thus we can apply the same argument as in the case (6.6) to obtain the conclusion.
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The last case (6.8) was treated in [20, Theorem 6.1 (2)]. �

6.3. Quantum T -systems. For a general dominant monomial m ∈ M, the element
Ft(m) is given by an algorithm [17, Section 5.7.1]. As a result, we obtain the following
t-analog of Theorem 6.1.

Theorem 6.5. For (i, p) ∈ Î and k ∈ Z≥0, the element Ft(m
(i)
k,p) is of the form

(6.9) Ft(m
(i)
k,p) = m

(i)
k,p(1 + Ã−1

i,p+(2k−1)di
χ)

where χ is a (non-commutative) polynomial in the Ã−1
j,s+dj

, (j, s) ∈ Î.

Note that Ft(m
(i)
k,p) is (·)-invariant as a unique dominant monomials occurs, and this

monomial is (·)-invariant. Although it is known that at t = 1, the q-character of L(m
(i)
k,p)

has a unique dominant monomial, it is not clear a priori that Lt(m
(i)
k,p) = Ft(m

(i)
k,p). But

we conjecture that they are equal.

Conjecture 6.6. For any (i, p) ∈ Î and k ∈ Z≥0, we have

Lt(m
(i)
k,p) = Ft(m

(i)
k,p).

It is known for ADE types by the results of Nakajima. In general it is clear for k = 1

by definition of Lt(m
(i)
1,p). Also one can check it for k = 2 by a direct computation. We

will establish this result in several other situation below.
In this subsection, we establish the quantum T -systems inKt satisfied by the Ft(m

(i)
k,p).

For an interval [a, b] ⊂ Z and ı ∈ ∆0, we set F
(ı)
t [a, b] := Ft(m

(ı)[a, b]). We define

F
(ı)
t (a, b), F

(ı)
t (a, b] and F

(ı)
t [a, b) in the similar way. With this notation, the next as-

sertion follows immediately from Theorem 6.5.

Lemma 6.7. For any ı ∈ ∆0 and integers a ≤ b, we have

F
(ı)
t [a, b]≤b = m(ı)[a, b], F

(ı)
t (a, b]≤b = m(ı)(a, b],

F
(ı)
t [a, b)≤b−1 = m(ı)[a, b), F

(ı)
t (a, b)≤b−1 = m(ı)(a, b).

Theorem 6.8 (Quantum T -systems). For (ı, p), (ı, s) ∈ ∆̂σ
0 with p < s, there holds the

following equality in Kt:

(6.10) F
(ı)
t [p, s)F

(ı)
t (p, s] = txF

(ı)
t [p, s]F

(ı)
t (p, s) + tyFt(M(ı; p, s))

for some x, y ∈ 1
2Z, where the dominant monomial M(ı; p, s) ∈ M is given by

M(ı; p, s) :=
∏

∼ı

m()(p, s).

Note that the quantum T -system is already known for ADE types [24, Propsition
5.6] and for type B [26, Theorem 9.6].
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Proof. Let i := ı̄ and k := (s− p)/di ∈ Z≥1. Note that

F
(ı)
t [p, s) = Ft(m

(i)
k,p), F

(ı)
t (p, s] = Ft(m

(i)
k,p+2di

),

F
(ı)
t [p, s] = Ft(m

(i)
k−1,p+2di

), F
(ı)
t (p, s) = Ft(m

(i)
k+1,p).

Using the algorithm [17, Section 5.7.1], we get a more precise result than formula
(6.9), that is the analog of the statement of [20, Lemma 5.5]. Then the same proof
as in [20] gives the complete list of dominant monomials occurring in the terms of

the quantum T -system: Ft(m
(i)
k,p)Ft(m

(i)
k,p+2di

) has exactly k + 1 dominant monomi-

als M,M1, . . . ,Mk where M,M1, . . . ,Mk−1 are the dominant monomials occurring in

Ft(m
(i)
k−1,p+2di

)Ft(m
(i)
k+1,p) and Mk = M(ı; p, s). But an element in Kt is characterized

by the multiplicities of its dominant monomials [20, Theorem 5.11], so it suffices to
check that the multiplicities on the monomials match. Here these multiplicities are
just certain powers of t, so we can conclude as in [26, Section 9]. �

Remark 6.9. The exponents x, y ∈ 1
2Z in (6.10) can be computed from the t-commutation

relations in the quantum torus Yt as in [24, Proposition 5.6]. In fact, we have

x+ 1 = y =
c̃ii(2(s − p) + di) + c̃ii(2(s − p)− di)

2
.

However we do not use this fact in this paper.

The following is the t-analog of Proposition 6.4

Proposition 6.10. Let (ı, p), (ı, s) ∈ ∆̂σ
0 with p < s as in Theorem 6.3. For ε ∈ {+,−}

and any m,m′ ∈ Mε(ı; p, s), we have

Ft(m)Ft(m
′) = tN (m,m′)Ft(m

′)Ft(m
′)

in the quantum Grothendieck ring Kt, where N (m,m′) ∈ Z is as in (3.5). In other

words, the elements in {Ft(m) | m ∈ Mε(ı; p, s)} mutually commute up to powers of t.

Proof. We prove the assertions similarly as in the proof of Proposition 6.4 by using the
truncation. Again we consider only the case ε = + and divide the situation into four
cases (6.5)–(6.8). For the first two cases (6.5) and (6.6), we simply apply Lemma 6.7
to obtain the conclusion.

To deal with the third case (6.7), we recall the Z-algebra involution ωt of Kt from
Section 3.4. Temporarily, let us assume the following equality

(6.11) ωt

(
F

(ı)
t [p, s]

)
= F

(ı∗)
t [−s− rh∨,−p− rh∨]

holds for all (ı, p), (ı, s) ∈ ∆̂σ
0 with p ≤ s. Then, as special cases, we obtain

ωt

(
F

(ı)
t (p, s)

)
= F

(ı∗)
t (−s−rh∨,−p−rh∨), ωt

(
F

(ı)
t [p, s]

)
= F

(ı∗)
t [−s−rh∨,−p−rh∨].

Combining with the same argument as in the case (6.6), we get the conclusion. We
postpone the proof of (6.11) to the last paragraph.

For the remaining case (6.8), we apply an sl2-reduction argument as in [26, Re-
mark 9.10]: the multiplicities of commutative dominant monomials in the polynomials

F
(ı)
t [p, s]F

(ı)
t (p, s) and F

(ı)
t (p, s)F

(ı)
t [p, s] are the same as those for the corresponding
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polynomial for the sl2-case up to overall power of t1/2. This follows from the fact that,
in the quantum torus, the t-commutation relations between A−1

i,s , A
−1
i,s′ and between

Yi,s,A
−1
i,s′ (with the same index i ∈ I) are the same as in the sl2-case (q being replaced

by qi). Consequently, as the corresponding polynomial in the sl2-case commute up to
a power of t, we obtain the result.

Finally, we prove the above equality (6.11) by induction on s − p ≥ 0. For the

case s = p, it follows immediately from the fact F
(ı)
t [p, p] = Ft(Yı̄,p) = Lt(Yı̄,p) and

Lemma 3.12. For the induction step, we apply the anti -automophism ω̄t := ωt ◦ (·)
to the quantum T -system identity (6.10). Using the induction hypothesis and the

t-commutativity between F
(ı)
t [p, s] and F

(ı)
t (p, s) proved in the last paragraph, we have

F
(ı∗)
t [s′, p′)F

(ı∗)
t (s′, p′] = tx

′

ω̄t

(
F

(ı)
t [p, s]

)
F

(ı∗)
t (s′, p′) + tyFt(M(ı∗; s′, p′))

for some x′ ∈ 1
2Z, where s

′ := −s−rh∨, p′ := −p−rh∨. Comparing it with the quantum

T -system identity (6.10) for (ı∗, s′) and (ı∗, p′), we find ω̄t

(
F

(ı)
t [p, s]

)
= tx

′′
F

(ı∗)
t [s′, p′]

for some x′′ ∈ 1
2Z. The bar-invariance forces x′′ = 0, which completes the proof. �

Remark 6.11. The above argument implies that an ordered product of {F
()
t (p, s)}∼ı

with respect to any total ordering of the set { ∈ ∆0 |  ∼ ı} is equal to Ft(M(ı; p, s))
up to a power of t. Therefore, the quantum T -system (6.10) can be expressed as

F
(ı)
t [p, s)F

(ı)
t (p, s] = taF

(ı)
t [p, s]F

(ı)
t (p, s) + tb

→∏

∼ı

F
()
t (p, s)

for some a, b ∈ 1
2Z.

7. Quantized coordinate algebras

Let g be a complex simple Lie algebra of type ADE and ∆ denote its Dynkin diagram.
In this section, we collect some preliminaries on the quantum coordinate algebra of the
maximal unipotent subgroup N− associated with g and its quantum cluster algebra
structure. We will freely use the notation in Section 4.2.

7.1. Quantized coordinate algebra Av[N−]. Let v be an indeterminate with a for-
mal square root v1/2. Let Uv(n−) be the Q(v1/2)-algebra presented by the set of gener-
ators {fı | ı ∈ ∆0} satisfying the quantum Serre relations:

(7.1)

{
fıf − ffı = 0 if ı 6∼ ,

f2ı f − (v + v−1)fıffı + ff
2
ı = 0 if ı ∼ .

This is regarded as a quantized enveloping algebra of the nilpotent Lie subalgebra n−
of g corresponding to the negative part. For each ı ∈ ∆0, we write wt(fı) = −αı, which
endows the algebra Uv(n−) with a natural (−Q+)-grading.

The quantized coordinate algebra Av[N−] is a Z[v±1/2]-subalgebra of Uv(n−) which
is dual to the canonical integral form of Uv(n−) generated by the divided powers
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{fmı /[m]v! | ı ∈ ∆0,m ∈ Z≥0} with respect to a suitable pairing. See Appendix A.1 for
its precise definition. Here we recall that it satisfies the following properties:

Q(v±1/2)⊗Z[v±1/2] Av[N−] ≃ Uv(n−), C⊗Z[v±1/2] Av[N−] ≃ C[N−],

where C is regarded as a Z[v±1/2]-algebra via v1/2 7→ 1, and C[N−] is the coordinate
algebra of the complex unipotent algebraic group N− := exp(n−). Note that C[N−] is
commutative. We have an obvious algebra homomorphism

evv=1 : Av[N−] → C⊗Z[v±1/2] Av[N−] ≃ C[N−]

called the specialization at v = 1.
For each λ ∈ P+ :=

∑
ı∈∆0

Z≥0̟ı and Weyl group elements w,w′ ∈ W, we can

define a specific homogeneous element D̃wλ,w′λ of Av[N−] called a normalized quantum

unipotent minor, as in [39, Section 6], [14, Section 5]. Its precise definition is recalled

in Appendix A.2. From the construction, we have wt(D̃wλ,w′λ) = wλ − w′λ when

D̃wλ,w′λ 6= 0, and

D̃wλ,w′λ =

{
1 if wλ = w′λ,

0 if wλ− w′λ 6∈ −Q+.

7.2. Commutation classes. Before describing the quantum cluster algebra structure
of the quantized coordinate algebra Av[N−], we have to recall the generalities on the
commutation classes in the Weyl group W.

Two sequences i and i
′ of elements of ∆0 are said to be commutation equivalent if i′

is obtained from i by applying a sequence of operations which transform some adjacent
components (ı, ) such that ı 6∼  into (, ı). This defines an equivalence relation.

For w ∈ W, let I(w) ⊂ ∆
ℓ(w)
0 denote the set of all reduced words for w. We refer

to the equivalent class containing i as the commutation class of i and denote it by [i].
Note that the set I(w) is divided into a disjoint union of commutation classes. In this
paper, we only consider the case w = w0.

For a reduced word i = (ı1, . . . , ıℓ0) ∈ I(w0), we have R+ = {βik | 1 ≤ k ≤ ℓ0},

where βik := sı1 · · · sık−1
(αık). Thus the reduced word i defines a total order <i on R+,

namely we write βik <i β
i

l if k < l. Note that the ordering <i is convex in the sense
that if α, β, α + β ∈ R+, we have either α <i α + β <i β or β <i α + β <i α. For
a commutation class [i] in I(w0), we define the convex partial ordering �[i] on R+ so
that

α �[i] β if and only if α <i
′ β for all i′ ∈ [i].

For a commutation class [i] in I(w0) and a positive root α ∈ R+, we define the [i]-
residue of α, denoted by res[i](α), to be ık ∈ ∆0 if we have α = βik with i = (ı1, . . . , ıℓ0).

Note that this is well-defined, i.e. if α = βi
′

l for another i′ = (ı′1, . . . , ı
′
ℓ0
) ∈ [i], then we

have ı′l = ık.
In [52], the combinatorial Auslander-Reiten quiver Υi was introduced for each re-

duced word i = (ı1, . . . , ıℓ0) ∈ I(w0). By definition, it is a quiver whose vertex set is
R+ and we have an arrow in Υi from βik to βij if and only if 1 ≤ j < k ≤ ℓ0, ıj ∼ ık and

there is no index j′ between j and k such that ıj′ ∈ {ıj , ık}. The quiver Υi satisfies
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the following nice properties. We say that a total ordering R+ = {β1, β2, . . . , βℓ0} is a
compatible reading of Υi if we have k < l whenever there is an arrow βl → βk in Υi.

Theorem 7.1 ([52]). For a commutation class [i] in I(w0), we have the followings :

(1) If i′ ∈ [i], then Υi = Υi
′ . Hence Υ[i] is well-defined.

(2) For α, β ∈ R+, we have α �[i] β if and only if there exists an oriented path from

β to α in Υ[i]. In other words, the quiver Υ[i] is identical to the Hasse quiver

of the partial ordering �[i].

(3) A sequence i
′ = (ı′1, . . . , ı

′
ℓ0
) ∈ ∆ℓ0

0 belongs to the commutation class [i] if and

only if there is a compatible reading R+ = {β1, . . . , βℓ0} of Υ[i] such that ı′k =

res[i](βk) for all 1 ≤ k ≤ ℓ0.

For a reduced word i = (ı1, ı2, . . . , ıℓ0) ∈ I(w0), we have i
′ = (ı2, . . . , ıℓ0 , ı

∗
1) ∈ I(w0)

and [i] 6= [i′]. This operation is referred to as a combinatorial reflection functor and we
write i

′ = rı1i. We have the induced operation on commutation classes (i.e., rı1 [i] :=

[rı1i] is well-defined). The relations [i]
r
∼ [rıi] for various ı ∈ ∆0 generate an equivalence

relation, called the reflection equivalent relation
r
∼, on the set of commutation classes

in I(w0). For a given reduced word i ∈ I(w0), the family of commutation classes

[[i]] := {[i′] | [i′]
r
∼ [i]} is called an r-cluster point.

Theorem 7.2 ([53, 13]). For each Q-datum Q for g, there exists a unique commutation

class [Q] in the set I(w0) of reduced words for w0 such that

(1) [Q] consists of all the reduced words adapted to Q in the sense of Definition 4.3,

(2) there is an isomorphism Υ[Q] → ΓQ of quivers whose underlying bijection R+ →

(ΓQ)0 between the vertex sets coincides with the bijection φ−1
Q (·, 0),

(3) for each α ∈ R+, we have res[Q](α) = ı if φ−1
Q (α, 0) = (ı, p).

Moreover, the set {[Q] | Q is a Q-datum for g} forms a single r-cluster point.

7.3. Quantum cluster algebra structure. In this subsection, we briefly describe the
quantum cluster algebra structure on the quantum coordinate algebra Av[N−] based on
[14]. Here we do not recall the general definition of a quantum cluster algebra, which
is reviewed in Appendix B.

We fix a reduced word i = (ı1, . . . , ıℓ0) ∈ I(w0) and use the following notation:

w≤k := sı1sı2 · · · sık , w≤0 := 1,

k+ := min({k + 1 ≤ j ≤ ℓ0 | ıj = ık} ∪ {ℓ0 + 1}),

k− := max({0} ∪ {1 ≤ j ≤ k − 1 | ıj = ık}),

k−(ı) := max({0} ∪ {1 ≤ j ≤ k − 1 | ıj = ı})

for k = 1, 2, . . . , ℓ0 and ı ∈ ∆0 with ı ∼ ık.

Proposition 7.3 ([14, Proposition 10.1, Lemma 11.3]). For a fixed reduced word i =
(ı1, . . . , ıℓ0) ∈ I(w0), we set

J := {1, 2, . . . , ℓ0}, Jf := {j ∈ J | j+ = ℓ0 + 1}, Je := J \ Jf .
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Define the Z-valued J × Je-matrix B̃i = (bst)s∈J,t∈Je as

bst =





1 if either (i) t = s+, or (ii) t < s < t+ < s+ and ıs ∼ ıt,

−1 if either (i) s = t+, or (ii) s < t < s+ < t+ and ıs ∼ ıt,

0 otherwise.

Define the Z-valued J × J-skew-symmetric matrix Λi = (Λst)s,t∈J as

Λst = (̟ıs − w≤s̟ıs ,̟ıt + w≤t̟ıt) for s < t.

Then (Λi, B̃i) forms a compatible pair, which satisfies
∑

k∈J

bksΛkt = 2δs,t

for all s ∈ Je and t ∈ J .

Recall the notation βik = w≤k−1αık for 1 ≤ k ≤ ℓ0 from Section 7.2. For each α ∈ R+,

there exists a unique k such that α = βik. Then we define

α+ :=

{
βik+ if k+ ≤ ℓ0,

0 if k+ = ℓ0 + 1,
α− :=

{
βik− if k− > 0,

0 if k− = 0,

α−(ı) :=

{
βik−(ı) if k−(ı) > 0,

0 if k−(ı) = 0,
λα := w≤k̟ık ,

where ı ∈ ∆0 is an element such that ı ∼ ık. Since sı̟ = ̟ − δı,αı, we have

(7.2) λα− = λα + α

for each α ∈ R+. Here we understand λα− = ̟ık if α− = 0 (i.e. if k− = 0).

Recall that ık = res[i](α) depends only on the commutation class [i]. It is easy to
see that the assignments α 7→ α+, α−, α−(ı), λα also depend only on the commutation
class [i]. Thus Proposition 7.3 can be rephrased as follows.

Proposition 7.4. For a fixed commutation class [i] in I(w0), we set

J := R+, Jf := {α ∈ R+ | α+ = 0}, Je := J \ Jf .

Define the Z-valued J × Je-matrix B̃[i] = (bαβ)α∈J,β∈Je as

bαβ =





1 if either (i) β = α+, or (ii) β ≺[i] α ≺[i] β
+ ≺[i] α

+ and ı ∼ ,

−1 if either (i) α = β+, or (ii) α ≺[i] β ≺[i] α
+ ≺[i] β

+ and ı ∼ ,

0 otherwise.

Here ı = res[i](α),  = res[i](β). Define the Z-valued J × J-skew-symmetric matrix

Λ[i] = (Λαβ)α,β∈J as

Λαβ = (̟ı − λα,̟ + λβ) for β 6�[i] α,

where ı = res[i](α),  = res[i](β). Then (Λ[i], B̃[i]) forms a compatible pair, which satis-

fies ∑

γ∈J

bγαΛγβ = 2δα,β
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for all α ∈ Je and β ∈ J .

Let us fix a commutation class [i] in I(w0). Associated with the Z-valued R+ ×

R+-skew-symmetric matrix Λ[i] in Proposition 7.4, we define the quantum torus Tv,[i]
(denoted by T (Λ[i]) in Appendix B.1) as the Z[v±1/2]-algebra presented by the set of
generators {X±1

α | α ∈ R+} and the following relations:

• XαX
−1
α = X−1

α Xα = 1 for α ∈ R+,
• XαXβ = vΛαβXβXα for α, β ∈ R+.

Let A(Λ[i], B̃[i]) denote the quantum cluster algebra associated with the compatible

pair (Λ[i], B̃[i]) in Proposition 7.4. This is the Z[v±1/2]-subalgebra of the quantum
torus Tv,[i] generated by the union of the elements called the quantum cluster variables,
which are obtained from all possible sequences of mutations (see Appendix B.2).

For α, β ∈ R+ with res[i](α) = res[i](β) = ı, we write

D̃[i](α, β) := D̃λα,λβ , D̃[i](α, 0) := D̃λα,̟ı .

Note that D̃[i](α, β) = 0 unless β �[i] α. We set D̃[i](0, 0) := 1 by convention.

Theorem 7.5 ([14, Theorem 12.3], [31, Corollary 11.2.8]). For a commutation class

[i] in I(w0), there exists a Z[v±1/2]-algebra isomorphism

CL: A(Λ[i], B̃[i])
∼
−→ Av[N−]

given by

Xα 7→ D̃[i](α, 0)

for all α ∈ R+. Moreover, the normalized quantum unipotent minors D̃[i](α, β) and

D̃[i](α, 0) correspond to some quantum cluster variables.

In what follows, we regard Av[N−] as a subalgebra of Tv,[i] through CL−1.
The following system of equalities are regarded as a quantum analog of determinantal

identities, which are also obtained as specific exchange relations of quantum clusters
when we consider the quantum cluster algebra structure given in Theorem 7.5.

Proposition 7.6 ([14, Proposition 5.5]). Let [i] be a commutation class in I(w0). For

any α, β ∈ R+ with res[i](α) = res[i](β) = ı and β ≺[i] α, there exist a, b ∈ 1
2Z such that

(7.3) D̃[i](α, β)D̃[i](α−, β−) = vaD̃[i](α, β−)D̃[i](α−, β) + vb
→∏

∼ı

D̃[i](α−(), β−())

in Av[N−]. Here the factors in the second term of the RHS mutually commute up to

powers of v1/2 and thus we can take any total ordering on the set { ∈ ∆0 |  ∼ ı}.

7.4. Dual canonical basis. We fix a commutation class [i] in I(w0) as before. For
α ∈ R+, we set

F̃ (α, [i]) := D̃[i](α,α−).
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Note that deg F̃ (α, [i]) = −α. This is an analog of the dual function of a root vector

corresponding to −α. For c = (cα)α∈R+ ∈ (Z≥0)
R+

, we set

ν(c) := −
1

2

∑

α,β∈R+

cαcβ(α, β) +
∑

α∈R+

c2α ∈ Z

and define

F̃ (c, [i]) := vν(c)/2
→∏

α∈R+

F̃ (α, [i])cα .

Here we take any total ordering on R+ = {β1, . . . , βℓ0} such that we have k > l whenever
βk ≺[i] βl (i.e. the opposite of <i

′ for some i
′ ∈ [i]) for the ordered product. Since

F̃ (α, [i]) and F̃ (β, [i]) mutually commute if α and β are not comparable with respect

to ≺[i], the element F̃ (c, [i]) is well-defined.

Proposition 7.7 (see, for instance, [43, Chapter 40, 41]). The set {F̃ (c, [i]) | c ∈

(Z≥0)
R+

} forms a Z[v±1/2]-basis of Av[N−].

We refer to the basis {F̃ (c, [i]) | c ∈ (Z≥0)
R+

} as a normalized dual Poincaré-

Birkhoff-Witt type basis (henceforth, a normalized dual PBW-type basis). In particular,

Av[N−] is generated by the set {F̃ (α, [i]) | α ∈ R+} = {D̃[i](α,α−) | α ∈ R+}.

There exists a natural Z-algebra anti-involution (·) on the quantum torus Tv,[i] given
by

v±1/2 7→ v∓1/2, X±1
α 7→ X±1

α

for α ∈ R+. This involution (·) preserves the quantum cluster algebra A(Λ[i], B̃[i]) ≃
Av[N−] and fixes each quantum cluster variable.

Lusztig [41, 42, 43] and Kashiwara [32] have constructed a specific Z[v±1/2]-basis
B∗ of Av[N−], which is called the dual canonical basis. Moreover, we can consider

the normalized dual canonical basis B̃∗. We do not recall its precise definition here.

Instead, we refer the following characterization of B̃∗ by using the normalized dual
PBW-type basis.

Theorem 7.8 ([39, Theorem 4.29]). For each commutation class [i] in I(w0), we have

B̃∗ = {G̃(c, [i]) | c ∈ (Z≥0)
R+

},

where, for each c ∈ (Z≥0)
R+

, G̃(c, [i]) is the unique element of Av[N−] characterized
by the following conditions :

(NDCB1) G̃(c, [i]) = G̃(c, [i]), and

(NDCB2) G̃(c, [i])− F̃ (c, [i]) ∈
∑

c′<[i]c
vZ[v]F̃ (c′, [i]).

Here the condition c
′ = (cα)α∈R+ <[i] c = (cα)α∈R+ means that there exists β ∈ R+

such that c′β < cβ and c′α = cα for all β 6�[i] α.
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Remark 7.9. The unitriangular property of the normalized dual PBW-type basis with
respect to (·) is also included in Theorem 7.8. That is, we have

F̃ (c, [i])− F̃ (c, [i]) ∈
∑

c′<[i]c

Z[v±1]F̃ (c′, [i]).

8. The HLO isomorphisms

Throughout this section, we fix a Q-datum Q = (∆, σ, ξ) for g.
The aim of this section is to establish an isomorphism ΦQ for each Q-datum Q

between the quantum Grothendieck ring Kt,Q of the category CQ and the quantized
coordinate algebra Av[N−] associated with the simply-laced Lie algebra g unfolding g.
This is a generalization of the results due to Hernandez-Leclerc [24] and Hernandez-
Oya [26], and hence we call ΦQ the HLO isomorphism.

In Section 8.1, we prove an isomorphism ΦTQ between the quantum tori Yt,Q and
Tv,Q from properties of the inverse of the quantum Cartan matrix. Then in Section 8.2,
we verify that ΦTQ induces the desired isomorphism ΦQ by comparing of the quantum
T -system identities in Kt,Q (Theorem 6.8) and the quantum determinantal identities in
Proposition 7.6. In Section 8.3, as corollaries, we obtain the affirmative answer to the
analog of Kazhdan-Lusztig conjecture in [17] for simple modules in the subcategory CQ

(see Conjecture 3.8) and various positivities for its quantum Grothendieck ring Kt,Q.
As far as the authors know, these are the first results in this direction beyond types
ABDE. Moreover, our approach is uniform for all non simply-laced types.

Henceforth, we often write Q instead of [Q] to simplify the notation. For example, we

apply it to write Tv,Q, D̃
Q(α, β) and F̃ (α,Q) instead of Tv,[Q], D̃

[Q](α, β) and F̃ (α, [Q])
respectively.

8.1. An isomorphism between the quantum tori. Recall the notation for KR
modules from Section 6.1. Note that, for each (ı, p) ∈ (ΓQ)0, the dominant monomial

m(ı)[p, ξı] =

(ξı−p)/2dı̄∏

k=0

Yı̄,p+2kdı̄

belongs to MQ.
The goal of this subsection is to prove the following theorem, which is a generalization

of [26, Theorem 6.3].

Theorem 8.1. For each Q-datum Q for g, there is the algebra isomorphism

ΦTQ : Tv,Q → Yt,Q

given by

v±1/2 7→ t±1/2, Xα 7→ m(ı)[p, ξı]

for all α ∈ R+, where (ı, p) = φ−1
Q (α, 0). Moreover, we have ΦTQ ◦ (·) = (·) ◦ΦTQ.

The last assertion ΦTQ ◦ (·) = (·) ◦ΦTQ is obvious from the definition of ΦTQ. To prove

the existence of ΦTQ, we notice that the quantum torus Yt,Q defined in Section 5.3 has
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another presentation given by the set of generators {m(ı)[p, ξı]
±1

| (ı, p) ∈ (ΓQ)0} and
the following two relations:

• m(ı)[p, ξı] ·m
(ı)[p, ξı]

−1
= m(ı)[p, ξı]

−1
·m(ı)[p, ξı] = 1 for (ı, p) ∈ (ΓQ)0,

• m(ı)[p, ξı] ·m
()[s, ξ] = tκ(ı,p;,s)m()[s, ξ] ·m

(ı)[p, ξı] for (ı, p), (, s) ∈ (ΓQ)0,

where

κ(ı, p; , s) := N

(
m(ı)[p, ξı],m

()[s, ξ]
)
=

(ξı−p)/2dı̄∑

k=0

(ξ−s)/2d̄∑

l=0

N (̄ı, p + 2kdı̄; ̄, s+ 2ld̄).

Therefore, it is enough to show that, for any (ı, p), (, s) ∈ (ΓQ)0, we have the equality

(8.1) κ(ı, p; , s) = Λαβ ,

where α, β ∈ R+ are given by (α, 0) = φQ(ı, p) and (β, 0) = φQ(, s). A proof of (8.1)
will be given in the end of this subsection after some preparation.

Recall the notation α− and λα for each α ∈ R+ from Section 7.3, which is associated
with the adapted class [Q] in the present situation.

Lemma 8.2. Let α ∈ R+ and set ı := resQ(α).

(1) We have α = τdı̄Q α
− provided that α− 6= 0. In other words, we have

φ−1
Q (α−, 0) = (ı, p + 2dı̄) if φ−1

Q (α, 0) = (ı, p) with p < ξı.

(2) If α− = 0, we have α = γQı = ̟ı − τdı̄Q̟ı.

(3) We have λα = τ
(ξı−p)/2+dı̄
Q ̟ı, where p is such that (α, 0) = φQ(ı, p).

Proof. The assertions (1) and (2) follow from Theorem 7.2. The assertion (3) is proved
inductively by the relation (7.2) along with (1) and (2). �

Given i, j ∈ I, we set

(8.2) Ξij := max{ξ′ − ξ′ı ∈ Z | ξ′ is a height function on (∆, σ), ı ∈ i,  ∈ j}.

We can easily check that 0 ≤ Ξij ≤ rh∨ holds for any i, j ∈ I.

Lemma 8.3. Let i, j ∈ I. For any l ∈ Z≥0, we have

(8.3) c̃ij(Ξij − di − 2ldij) = 0

In particular, for any Q-datum Q = (∆, σ, ξ) for g, ı ∈ i,  ∈ j and l ∈ Z≥0, we have

(8.4) c̃ij(ξ − ξı − di − 2ldij) = 0.

Proof. For any height function ξ on (∆, σ), ı ∈ i and  ∈ j, there is l ∈ Z≥0 such that
ξ − ξı = Ξij − ldij . Thus (8.4) follows from (8.3). Since c̃ij(u) = 0 for u ≤ 0, it is
enough to prove (8.3) for any integer l with 0 ≤ 2ldij ≤ Ξij − di. First we consider
the case di ≥ dj , or equivalently dij = dj . We choose a height function ξ together with
ı ∈ i and  ∈ j so that we have Ξij = ξ − ξı and ξ ≥ ξ∗. Applying the formula (4.4)
in Theorem 4.13 with u = −(Ξij − di − 2ldj), we have

c̃ij(u)− c̃ij(−u) = (̟ı, τ
ldj
Q γQ ).
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By the assumption 0 ≤ −u ≤ Ξij − di < rh∨, we have c̃ij(u) = 0 and hence the
LHS is equal to −c̃ij(−u), which is non-positive by Lemma 3.1 (6). On the other

hand, the RHS is non-negative because τ
ldj
Q γQ is a positive root thanks to the fact

ldj ≤ Ξij ≤ ξ − ξ∗ + rh∨ and Proposition 4.15. Thus we get c̃ij(−u) = 0, which
proves (8.3) for the case di ≥ dj . For the other case di < dj , we necessarily have
(di, dj) = (1, r) and hence dij = 1. Moreover, we observe that Ξij = Ξji − 2(r − 1), or
equivalently Ξij − di = Ξji − dj − r + 1 holds by Definition 4.1. Then we get

c̃ij(Ξij − di − 2ldij) =
r−1∑

k=0

c̃ji(Ξji − dj − 2(l + k)) = 0

as desired, where the first equality follows from Lemma 3.1 (3). �

Proposition 8.4. Let Q = (∆, σ, ξ) be a Q-datum for g. Let (ı, p), (ı, p′), (, s), (, s′) ∈

∆̂σ
0 with p ≤ p′ and s ≤ s′. Assuming p− s ≤ Ξı̄̄ and s

′ − p′ ≤ Ξı̄̄, we have

N

(
m(ı)[p, p′],m()[s, s′]

)
=
(
τ
(ξı−p)/2+di
Q ̟ı + τ

(ξı−p′)/2
Q ̟ı, τ

(ξ−s)/2+dj
Q ̟ − τ

(ξ−s′)/2
Q ̟

)
.

Proof. Set i := ı̄, j := ̄ ∈ I. By the definition of N (i, p; j, s) in (3.1), we have

N

(
m(ı)[p, p′],m()[s, s′]

)
=

(p′−p)/2di∑

k=0

(s′−s)/2dj∑

l=0

N (i, p + 2kdi; j, s + 2ldj)

=

(p′−p)/2di∑

k=0

(s′−s)/2dj∑

l=0

{c̃ij((p + 2kdi)− (s+ 2ldj)− di)− c̃ij((p + 2kdi)− (s+ 2ldj) + di)

− c̃ij((s + 2ldj)− (p+ 2kdi)− di) + c̃ij((s + 2ldj)− (p + 2kdi) + di)}

=

(s′−s)/2dj∑

l=0

{c̃ij(p− (s+ 2ldj)− di)− c̃ij(p
′ − (s′ − 2ldj) + di)

− c̃ij((s
′ − 2ldj)− p′ − di) + c̃ij((s + 2ldj)− p+ di)}

=

(s′−s)/2dj∑

l=0

{−c̃ij(2ldj − s′ + p′ + di) + c̃ij(2ldj + s− p+ di)},

where the last equality follows from Lemma 8.3. On the other hand, we compute
(
τ
(ξı−p)/2+di
Q ̟ı + τ

(ξı−p′)/2
Q ̟ı, τ

(ξ−s)/2+dj
Q ̟ − τ

(ξ−s′)/2
Q ̟

)

= −
(
τ
(ξı−p)/2+di
Q ̟ı + τ

(ξı−p′)/2
Q ̟ı, τ

(ξ−s′)/2
Q (1− τ

(s′−s)/2+dj
Q )̟

)

= −

(s′−s)/2dj∑

l=0

(
τ
(ξı−p)/2+di
Q ̟ı + τ

(ξı−p′)/2
Q ̟ı, τ

(2ldj+ξ−s′)/2
Q γQ

)

= −

(s′−s)/2dj∑

l=0

(
̟ı, τ

((2ldj−s′+p−di)+ξ−ξı−di)/2
Q γQ + τ

((2ldj−s′+p′+di)+ξ−ξı−di)/2
Q γQ

)



44 R. FUJITA, D. HERNANDEZ, S.-J. OH, AND H. OYA

= −

(s′−s)/2dj∑

l=0

{c̃ij(2ldj − s′ + p− di)− c̃ij(−2ldj + s′ − p+ di)

+ c̃ij(2ldj − s′ + p′ + di)− c̃ij(−2ldj + s′ − p′ − di)}

= −

(s′−s)/2dj∑

l=0

{c̃ij(2ldj − s′ + p′ + di)− c̃ij(−2ldj + s′ − p+ di)}

= −

(s′−s)/2dj∑

l=0

{c̃ij(2ldj − s′ + p′ + di)− c̃ij(2ldj + s− p+ di)}

where the second equality follows from (4.3), the fourth equality follows by Theo-
rem 4.13, and we again used Lemma 8.3 for the fifth equality. From the above two
computations, we obtain the conclusion. �

Remark 8.5.

(1) In [36], a Z-valued invariant Λ(V,W ) was defined for any rationally renor-

malizable pair (V,W ) of non-zero Uq(Lg)-modules. It plays a quite impor-
tant role in the theory of monoidal categorification of cluster algebras. If
(V,W ) is a commuting pair of simple modules, say (L(m), L(m′)), we have
Λ(L(m), L(m′)) = N (m,m′) (see [13, Section 6]). From this point of view,
Proposition 8.4 gives a computation of the invariants Λ(V,W ) for a larger class
of commuting pairs of KR modules.

(2) When m(ı)[p, p′],m()[s, s′] in Proposition 8.4 are contained in some MQ, the Z-

integer value N (m(ı)[p, p′],m()[s, s′]) coincides also with the Z-integer value in
[31, Proposition 10.2.3 (ii)] by [37, Theorem 4.12] (see also [35, Theorem 4.12]),
since there are certain two simple commuting modules over symmetric quiver
Hecke algebra of type g corresponding to L(m(ı)[p, p′]) and L(m()[s, s′]) via the
generalized quantum affine Schur-Weyl duality functor FQ (see Subsection 9.2
below).

End of the proof of Theorem 8.1. To prove the equality (8.1), we apply Proposition 8.4
to the case (ı, p) = φ−1

Q (α, 0), (, s) = φ−1
Q (β, 0), p′ = ξı and s

′ = ξ. Since both sides of
(8.1) are skew-symmetric, we may assume that p ≤ s. Then we have α 6�[i] β and the
conditions p − s ≤ Ξı̄̄ and s

′ − p′ ≤ Ξı̄̄ trivially hold. Applying Proposition 8.4 and
Lemma 8.2 (3), we obtain

N

(
m(ı)[p, ξı],m

()[s, ξ]
)
= (λα +̟ı, λβ −̟) = −Λβα,

which proves (8.1). �

8.2. The HLO isomorphisms. In this subsection, we prove the following result which
generalizes [24, Theorem 6.1] (for simply-laced g) and [26, Theorem 10.1] (for g of type
B) to any simple Lie algebra g. Our proof is similar to that of [26]. Let KT

t,Q ⊂ Yt,Q
denote the image of the truncation map (·)≤ξ : Kt,Q →֒ Yt,Q (see Corollary 5.12).
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Theorem 8.6. For any Q-datum Q for g, the isomorphism ΦTQ : Tv,Q → Yt,Q in The-
orem 8.1 restricts to an isomorphism

Av[N−] → KT
t,Q,

which sends the normalized dual canonical basis B̃∗ in Av[N−] to the basis formed

by the truncated (q, t)-characters of simple modules in KT
t,Q. More precisely, for each

c = (cα)α∈R+ ∈ (Z≥0)
R+
, we have ΦTQ(G̃(c,Q)) = Lt(m(c))≤ξ, where m(c) ∈ MQ is

given by

(8.5) ui,p(m(c)) = cα when φ̄Q(i, p) = (α, 0)

for each (i, p) ∈ ÎQ.

Proof. We prepare some notation. Recall (ΓQ)0 = {(ı, p) ∈ ∆̂σ
0 | ξı∗ − rh∨ < p ≤ ξı}

from Proposition 4.15. Let

SQ := {(ı; p, s) ∈ ∆0 × Z2 | (ı, p), (ı, s) ∈ ∆̂σ
0 , ξı∗ − rh∨ < p ≤ s ≤ ξı + 2dı̄}

and choose a total ordering ≺ on SQ satisfying

(ı; p, s) ≺ (ı′; p′, s′) if either s > s′, or s = s′ and p > p′.

For each (ı; p, s) ∈ SQ, we set

D̃(ı; p, s) :=





D̃Q(α, β) if s ≤ ξı,

D̃Q(α, 0) if s = ξı + 2dı̄,

1 if p = s,

where α, β ∈ R+ correspond to (ı, p), (ı, s) ∈ (ΓQ)0 respectively via the bijection
φ−1
Q (·, 0). Note that the equality (7.3) can be rewritten as

(8.6) D̃(ı; p, s)D̃(ı; p+, s+) = vaD̃(ı; p, s+)D̃(ı; p+, s) + vb
→∏

∼ı

D̃(; p+(), s+())

where p+ := p+2dı̄ and p
+() := min{p′ ∈ Z | (, p′) ∈ ∆̂σ

0 , p < p′} (see Theorem 7.1 and
Lemma 8.2). Proposition 7.6 tells that the equality (8.6) holds for each (ı; p, s) ∈ SQ
with p < s ≤ ξı if we choose suitable a, b ∈ 1

2Z (with an ordering of { ∈ ∆0 |  ∼ ı}
fixed).

To prove ΦTQ(Av[N−]) = KT
t,Q, we only have to show

(8.7) ΦTQ

(
D̃(ı; p, s)

)
= F

(ı)
t [p, s)≤ξ

for each (ı; p, s) ∈ SQ in view of Proposition 7.7. We proceed by induction with respect
to the ordering ≺. In the case when s = ξı + 2dı̄, we have

ΦTQ

(
D̃(ı; p, s)

)
= ΦTQ

(
D̃Q(α, 0)

)
= ΦTQ(Xα) = m(ı)[p, ξı] = F

(ı)
t [p, ξı]≤ξ = F

(ı)
t [p, s)≤ξ

thanks to Theorem 6.5, where (α, 0) = φQ(ı, p). In the case p = s, it is trivial. In what
follows, we focus on the other case p < s ≤ ξı.

We denote by F(Tv,Q) (resp. F(Yt,Q)) be the skew-field of fractions of Tv,Q (resp. Yt,Q).

We can extend the Z-algebra anti-involution (·) on Tv,Q (resp. Yt,Q) to the Q-algebra
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anti-involution on F(Tv,Q) (resp. F(Yt,Q)), denoted again by (·), and extend the Z-

algebra isomorphism ΦTQ to the Q-algebra isomorphism ΦTQ : F(Tv,Q) → F(Yt,Q). They

still satisfy ΦTQ ◦ (·) = (·) ◦ ΦTQ.
It is shown in [14, Section 13] that the equality (8.6) (more generally (7.3)) cor-

responds to a specific exchange relation of quantum clusters in the quantum cluster
algebra structure given in Theorem 7.5. In particular, the (non-trivial) normalized
quantum unipotent minors corresponding to the following elements of SQ

(8.8) (ı; p+, s+), (ı; p, s+), (ı; p+, s), (; p+(), s+())

simultaneously belong to a certain quantum cluster. Therefore the element D̃(ı; p, s) is

characterized as the (·)-invariant element of the form
(
vaD̃(ı; p, s+)D̃(ı; p+, s) + vb

→∏

∼ı

D̃(; p+(), s+())

)
D̃(ı; p+, s+)−1

for some a, b ∈ 1
2Z in F(Tv,Q). Since all the elements listed in (8.8) are smaller than

(ı; p, s) with respect to ≺, we can apply the induction hypothesis to find that the

element ΦTQ(D̃(ı; p, s)) is characterized as the (·)-invariant element of the form
(
taF

(ı)
t [p, s+)≤ξ · F

(ı)
t [p+, s)≤ξ + tb

→∏

∼ı

F
()
t [p+(), s+())≤ξ

)
F

(ı)
t [p+, s+)−1

≤ξ

for some a, b ∈ 1
2Z in F(Yt,Q). On the other hand, by Theorem 6.8 (see also Re-

mark 6.11), F
(ı)
t [s, p)≤ξ is the (·)-invariant element of the form
(
ta

′

F
(ı)
t [p, s]≤ξ · F

(ı)
t (p, s)≤ξ + tb

′
→∏

∼ı

F
()
t (p, s)≤ξ

)
F

(ı)
t (p, s]−1

≤ξ

for some a′, b′ ∈ 1
2Z in F(Yt,Q). Therefore, taking the following equalities into the

account

F
(ı)
t [p+, s+) = F

(ı)
t (p, s], F

(ı)
t [p, s+) = F

(ı)
t [p, s],

F
(ı)
t [p+, s) = F

(ı)
t (p, s), F

()
t [p+(), s+()) = F

()
t (p, s),

where  ∼ ı, we conclude ΦTQ(D̃(ı; p, s)) = F
(ı)
t [p, s)≤ξ as desired.

Next, we show the bijection between the distinguished bases. It follows from (NDCB1)

in Theorem 7.8 and the identity ΦTQ ◦ (·) = (·) ◦ ΦTQ that the element ΦTQ(G̃(c,Q)) is

(·)-invariant for any c ∈ (Z≥0)
R+

. Hence, by Theorem 3.7 (see also Remark 5.13) and
Theorem 7.8, it remains to show that

(8.9) ΦTQ

(
F̃t(c,Q)

)
= Et(m(c))≤ξ

for every c ∈ (Z≥0)
R+

. As a special case of (8.7), we have already proved

ΦTQ

(
F̃t(α,Q)

)
= ΦTQ

(
D̃Q(α,α−)

)
= Ft(Yi,p)≤ξ
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for each α ∈ R+, where (i, p) = φ̄−1
Q (α, 0). Moreover, the ordering of the product

in the definition of F̃ (c,Q) matches the one in the definition of Et(m(c)) in view of
Theorem 7.1. Therefore, we find

ΦTQ

(
F̃ (c,Q)

)
= ta(c)Et(m(c))≤ξ

for some a(c) ∈ 1
2Z. It suffices to show that a(c) = 0 for every c ∈ (Z≥0)

R+
. By

Remark 3.10 and Remark 7.9, we have

Et(m) ∈ Et(m) +
∑

m′<m

Z[t±1]Et(m
′),

F̃ (c,Q) ∈ F̃ (c,Q) +
∑

c′<Qc

Z[v±1]F̃ (c′,Q).

Therefore, we obtain

ΦTQ

(
F̃ (c,Q)

)
= ΦTQ

(
F̃ (c,Q)

)
∈ ta(c)Et(m(c))≤ξ +

∑

m′ 6=m(c)

Z[t±1/2]Et(m
′)≤ξ,

ΦTQ

(
F̃ (c,Q)

)
= ta(c)Et(m(c))≤ξ ∈ t−a(c)Et(m(c))≤ξ +

∑

m′ 6=m(c)

Z[t±1/2]Et(m
′)≤ξ.

Hence, a(c) = −a(c), which implies a(c) = 0. �

Corollary 8.7 (The HLO isomorphism). For each Q-datum Q for g, there exists a

Z-algebra isomorphism

ΦQ : Av[N−] → Kt,Q

such that (·)≤ξ ◦ΦQ = ΦTQ. This isomorphism induces a bijection between the bases B̃∗

and {Lt(m) | m ∈ MQ}.

8.3. Corollaries of the HLO isomorphism. Fix a Q-datum Q = (∆, σ, ξ) for g. We
have the following corollaries of the HLO isomorphism ΦQ. Since the proofs can be
completely same as those in [26, Section 11.1], we omit them.

Corollary 8.8 (Positivity of the analog of Kazhdan-Lusztig polynomials). Recall the

notation in Theorem 8.6 and Corollary 8.7. We have the following :

(1) ΦQ

(
F̃ (c,Q)

)
= Et(m(c)) for all c ∈ (Z≥0)

R+
.

(2) For c ∈ (Z≥0)
R+

and m ∈ MQ, write

F̃ (c,Q) =
∑

c′

pc,c′(v)G̃(c′,Q), Et(m) =
∑

m′

Pm,m′(t)Lt(m
′)

with pc,c′(v) ∈ Z[v] and Pm,m′(t) ∈ Z[t]. Then we have

pc,c′(t) = Pm(c),m(c′)(t).

Moreover, Pm(c),m(c′)(t) ∈ Z≥0[t].
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Corollary 8.9 (Positivity of structure constants). For m1,m2 ∈ MQ, write

Lt(m1)Lt(m2) =
∑

m∈MQ

cmm1,m2
(t)Lt(m).

Then we have cmm1,m2
(t) ∈ Z≥0[t

±1/2].

Corollary 8.10 (Positivity of the coefficients of the truncated (q, t)-characters). For

m ∈ MQ, write

Lt(m)≤ξ =
∑

m′ : monomial in Y≤ξ

a[m;m′]m′

with a[m;m′] ∈ Z[t±1/2]. Then we have a[m;m′] ∈ Z≥0[t
±1/2].

The next corollary gives the affirmative answer to Conjecture 6.6 in CQ.

Corollary 8.11 (The (q, t)-characters of Kirillov-Reshetikhin modules). For a Kirillov-

Reshetikhin module W
(i)
k,p = L(m

(i)
k,p) belonging to the subcategory CQ for some Q-datum

Q for g, we have

(8.10) Lt(m
(i)
k,p) = Ft(m

(i)
k,p).

In particular, (8.10) holds true whenever 2kdi ≤ rh∨.

Proof. Recall Lemma 4.17 for the last assertion. �

9. R-matrices and commutation relations

In this section, we first review some properties of the normalized R-matrices RV,W (z)
for V,W ∈ IrrC and the Z-valued invariants d(V,W ) measuring the singularities of
RV,W (z) introduced in [36]. Then we check that the specialization of the HLO isomor-
phism ΦQ for an arbitrary Q coincides with the isomorphism between the Grothendieck
rings induced from the generalized quantum affine Schur-Weyl duality functor FQ stud-
ied in [27, 30, 38, 51, 11, 49]. From these results, we deduce several commutation
relations in the quantum Grothendieck ring Kt, which will be important in the sequel.

9.1. R-matrices and related invariants. Let z be an indeterminate. For any Uq(Lg)-
module V ∈ C , we can consider its affinization Vz. This is the k[z±]-module Vz :=
V ⊗k k[z

±1] endowed with a structure of left Uq(Lg)-module by

ki(v ⊗ ϕ) = (kiv)⊗ ϕ, x±i,k(v ⊗ ϕ) = (x±i,kv)⊗ zkϕ, hi,l(v ⊗ ϕ) = (hi,lv)⊗ zlϕ,

for v ∈ V and ϕ ∈ k[z±1]. For a ∈ k×, we have

Ta(V ) ∼= Vz/(z − a)Vz

as Uq(Lg)-modules (recall the definition of Ta from Section 2.5).
Let V,W ∈ C be simple modules. We fix their ℓ-highest weight vectors v ∈ V,w ∈W .

It is known that there exists a unique isomorphism of Uq(Lg)⊗k k(z)-modules

RV,W (z) : (Vz ⊗W )⊗k[z±1] k(z) → (W ⊗ Vz)⊗k[z±1] k(z)

satisfying RV,W (z)(vz ⊗ w) = w ⊗ vz, where vz := v ⊗ 1 ∈ Vz (see [1, Corollary 2.5]).
We call this isomorphism RV,W (z) the normalized R-matrix between V and W . Let
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dV,W (z) ∈ k[z] denote the monic polynomial of the smallest degree such that the image
of dV,W (z)RV,W (z) is contained in W ⊗ Vz ⊂ (W ⊗ Vz) ⊗k[z±1] k(z). This polynomial
dV,W (z) is called the denominator of RV,W (z). Note that dV,W (z) does not depend on
the choice of ℓ-highest weight vectors v and w. Moreover, we have

(9.1) dTa(V ),Tb(W )(z) = dV,W ((a/b)z)

for a, b ∈ k×.
For the case of fundamental modules, we simply write

di,j(z) := dL(Yi,0),L(Yj,0)(z)

for any i, j ∈ I. It follows that di,j(z) = dj,i(z) by [1, (A.7)] (see also [13, Lemma 6.4]).
The denominators di,j(z) were computed in [1, 8, 12, 27, 50, 51].5

Proposition 9.1 ([13, Section 6.2]). Let i, j ∈ I with di ≥ dj . Unless di = dj = 1 < r,
we have

di,j(z) = dj,i(z) =

rh∨∏

u=0

(z − qu+di)c̃ij(u).

Even if di = dj = 1 < r, the denominator di,j(z)(= dj,i(z)) divides the RHS.

Definition 9.2 (cf. [36, Section 3]). For each pair (V,W ) of simple modules in C , we
define the Z≥0-valued invariant d(V,W ) by

d(V,W ) := zeroz=1(dV,W (z)) + zeroz=1(dW,V (z)),

where zeroz=a(f(z)) denotes the order of zeros of f(z) at z = a for f(z) ∈ k[z] and
a ∈ k. By definition, we have d(V,W ) = d(W,V ).

Remark 9.3. In [36], an invariant d(V,W ) was defined for any rationally renormalizable

pair (V,W ) of non-zero modules of C . When both V and W are simple, it coincides
with the one in Definition 9.2 thanks to [36, Proposition 3.16].

A simple Uq(Lg)-module V ∈ C is said to be real if its tensor square V ⊗ V is
also simple. For instance, every KR module is known to be real (see e.g. the proof of
Proposition 6.4 above).

Theorem 9.4 ([29, Section 3.2]). Let V,W be two simple modules in C such that at

least one of them is real. Then the following three conditions are mutually equivalent:

• d(V,W ) = 0.
• V and W commute.

• The tensor product V ⊗W is simple.

In particular, we have d(V, V ) = 0 whenever V is a real simple module.

Lemma 9.5. For (i, p), (j, s) ∈ Î, we have

d (L(Yi,p), L(Yj,s)) ≤

{
c̃ij (|p− s| − di) if |p− s| ≤ rh∨,

0 otherwise.

The equality holds unless di = dj = 1 < r.

5As we specified in the footnote in Section 3.3, our coproduct of Uq(Lg) is opposite to the one in
these references.
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Proof. When di ≥ dj , this is a direct consequence of Proposition 9.1 along with (9.1).
For the other case di < dj , we use Lemma 3.1 (3) & (6). �

Proposition 9.6. For any m1,m2 ∈ M, we have

(wtQ(m1),wtQ(m2)) =
∑

k∈Z

(−1)k d
(
L(m1),D

k+1L(m2)
)
.

Proof. This is a combination of [36, Proposition 3.22] and [13, Theorem 6.16]. �

9.2. Generalized quantum affine Schur-Weyl dualities. Let J = {V x}x∈J be a
collection of real simple modules in C indexed by an arbitrary set J . We consider the
graph ΓJ whose vertex set is J and such that the number of edges between x and y
is equal to d(V x, V y) for any x, y ∈ J . Note that the graph ΓJ has no edge loops by
Theorem 9.4.

Given such a collection J , Kang-Kashiwara-Kim [28] constructed a monoidal functor

FJ : A (ΓJ ) → C

called the generalized quantum affine Schur-Weyl duality functor, with some good prop-
erties. Here A (ΓJ ) denotes the category of finite-dimensional modules over the (com-
pleted) symmetric quiver Hecke algebras (defined over k) associated with the graph
ΓJ . This is a k-linear abelian monoidal category and it gives a categorification of the
coordinate algebra of the maximal (pro)unipotent group for the symmetric Kac-Moody
algebra associated with ΓJ . Moreover, the Z-basis formed by the simple objects in
A (ΓJ ) coincides with the specialization of the dual canonical basis.

Now we fix a Q-datum Q for g. As an important example of the above construction,
we consider the following collection of simple Uq(Lg)-modules indexed by J = ∆0:

(9.2) JQ := {LQ(αı)}ı∈∆0 ,

where LQ(α) for α ∈ R+ is the fundamental module defined in Section 5.3.

Theorem 9.7 ([27, 30, 38, 51, 11, 49]). Let Q be a Q-datum for g. Then we have

(9.3) d(LQ(αı), L
Q(α)) = δ(ı ∼ )

for any ı,  ∈ ∆0, and hence ΓJQ
= ∆. The corresponding functor FJQ

gives an equiv-

alence of monoidal categories FQ : A (∆) → CQ. The induced Z-algebra isomorphism

[FQ] : evv=1(Av[N−]) ≃ K(A (∆)) → K(CQ),

is given by

evv=1

(
F̃ (α,Q)

)
7→
[
LQ(α)

]

for α ∈ R+, which maps the dual canonical basis evv=1(B̃
∗) specialized at v = 1 to the

basis IrrCQ formed by the simple isomorphism classes in CQ.

Recall that evt=1(Lt(Yi,p)) = χq(L(Yi,p)) holds for any (i, p) ∈ Î by Theorem 3.9 (2).
Therefore, as a corollary of Theorem 8.6 and Theorem 9.7, we obtain the following.

Corollary 9.8 (cf. [26, Corollary 11.8]). The followings hold.

(1) Let ΦQ|v=t=1 denote the Z-algebra isomorphism evv=1(Av[N−]) → evt=1(Kt,Q) ≃
K(CQ) induced from ΦQ. Then we have ΦQ|v=t=1 = [FQ].
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(2) χq(L(m)) = evt=1(Lt(m)) for all m ∈ MQ.

Corollary 9.8 (2) gives the affirmative answer to Conjecture 3.8 for CQ.

9.3. Some commutation relations. In this subsection, we deduce several useful com-
mutation relations in Kt from the results we have obtained in the previous subsections.

Lemma 9.9. Let Q be a Q-datum for g and m1,m2 ∈ MQ. Assume that at least one

of the simple modules L(m1) and L(m2) is real. If d(L(m1), L(m2)) = 0, we have the

t-commutation relation

Lt(m1)Lt(m2) = tN (m1,m2)Lt(m2)Lt(m1)

in the quantum Grothendieck ring Kt(CQ).

Proof. By Corollary 8.9 we have

Lt(m1)Lt(m2) =
∑

m∈MQ

cmm1,m2
(t)Lt(m).

in Kt with c
m
m1,m2

(t) ∈ Z≥0[t
±1/2]. Applying evt=1 to the both sides yields

χq(L(m1))χq(L(m2)) =
∑

m∈MQ

cmm1,m2
(1)χq(L(m))

by Corollary 9.8 (2). On the other hand, we have L(m1)⊗L(m2) ∼= L(m1m2) from our
assumption and Theorem 9.4. Therefore we obtain cmm1,m2

(1) = δ(m = m1m2), which

implies cmm1,m2
(t) = δ(m = m1m2) · t

a for some a ∈ 1
2Z. Similarly, we can prove that

cmm2,m1
(t) = δ(m = m1m2) · t

b for some b ∈ 1
2Z. Thus the (q, t)-characters Lt(m1) and

Lt(m2) commute up to a power of t±1/2, i.e. Lt(m1)Lt(m2) = tcLt(m2)Lt(m1) for some
c ∈ 1

2Z. Comparing the leading terms, we find c = N (m1,m2). �

Lemma 9.10. Let (i, p), (j, s) ∈ Î. We have the following relations in Kt:

(1) Lt(Yi,p)Lt(Yj,s) = tN (i,p;j,s)Lt(Yj,s)Lt(Yi,p) if d(L(Yi,p), L(Yj,s)) = 0,
(2) Lt(Yi,p)Lt(Yi∗,p±rh∨) = t∓1Lt(Yi,pYi∗,p±rh∨) + 1.

Proof. We may assume p ≤ s. First we consider the case p + rh∨ ≤ s. In this case,
Theorem 3.9 (3) implies that the element Lt(Yi,p)Lt(Yj,s) − δ((i∗, p + rh∨) = (j, s))

contains no dominant monomials other than tN (i,p;j,s)/2Yi,pYj,s. Hence it is equal to

tN (i,p;j,s)/2Lt(Yi,pYj,s) by Theorem 3.7. This shows (1) for p+ rh∨ ≤ s and (2) as well
(note that N (i, p; i∗ ± rh∨) = ∓2 by Lemma 3.1). For the other case p ≤ s < p+ rh∨,
we choose a suitable Q-datum Q for g so that both Yi,p and Yj,s belong to MQ (recall
Lemma 4.17). Under the assumption d(L(Yi,p), L(Yj,s)) = 0, we obtain the relation (1)
by applying Lemma 9.9. �

Lemma 9.11. Let Q = (∆, σ, ξ) be a Q-datum for g. Let (ı, p), (, s) ∈ ∆̂σ
0 be two ele-

ments satisfying the condition ξı ≥ p ≥ s > ξ. Then we have the following equalities :

(1) d(L(Yi,p), L(Yj,s)) = 0,
(2) (wtQ(Yi,p),wtQ(Yj,s)) = −N (i, p; j, s) = 0,
(3) Ft(Yi,p)Ft(Yj,s) = Ft(Yj,s)Ft(Yi,p),
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where i := ı̄, j := ̄.

Proof. Choose a ∈ Z≥0 and b ∈ Z>0 so that p = ξı − 2adi and s = ξ + 2bdj . By
Lemma 9.5, we have

d(L(Yi,p), L(Yj,s)) = d(L(Yj,s), L(Yi,p)) ≤ c̃ji(p− s−dj) = c̃ji(ξı− ξ−dj−2(adi+ bdj)).

The RHS is zero thanks to Lemma 8.3. This proves (1).
The first equality in (2) is due to Proposition 5.4. For the second equality, we have

N (i, p; j, s) = c̃ji(p− s− dj)− c̃ji(p − s+ dj)

= c̃ji(ξı − ξ − 2adi − (2b+ 1)dj)− c̃ji(ξı − ξ − 2adi − (2b− 1)dj)

by (3.3). The RHS is zero again by Lemma 8.3.
The last equality (3) is a consequence of (1), (2) and Lemma 9.10 (1). �

Lemma 9.12 (see also [37]). Let Q be a Q-datum for g.

(1) For any simple roots α, β ∈ R+ with α 6= β, we have

d
(
LQ(α),DLQ(β)

)
= 0.

(2) For any positive roots α, β ∈ R+ and k ∈ Z≥2, we have

d

(
LQ(α),DkLQ(β)

)
= 0.

Proof. Let α, β ∈ R+ be distinct simple roots and put (ı, p) := φ−1
Q (α, 0) and (, s) :=

φ−1
Q (β, 1). Then we have LQ(α) = L(Yı̄,p) and DLQ(β) = L(Ȳ,s) by Lemma 5.10 (3).

Note that we have ξı ≥ p and s > ξ by construction. If p ≥ s, Lemma 9.11 (1) proves
the assertion (1). If p ≤ s−rh∨, we have |p−s| > rh∨ and hence Lemma 9.5 proves the
assertion. Thus we only have to consider the case s− rh∨ < p < s. Recall that we have
DkL(Ȳ,s) ∼= L(Y(̄)k∗,s+krh∨) for each k ∈ Z from Theorem 2.5. Under the assumption

s− rh∨ < p < s, we have d(LQ(α),Dk+1LQ(β)) = 0 unless k ∈ {−1, 0} by Lemma 9.5.
Combining this fact with Proposition 9.6, we find

(α, β) =
∑

k∈Z

(−1)k d
(
LQ(α),Dk+1LQ(β)

)
= −d

(
LQ(α), LQ(β)

)
+ d
(
LQ(α),DLQ(β)

)
.

On the other hand, the equality (9.3) tells that d(LQ(α), LQ(β)) = −(α, β) for two
distinct simple roots α, β. Therefore we have d(LQ(α),DLQ(β)) = 0, which proves (1).

Next we shall prove (2). Let α, β ∈ R+ be two positive roots and k ∈ Z≥2. Putting

(i, p) := φ̄−1
Q (α, 0), (j, s) := φ̄−1

Q (β, k), we have LQ(α) = L(Yi,p) and DkLQ(β) = L(Yj,s)

by Lemma 5.10 (3). Note that we always have p < s. If s − p > rh∨, we have
d(LQ(α),DkLQ(β)) = 0 by Lemma 9.5 as desired. In particular, it covers the case
when k > 2. Thus we only have to consider the case k = 2 with s − rh∨ ≤ p < s. In
this case, we have

• d(LQ(α),Dl+1LQ(β)) = 0 unless l ∈ {0, 1} by Lemma 9.5,
• d(LQ(α),DLQ(β)) = d(L(Yi,p), L(Yj∗,s−rh∨)) = 0 by Lemma 9.11 (1),
• (α, β) = −N (i, p; j∗, s− rh∨) = 0 by Lemma 5.3 and Lemma 9.11 (2).

Combining these facts with Proposition 9.6, we have d(LQ(α),D2LQ(β)) = 0. This
completes the proof of (2). �
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10. Isomorphisms among quantum Grothendieck rings

In this section, we prove the main theorem of this paper. In Section 10.1, we observe
that, for each Q-datumQ, every standard (q, t)-character Et(m) can be factorized into a
product of smaller standard (q, t)-characters Et(mk) belonging to Kt(D

kCQ) for k ∈ Z.
In Section 10.2, we give a presentation of the localized quantum Grothendieck ring
Kt⊗Z[t±1/2]Q(t1/2). This is a generalization of the presentation obtained in [24, Section

7] for simply-laced cases. Based on this presentation, we construct in Section 10.3
a collection of isomorphisms Ψ among the quantum Grothendieck rings labeled by Q-
data and prove that they respect the bases formed by the simple (q, t)-characters. For a
suitable choice of Q-data, the isomorphism Ψ relates the quantum Grothendieck ring of
simply-laced g with that of non-simply-laced g, which propagates the known positivity
for g to the desired positivity for g. Therefore we establish the positivities (P1) and
(P2) for non-simply-laced cases. This gives an affirmative answer to a long-standing
expectation in [18].

10.1. A factorization of standard (q, t)-character. LetQ = (∆, σ, ξ) be a Q-datum
for g. By Corollary 4.16 (2), the commutative monoid M is naturally isomorphic to
the coproduct of the submonoids DkMQ with k running over Z. In other words, each
dominant monomial m ∈ M has a unique factorization

(10.1) m =
∏

k∈Z

Dk(mk)

such that mk ∈ MQ for all k ∈ Z. Here we have mk = 1 for all but finitely many
k. Thanks to Lemma 9.11 (1), L(Yi,p) and L(Yj,s) commute when Yi,p ∈ DkMQ and

Yj,s ∈ DlMQ with k < l and p > s. Therefore, we have

(10.2) M(m) ∼=

→⊗

k∈Z

Dk (M(mk))

as Uq(Lg)-modules.
Here we have an analogous factorization result for its (q, t)-character Et(m).

Proposition 10.1. For each dominant weight m ∈ M, there holds

(10.3) Et(m) = tν(m,Q)
→∏

k∈Z

Dk
t (Et(mk))

in the quantum Grothendieck ring Kt, where

ν(m,Q) := −
1

2

∑

k<l

(−1)k+l(wtQ(mk),wtQ(ml)).

Proof. Thanks to Lemma 9.11 (3), we know that Ft(Yi,p) and Ft(Yj,s) commute when
Yi,p ∈ DkMQ and Yj,s ∈ DlMQ with k < l and p > s. It implies that the desired

equality (10.3) holds up to some power of t±1/2. On the other hand, we have

(10.4) Ỹi,pỸj,s = t(wtQ(Yi,p),wtQ(Yj,s))Ỹj,sỸi,p
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whenever Yi,p ∈ DkMQ and Yj,s ∈ DlMQ with k < l. This is a consequence of
Proposition 5.4 and Lemma 9.11 (2). It implies

m = tν(m,Q)
→∏

k∈Z

Dk
t (mk),

which shows that the equality (10.3) exactly holds. �

Remark 10.2. If we choose a Q-datum Q as in Lemma 4.17, the above factorization
results (10.2) and (10.3) are obtained immediately from the definitions and Proposi-
tion 5.4.

10.2. A presentation of quantum Grothendieck ring. In this subsection, we es-
tablish a presentation of the localized quantum Grothendieck ring

KQ(t1/2) := Kt ⊗Z[t±1/2] Q(t1/2).

We naturally regard Kt as a Z[t±1/2]-subalgebra of KQ(t1/2). The anti-involution (·) and

the automorphism D on Kt are naturally extended to KQ(t1/2).
Hereafter, we fix a Q-datum Q for g. We put

xQı,k := Lt(Yi,p) with (i, p) = φ−1
Q (αı, k)

for each ı ∈ ∆0 and k ∈ Z. Note that we have

xQı,k = Dk
t

(
LQ
t (αı)

)
= Dk

t (x
Q
ı,0)

by Lemma 3.11 and Lemma 5.10 (3).
The HLO isomorphism ΦQ : Av[N−] → Kt,Q in Theorem 8.6 induces the isomorphism

Uv(n−) ∼= Av[N−]⊗Z[v±1/2] Q(v1/2)
∼
−→ Kt,Q ⊗Z[t±1/2] Q(t1/2)

which sends the dual Chevalley generator F̃ (αı,Q) = (1− v2)fı to the element xQı,0 for
each ı ∈ ∆0. Thus, we obtain the quantum Serre relations satisfied for each ı,  ∈ ∆0

and k ∈ Z (recall (7.1)):

(10.5)

{
xQı,kx

Q
,k − xQ,kx

Q
ı,k = 0 if ı 6∼ ,

(xQı,k)
2xQ,k − (t+ t−1)xQı,kx

Q
,kx

Q
ı,k + xQ,k(x

Q
ı,k)

2 = 0 if ı ∼ .

In addition, we can prove the quantum Boson relations hold

xQı,kx
Q
,k+1 = t−(αı,α)xQ,k+1x

Q
ı,k + (1− t−2)δı,,(10.6)

xQı,kx
Q
,l = t(−1)k+l(αı,α)xQ,lx

Q
ı,k(10.7)

for every ı,  ∈ ∆0 and k, l ∈ Z with l > k + 1. They are deduced from Lemma 9.10,
Lemma 9.12 and the relation (10.4).

Definition 10.3. Let ∆ be the Dynkin diagram of the simple Lie algebra g of type

ADE as before. We consider the Q(t1/2)-algebra ÃQ(t1/2)(∆) presented by the set of
generators

{yı,k | ı ∈ ∆0, k ∈ Z}

satisfying the following relations
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(R1) for ı,  ∈ ∆0 and k ∈ Z,
{
yı,ky,k − y,kyı,k = 0 if ı 6∼ ,

y2ı,ky,k − (t+ t−1)yı,ky,kyı,k + y,ky
2
ı,k = 0 if ı ∼ ,

(R2) for ı,  ∈ ∆0 and k ∈ Z,

yı,ky,k+1 = t−(αı.α)y,k+1yı,k + δı,(1− t−2),

(R3) for ı,  ∈ ∆0 and k, l ∈ Z with l > k + 1,

yı,ky,l = t(−1)k+l(αı,α)y,lyı,k.

Theorem 10.4. For each Q-datum Q = (∆, σ, ξ) for g, there exists an isomorphism

ΨQ : ÃQ(t1/2)(∆) → KQ(t1/2)

of Q(t1/2)-algebras given by yı,k 7→ xQı,k for ı ∈ ∆0 and k ∈ Z.

Proof. We have already checked the existence of the Q(t1/2)-homomorphism ΨQ given
by the required assignment. Indeed, the relation (10.5) (resp. (10.6), (10.7)) in KQ(t1/2)

corresponds to the defining relation (R1) (resp. (R2), (R3)) in ÃQ(t1/2)(∆). It remains
to show that ΨQ is bijective.

As an abuse of notation, we denote by Dt the automorphism of the Q(t1/2)-algebra

ÃQ(t1/2)(∆) given by Dt(yı,k) := yı,k+1 for ı ∈ ∆0, k ∈ Z. From the definition, we have
Dt ◦ΨQ = ΨQ ◦Dt.

Note that the Q(t1/2)-subalgebra Ã
(0)

Q(t1/2)
of ÃQ(t1/2)(∆) generated by {yı,0}ı∈∆0 is

naturally isomorphic to Av[N−]⊗Z[v±1/2]Q(v1/2), and the homomorphism ΨQ restricts

to (the localized version of) the HLO isomorphism ΦQ. Therefore, for each m ∈ MQ,

there is a unique element Pt(m) ∈ Ã
(0)

Q(t1/2)
such that ΨQ(Pt(m)) = Et(m).

Now let m ∈ M be an arbitrary dominant monomial. Using the notation in (10.1),

we define an element Pt(m) ∈ ÃQ(t1/2)(∆) by

Pt(m) := tν(m,Q)
→∏

k∈Z

Dk
t (Pt(mk)) .

Under the homomorphism ΨQ, the set P := {Pt(m) | m ∈ M} bijectively corresponds
to the basis {Et(m)}m∈M of KQ(t1/2) by Proposition 10.1. In particular, the set P is

linearly independent over Q(t1/2).
On the other hand, using the relations (R2) and (R3), we can rewrite every monomial

M in the elements of {yı,k}ı∈∆0,k∈Z as a linear combination of the elements of the form

Mk1Mk2 · · ·Mks with Mku ∈ Dku
t Ã

(0)

Q(t1/2)
and k1 < k2 < · · · < ks. Therefore, P forms

a spanning set, and hence a basis of the Q(t1/2)-vector space ÃQ(t1/2)(∆). Since ΨQ

induces a bijection between the bases P and {Et(m)}m∈M, it is an isomorphism. �
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10.3. Isomorphisms among quantum Grothendieck rings. For s = 1, 2, let
Q(s) = (∆(s), σ(s), ξ(s)) be a Q-datum for a complex simple Lie algebra g(s). We assume

that their underlying Dynkin diagrams are the same, i.e., ∆(1) = ∆(2). In what follows,
we use the notation X(s) for a mathematical object X to suggest that it is associated

with g(s). For example, we apply it to write C
(s)
Z , K

(s)
t , M(s) etc.

From the presentation of the quantum Grothendieck ring KQ(t1/2) established in

Theorem 10.4, we obtain the following.

Corollary 10.5. There exists a unique Q(t1/2)-algebra isomorphism

Ψ ≡ Ψ(Q(2),Q(1)) : K
(1)

Q(t1/2)
→ K

(2)

Q(t1/2)

satisfying the following properties :

(1) The restriction of Ψ to Kt,Q(1) ⊂ K
(1)

Q(t1/2)
coincides with the isomorphism

ΦQ(2) ◦ (ΦQ(1))−1 : Kt,Q(1) → Kt,Q(2) .

(2) We have Ψ ◦ (·) = (·) ◦Ψ and Ψ ◦Dt = Dt ◦Ψ.

In particular, it satisfies

(10.8) Ψ
(
xQ

(1)

ı,k

)
= xQ

(2)

ı,k for any ı ∈ ∆0 and k ∈ Z.

Proof. We define Ψ := ΨQ(2) ◦ (ΨQ(1))−1, which satisfies the required properties. �

In what follows, we prove that the above isomorphism Ψ induces a bijection be-
tween the bases formed by the simple (q, t)-characters. First, we define the bijection
ψ0 : MQ(1) → MQ(2) between the dominant monomials by the property

(10.9) Ψ
(
L
(1)
t (m)

)
= L

(2)
t (ψ0(m)) for all m ∈ MQ(1) .

We extend this bijection ψ0 to the bijection ψ : M(1) → M(2) by setting

ψ(m) :=
∏

k∈Z

Dkψ0(mk)

for each m ∈ M(1), where we factorized m as in (10.1) with respect to the Q-datum

Q(1). One can easily check from the property (10.8) that wtQ(1) = wtQ(2) ◦ ψ holds.

Theorem 10.6. The isomorphism Ψ ≡ Ψ(Q(2),Q(1)) in Corollary 10.5 induces a bi-

jection between the simple (q, t)-characters. In particular, it gives the isomorphism

Ψ: K
(1)
t → K

(2)
t

between the quantum Grothendieck ring of C
(1)
Z and that of C

(2)
Z .

Proof. It follows from the property Ψ ◦ (·) = (·) ◦ Ψ that the element Ψ(L
(1)
t (m)) is

(·)-invariant for each m ∈ M(1). Hence, in view of Theorem 3.7, it suffices to show

(10.10) Ψ
(
E

(1)
t (m)

)
− E

(2)
t (ψ(m)) ∈

∑

m′∈M(2)

tZ[t]E
(2)
t (m′)
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for each m ∈ M(1). By Proposition 10.1, we have

(10.11) Ψ
(
E

(1)
t (m)

)
= tν(ψ(m),Q(2))

→∏

k∈Z

Dk
t

(
Ψ
(
E

(1)
t (mk)

))
.

On the other hand, for any m′ ∈ MQ(1) , the property (S2) in Theorem 3.7 implies that

E
(1)
t (m′) = L

(1)
t (m′) +

∑

m′′∈M
Q(1)

am′,m′′(t)L
(1)
t (m′′),

L
(2)
t (ψ0(m

′)) = E
(2)
t (ψ0(m

′)) +
∑

m′′∈M
Q(2)

bψ0(m′),m′′(t)E
(2)
t (m′′)

hold with some am′,m′′(t), bψ0(m′),m′′(t) ∈ tZ[t]. Then, by the property (10.9), we have

(10.12) Ψ
(
E

(1)
t (mk)

)
= E

(2)
t (ψ0(mk)) +

∑

m′∈M
Q(2)

cmk ,m′(t)E
(2)
t (m′)

for each k ∈ Z, where

cmk ,m′(t) := amk ,ψ
−1
0 (m′)(t) + bψ0(mk),m′(t) +

∑

m′′∈M
Q(1)

amk ,m′′(t)bψ0(m′′),m′(t) ∈ tZ[t].

Note that wtQ(2)(m′) = wtQ(2)(ψ0(mk)) holds whenever E
(2)
t (m′) contributes non-

trivially to the sum in (10.12) by Proposition 5.2. Thus, the desired property (10.10)
follows from (10.11) and (10.12) by using Proposition 10.1 again. �

As a consequence, we obtain the main result of this paper.

Corollary 10.7. For any finite-dimensional complex simple Lie algebra g, the quantum

Grothendieck ring Kt has non-negative structure constants with respect to the simple

(q, t)-characters {Lt(m)}m∈M. More precisely, if we write

Lt(m1)Lt(m2) =
∑

m∈M

cmm1,m2
(t)Lt(m)

for m1,m2 ∈ M, we have

cmm1,m2
(t) ∈ Z≥0[t

±1/2].

In particular, the analogs of Kazhdan-Lusztig polynomials are positive, i.e.,

Pm,m′(t) ∈ tZ≥0[t]

for any m,m′ ∈ M with m′ < m (cf. (3.7)).

Proof. When g is simply-laced, the desired positivity has been established in [47] and
[55] based on the geometry of quiver varieties (see also [24, Section 5.9]). Now let
g be of non-simply-laced type and (∆, σ) denote its unfolding (σ 6= id). We choose

two arbitrary Q-data of the forms Q(1) = (∆, id, ξ(1)) and Q(2) = (∆, σ, ξ(2)) so that

we have g(1) = g (simply-laced) and g(2) = g. Since the corresponding isomorphism

Ψ = Ψ(Q(2),Q(1)) : K
(1)
t → K

(2)
t respects the simple (q, t)-characters (Theorem 10.6), it

transforms the known positivity in K
(1)
t to the desired positivity in K

(2)
t . �
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11. Further results in type B

In this section, we focus on the case when g is of type Bn and hence g is of type A2n−1.
We show that the specialization at t = 1 of the isomorphism Ψ for a specific choice
of Q-data coincides with the Grothendieck ring isomorphism arising from a categorical
relation studied in [34]. As a consequence, we verify the analog of Kazhdan-Lusztig
conjecture (Conjecture 3.8) and the desired positivity of the coefficients of simple (q, t)-
characters for any simple Uq(Lg)-modules in CZ of type Bn. Hence, we have solved
the long-standing problem of determining from their highest ℓ-weight the character of
simple finite-dimensional modules of type B quantum loop algebras, with a Kazhdan-
Lusztig algorithm which is uniform relatively to simply-laced types (see the Introduction
for more comments and references).

11.1. A comparison between type A and B. Let ∆ be the Dynkin diagram of
type A2n−1 for a fixed n ∈ Z≥2. We will use the labeling ∆0 = {1, 2, . . . , 2n − 1} as in
Figure 1. In this subsection, as a special case of the previous subsection, we consider the
following two Q-data Q(1) = (∆, id, ξ(1)) for g(1) of type A2n−1 and Q(2) = (∆,∨, ξ(2))

for g(2) of type Bn, where

ξ(1)ı := −ı,

ξ(2)ı :=





−2ı if 1 ≤ ı < n,

1− 2n if ı = n,

2− 2ı if n < ı ≤ 2n− 1

for ı ∈ ∆0 = {1, 2, . . . , 2n− 1}. Note that we have

ÎQ(1) = (ΓQ(1))0 = {(ı,−ı − 2k) ∈ ∆0 × Z | 0 ≤ k ≤ 2n− 1− ı}

by Proposition 4.15.

Example 11.1. When n = 3, the twisted Auslander-Reiten quivers ΓQ(1) and ΓQ(2)

are depicted respectively as follows:

(ı \ p) −9 −8 −7 −6 −5 −4 −3 −2 −1

1 •
##●

●●
● •

##●
●●

● •
##●

●●
● •

##●
●●

● •

2 •
##●

●●
●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

;;✇✇✇✇

##●
●●

● •

;;✇✇✇✇

3 •
##●

●●
●

;;✇✇✇✇
•

##●
●●

●

;;✇✇✇✇
•

;;✇✇✇✇

4 •
##●

●●
●

;;✇✇✇✇
•

;;✇✇✇✇

5 •

;;✇✇✇✇

(ı \ p)−14 −13 −12 −11 −10 −9 −8 −7 −6 −5 −4 −3 −2

1 •

((◗◗
◗◗◗

◗◗◗
◗ •

((◗◗
◗◗◗

◗◗◗
◗ •

((◗◗
◗◗◗

◗◗◗
◗ •

2 •

66♠♠♠♠♠♠♠♠♠

&&▲▲
▲▲ •

66♠♠♠♠♠♠♠♠♠

&&▲▲
▲▲ •

66♠♠♠♠♠♠♠♠♠

3 •

88rrrr
•

&&▲▲
▲▲ •

88rrrr
•

&&▲▲
▲▲ •

88rrrr

4 •

88rrrr

((◗◗
◗◗◗

◗◗◗
◗ •

88rrrr

5 •

66♠♠♠♠♠♠♠♠♠

By Theorem 10.6, we have the corresponding isomorphism

Ψ ≡ Ψ(Q(2),Q(1)) : K
(1)
t → K

(2)
t

between the quantum Grothendieck ring of type A2n−1 and that of type Bn. By the
construction, the restriction of Ψ to the subcategory CQ(1) is ΦQ(2) ◦ (ΦQ(1))−1, which
has been computed in [26]. Thus we have the following.

Theorem 11.2 ([26, Theorem 12.9]). For any dominant monomial m ∈ M(1), we have

Ψ
(
L
(1)
t (m)

)
= L

(2)
t (ψ(m)),
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where ψ : M(1) → M(2) is a bijection satisfying D ◦ ψ = ψ ◦D and

ψ(Yı,−ı−2k) =





Yı̄,−2ı−4k if ı ≤ n− 1 and k ≤ n− ı− 1,

Yn,−6n+4ı+1 if ı ≤ n and k = n− ı,

Yn,2n+1−4ı−4kYn,−2n+3−4k if 2 ≤ ı ≤ n and n− ı+ 1 ≤ k ≤ n− 1,

Yn,−2n+3−4ı if ı ≤ n− 1 and k = n,

Yı̄,4−2ı−4k if ı ≤ n− 2 and n+ 1 ≤ k,

Yı̄,2−2ı−4k if ı ≥ n+ 1

for each (ı,−ı− 2k) ∈ ÎQ(1).

On the other hand, based on the generalized Schur-Weyl duality, Kashiwara-Kim-
Oh [34] have obtained the following result.

Theorem 11.3 ([34, Corollary 3.2.2]). There is an isomorphism ψ̃ : K(C
(1)
Z ) → K(C

(2)
Z )

such that we have

ψ̃
([
L(1)(m)

])
=
[
L(2)(ψ(m))

]

for every m ∈ M(1), where ψ is the bijection in Theorem 11.2.

Proof. In [34, Section 3.2], an isomorphism φ1 : K(C
(1)
Z ) → K(C

(2)
Z ) is defined. It in-

duces an bijection IrrC
(1)
Z → IrrC

(2)
Z between isomorphism classes of simple modules.

From the explicit computation of φ1 given in [34, Corollary 3.2.2], we see that it sat-
isfies [D] ◦ φ1 = φ1 ◦ [D] and its restriction to the subcategory CQ(1) coincides with
the homomorphism [L(Yı,p)] 7→ [L(ψ(Yı,p))] after a suitable parameter shift (see [26,

Remark 12.10]). Therefore the desired isomorphism ψ̃ is obtained as a parameter shift
of φ1. �

Recall that an algebra homomorphism K(C
(1)
Z ) → K(C

(2)
Z ) is determined by the

images of the classes [L(1)(Yi,p)] of fundamental modules (Proposition 2.9) and we

know evt=1(L
(s)
t (Yi,p)) = χq(L(Yi,p)) for all (i, p) ∈ Î(s) and s = 1, 2. Therefore, as a

corollary of Theorems 11.2 and 11.3, we obtain the following.

Corollary 11.4. The followings hold.

(1) Let Ψ|v=t=1 denote the Z-algebra isomorphism K(C
(1)
Z ) → K(C

(2)
Z ) induced

from Ψ ≡ Ψ(Q(2),Q(1)) above. Then we have Ψ|v=t=1 = ψ̃.

(2) We have χq(L
(2)(m)) = evt=1(L

(2)
t (m)) for all m ∈ M(2).

Corollary 11.4 (2) gives the affirmative answer to Conjecture 3.8 for every simple
module L(m) in CZ when g is of type Bn.

11.2. Positivity of (q, t)-characters in type B. In this subsection, we assume that
g is the simple Lie algebra of type Bn. Now we obtain the following result by the same
argument as Lemma 9.9 using Corollaries 10.7 and 11.4 (2).
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Lemma 11.5. Let g be of type Bn and m1,m2 ∈ M any dominant monomials. As-

sume that at least one of the simple modules L(m1) and L(m2) is real. If we have

d(L(m1), L(m2)) = 0, there holds the t-commutation relation

Lt(m1m2) = t−N (m1,m2)/2Lt(m1)Lt(m2) = tN (m1,m2)/2Lt(m2)Lt(m1)

in the quantum Grothendieck ring Kt.

Using this lemma, we obtain the affirmative answer to Conjecture 6.6 in type B in

the following way. For an interval [a, b] we set L
(ı)
t [a, b] := Lt(m

(ı)[a, b]), and similarly,

we define L
(ı)
t (a, b], L

(ı)
t [a, b) and L

(ı)
t (a, b).

Theorem 11.6. Let g be of type Bn. For any KR module W (ı)[p, s] in CZ with

(ı, p), (ı, s) ∈ ∆̂σ
0 and p < s, its (q, t)-character L

(ı)
t [p, s] coincides with F

(ı)
t [p, s].

Proof. Set i := ı̄. We prove the assertion by induction on s− p ∈ 2diZ≥0. When s = p,

the KR module W (ı)[p, p] is the fundamental module L(Yi,p) and hence Lt(Yi,p) =
Ft(Yi,p) by Theorem 3.9.

Now we assume that s− p > 0 and the equality L
()
t [p′, s′] = F

()
t [p′, s′] holds for any

 ∈ ∆0 and p′, s′ ∈ Z with s′ − p′ < s− p. If we write

(11.1) L
(ı)
t [p, s)L

(ı)
t (p, s] =

∑

m∈M

cm(t)Lt(m),

we have cm(t) ∈ Z≥0[t
±1/2] by Corollary 10.7. Using Corollary 11.4 (2) and the classical

T -system identity (6.2), we specialize (11.1) at t = 1 to find

(11.2) cm(1) =

{
1 if m = m(ı)[p, s]m(ı)(p, s) or M(ı; p, s),

0 otherwise,

where M(ı; p, s) =
∏
∼ım

()(p, s) as in Theorem 6.8. Note that cm(1) = 0 implies that

cm(t) = 0, and cm(1) = 1 implies that cm(t) = tx for some x ∈ 1
2Z. Recall the set

M+(ı; p, s) of dominant monomials defined in (6.3). Since the members of the family
{L(m) | m ∈ M+(ı; p, s)} mutually commute (see Proposition 6.4), the members of the
family {Lt(m) | m ∈ M+(ı; p, s)} mutually t-commute and we have

Lt

(
m(ı)[p, s]m(ı)(p, s)

)
= txL

(ı)
t [p, s]L

(ı)
t (p, s), Lt(M(ı; p, s)) = ty

→∏

∼ı

L
()
t (p, s)

for some x, y ∈ 1
2Z by Lemma 11.5. Here we fix an arbitrary total ordering of the set

{ ∈ ∆0 |  ∼ ı} to define the ordered product. Combining with (11.2), we obtain

(11.3) L
(ı)
t [p, s)L

(ı)
t (p, s] = taL

(ı)
t [p, s]L

(ı)
t (p, s) + tb

→∏

∼ı

L
()
t (p, s),

where the exponents a, b ∈ 1
2Z are determined uniquely from the fact that L

(ı)
t [p, s) is

the (·)-invariant element of the form
(
taL

(ı)
t [p, s]L

(ı)
t (p, s) + tb

→∏

∼ı

L
()
t (p, s)

)
L
(ı)
t (p, s]−1



ISOMORPHISMS AMONG QUANTUM GROTHENDIECK RINGS 61

in the fraction field of the quantum torus Yt. In other words, we have obtained a
quantum T -system identity satisfied by the (q, t)-characters of KR modules.

On the other hands, we also know the quantum T -system identity (6.10) satisfied by
the corresponding Ft(m)’s (Theorem 6.8). The exponents a, b ∈ 1

2Z appearing there
are exactly the same as in (11.3) because the family {Ft(m) | m ∈ M+(ı; s, p)} satisfies
the same t-commutation relations as the family {Lt(m) | m ∈ M+(ı; p, s)} does (see
Proposition 6.10).

Now, applying the induction hypothesis to (11.3), we get

F
(ı)
t [p, s)F

(ı)
t (p, s] = taL

(ı)
t [p, s]F

(ı)
t (p, s) + tb

→∏

∼ı

F
()
t (p, s)

with the same a, b ∈ 1
2Z as above. Comparing this equality with (6.10), we obtain the

desired conclusion L
(ı)
t [s, p] = F

(ı)
t [s, p]. �

Theorem 11.7 (Positivity of coefficients of simple (q, t)-characters in type B). Let g

be of type Bn. For each dominant monomial m ∈ M, write

Lt(m) =
∑

m′ : monomial in Y

a[m;m′]m′

with a[m;m′] ∈ Z[t±1/2]. Then we have

a[m;m′] ∈ Z≥0[t
±1/2].

Proof. Given m ∈ M, we choose integers c < b so that the (q, t)-character Lt(m) is a
(non-commutative) Laurent polynomial in the variables Yi,p with i ∈ I and c ≤ p ≤ b.

Set ∆̂σ
0 [c, b] := ∆̂σ

0 ∩ (∆0 × [c, b]). By Lemma 6.7 and Theorem 11.6, we have

L
(ı)
t [p, b]≤b = F

(ı)
t [p, b]≤b = m(ı)[p, b]

for each (ı, p) ∈ ∆̂σ
0 [c, b]. Thus, choosing an arbitrary total ordering of the finite set

∆̂σ
0 [c, b], we have

Lt(m)≤b = Lt(m) =
∑

m′

tx(m
′)a[m;m′]

→∏

(ı,p)∈∆̂σ
0 [c,b]

(
L
(ı)
t [p, b]≤b

)vı,p(m′)

for some x(m′) ∈ 1
2Z, where vı,p(m

′) := uı̄,p(m
′) − uı̄,p+2dı̄(m

′) ∈ Z. Let l ∈ Z>0 large

enough so that vı,p(m
′) + l ≥ 0 holds for all (ı, p) ∈ ∆̂σ

0 [a, b] and for all monomials m′

with a[m;m′] 6= 0, and put L :=
→∏

(ı,p)∈∆̂σ
0 [c,b]

(L
(ı)
t [p, b])l. Taking the injectivity of (·)≤b

into account, we obtain the following equality in Kt:

Lt(m) · L =
∑

m′

tx
′(m′)a[m;m′]Lt




∏

(ı,p)∈∆̂σ
0 [c,b]

m(ı)[p, b]vi,p(m
′)+l




for some x′(m′) ∈ 1
2Z. By the positivity of structure constants of Kt (Corollary 10.7),

we obtain tx
′(m′)a[m;m′] ∈ Z≥0[t

±1/2] and hence a[m;m′] ∈ Z≥0[t
±1/2]. �
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For general g, once one proves Conjecture 6.6, the positivity of any simple (q, t)-
characters (the analog of Theorem 11.7) follows by the same argument as above. We
plan to pursue this direction in a future work.

11.3. Thin representations. A finite-dimensional Uq(Lg)-module V is said to be
thin if all ℓ-weight spaces are of dimension 1. As a corollary of Corollary 11.4 (2) and
Theorem 11.7, we can conclude that the (q, t)-characters of simple thin modules are
the canonical lifts of their q-characters:

Corollary 11.8. Let g be of type Bn, and m ∈ M be a dominant monomial such that

L(m) is a thin Uq(Lg)-module. Let P (m) be a subset set of Y consisting of Laurent

monomials satisfying

χq(L(m)) =
∑

m′∈P (m)

m′.

Then we have

Lt(m) =
∑

m′∈P (m)

m′.

Proof. By Theorem 11.7, we have

Lt(m) =
∑

m′ : monomial in Y

a[m;m′](t)m′

for some a[m;m′](t) ∈ Z≥0[t
±1/2]. Moreover, by Corollary 11.4 (2), we have
∑

m′ : monomial in Y

a[m;m′](1)m′ =
∑

m′∈P (m)

m′

Therefore,

a[m;m′](t) =

{
tc(m;m′), for some c(m;m′) ∈ 1

2Z if m′ ∈ P (m),

0 otherwise.

Moreover, since Lt(m) is (·)-invariant, we have c(m;m′) = 0 for all m′ ∈ P (m), which
completes the proof. �

The minimal affinizations were defined by Chari [4] as generalizations of type A
evaluation representations and of Kirillov-Reshetikhin modules. By [21, Theorem 3.10],
all minimal affinizations are thin when g is of type Bn. Therefore Corollary 11.8 is a
vast generalization of [26, Corollary 11.5].

Appendix A. Quantum unipotent minors

In this section, we briefly review the definitions of the quantum coordinate algebra
Av[N−] and the normalized quantum unipotent minors associated with a simply-laced
Lie algebra g. We will use the notation in Section 4.2.
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A.1. Quantum coordinate algebra Av[N−]. Let v be an indeterminate with a for-

mal square root v1/2. The quantized enveloping algebra Uv(g) of g (over Q(v1/2)) is

the unital associative Q(v1/2)-algebra presented by the set of generators

{eı, fı,K
±1
ı | ı ∈ ∆0}

and the following relations:

• KıK
−1
ı = K−1

ı Kı = 1 and KıK = KKı for ı,  ∈ ∆0,

• Kıe = v(αı,α)eKı,Kıf = v−(αı,α)fKı for ı,  ∈ ∆0,
• (v − v−1)[eı, f] = δı,(Kı −K−1

ı ) for ı,  ∈ ∆0,
• e2ı e − (v + v−1)eıeeı − ee

2
ı = f2ı f − (v + v−1)fıffı − ff

2
ı = 0 if ı ∼ ,

• [eı, e] = [fı, f] = 0 if ı 6∼ .

For each generator, we set

wt(eı) = αı, wt(fı) = −αı, wt(K±1
ı ) = 0,

which endows Uv(g) with a structure of Q-graded Q(v1/2)-algebra.

We denote by Uv(n−) the Q(v1/2)-subalgebra of Uv(g) generated by {fı}ı∈∆0 . This
is regarded as a quantized enveloping algebra of the nilpotent Lie subalgebra n− ⊂ g

corresponding to the negative roots. As a Q(v1/2)-algebra, Uv(n−) is presented by the
set of generators {fı}ı∈∆0 and the quantum Serre relations (7.1).

For ı ∈ ∆0, we define the Q(v1/2)-linear maps e′ı and ıe
′ : Uv(n−) → Uv(n−) by

e′ı(xy) = e′ı(x)y + v(αı,wt(x))xe′ı(y), e′ı(f) = δı,,

ıe
′(xy) = v(αı,wt(y))

ıe
′(x)y + x ıe

′(y), ıe
′(f) = δı,

for homogeneous elements x, y ∈ Uv(n−). There exists a unique symmetric Q(v1/2)-
bilinear form (·, ·)L on Uv(n−) such that

(1, 1)L = 1, (fıx, y)L =
1

1− v2
(x, e′ı(y))L, (xfı, y)L =

1

1− v2
(x, ıe

′(y))L.

Then (·, ·)L is non-degenerate.

Let Uv(n−)Z be the Z[v±1/2]-subalgebra of Uv(n−) generated by the divided powers

{f
(m)
ı := fmı /[m]v ! | ı ∈ ∆0,m ∈ Z≥0}. Then the quantized coordinate algebra Av[N−]

is defined as

Av[N−] := {x ∈ Uv(n−) | (x,Uv(n−)Z)L ⊂ Z[v±1/2]}.

A.2. Quantum unipotent minors. Let V be a Uv(g)-module. For µ ∈ P, we set

Vµ := {u ∈ V | Kıu = v(αı,µ)u for all ı ∈ ∆0}.

This is called the weight space of V of weight µ. A Uv(g)-module with weight space
decomposition V =

⊕
µ∈P Vµ is said to be integrable if eı and fı act locally nilpotently

on V for all ı ∈ ∆0.
For each λ ∈ P+ :=

∑
ı∈∆0

Z≥0̟ı, we denote by V (λ) the (finite-dimensional)
irreducible highest weight Uv(g)-module generated by a highest weight vector uλ ∈
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V (λ)λ. The module V (λ) is integrable. There exists a unique Q(v1/2)-bilinear form

(·, ·)ϕλ : V (λ)× V (λ) → Q(v1/2) such that

(uλ, uλ)
ϕ
λ = 1, (xu1, u2)

ϕ
λ = (u1, ϕ(x)u2)

ϕ
λ

for u1, u2 ∈ V (λ) and x ∈ Uv(g), where ϕ is the Q(v1/2)-algebra anti-involution on
Uv(g) defined by

ϕ(eı) = fı, ϕ(fı) = eı, ϕ(Kı) = Kı

for ı ∈ ∆0. The form (·, ·)ϕλ is non-degenerate and symmetric.
For w ∈ W, we define the element uwλ ∈ V (λ)wλ by

uwλ = f (m1)
ı1 · · · f

(ml−1)
ıl−1 f (ml)

ıl
· uλ,

for (ı1, . . . , ıl) ∈ I(w), where mk := (αık , sık+1
. . . sıl−1

sılλ) ∈ Z≥0. It is known that this
element does not depend on the choice of (ı1, . . . , ıl) ∈ I(w) and w ∈ W (depends only
on wλ). See, for example, [43, Proposition 39.3.7]. Then (uwλ, uwλ)

ϕ
λ = 1.

For λ ∈ P+ and w,w′ ∈ W, we define an element Dwλ,w′λ ∈ Uv(n−) by the following
property:

(Dwλ,w′λ, x)L = (uwλ, xuw′λ)
ϕ
λ

for x ∈ Uv(n−). By the nondegeneracy of the bilinear form (·, ·)L, this element is
uniquely determined. An element of this form is called a quantum unipotent minor.
Moreover, we set

D̃wλ,w′λ := v−(wλ−w′λ,wλ−w′λ)/4+(wλ−w′λ,ρ)/2Dwλ,w′λ,

where ρ :=
∑

ı∈∆0
̟ı ∈ P+. This element is called a normalized quantum unipotent

minor.

Appendix B. Quantum cluster algebras

In this subsection, we briefly review the definition of a quantum cluster algebra
following [2].

B.1. Quantum seed. Let v be an indeterminate with its formal square root v1/2.
Let J be a finite set. For a Z-valued J × J-skew-symmetric matrix Λ = (Λij)i,j∈J , we

define the quantum torus T (Λ) as the Z[v±1/2]-algebra presented by the set of generators
{X±1

j | j ∈ J} and the relations:

• XjX
−1
j = X−1

j Xj = 1 for j ∈ J ,

• XiXj = vΛijXjXi for i, j ∈ J .

For a = (aj)j∈J ∈ ZJ , we write

Xa := v−
1
2

∑
i<j aiajΛij

→∏

j∈J

X
aj
j ,

where we fixed an arbitrary total ordering < of the set J . Note that the resulting
element Xa ∈ T (Λ) is independent from the choice of the total ordering <. Since T (Λ)
is an Ore domain, it is embedded in its skew field of fractions F(T (Λ)).
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Let Jf ⊂ J be a subset and set Je := J \ Je. Let B̃ = (bij)i∈J,j∈Je be a Z-valued

J × Je-matrix whose principal part (bij)i,j∈Je is skew-symmetric. Such a matrix B̃ is
called an exchange matrix.

We say that a pair (Λ, B̃) is compatible if we have
∑

k∈J

bkiΛkj = dδi,j (i ∈ Je, j ∈ J)

for some positive integer d.

If (Λ, B̃) is a compatible pair, the datum Σ = ((Xj)j∈J ,Λ, B̃) is called a quantum

seed. Then the set {Xj}j∈J ⊂ F(T (Λ)) is called the quantum cluster of Σ and each
element Xj is called a quantum cluster variable.

B.2. Mutations. Given a quantum seed Σ = ((Xj)j∈J ,Λ, B̃) and an element k ∈ Je,
we can associate a new quantum seed µk(Σ) as follows.

Define the J × J-matrix E = (eij)i,j∈J and the Je × Je-matrix F = (fij)i,j∈Je by

eij :=





δi,j if j 6= k,

−1 if i = j = k,

max(0,−bik) if i 6= j = k,

fij :=





δi,j if i 6= k,

−1 if i = j = k,

max(0,−bik) if i = k 6= j.

In addition, define a
′ = (a′j)j∈J and a

′ = (a′′j )j∈J by

a′j :=

{
−1 if i = k,

max(0, bik) if i 6= k,
a′′j :=

{
−1 if i = k,

max(0,−bik) if i 6= k,

Then the new datum µk(Σ) = ((X ′
j)j∈J ,Λ

′, B̃′) is given by

Λ′ := ETΛE, B̃′ := EB̃F, X ′
j :=

{
Xa

′
+Xa

′′
if j = k,

Xj if j 6= k.

One can show that the datum µk(Σ) actually defines a quantum seed, which is called the

mutation of Σ in direction k. This operation is involutive, i.e., we have µk(µk(Σ)) = Σ.

Definition B.1. Let (Λ, B̃) be a compatible pair and Σ = ((Xj)j∈J ,Λ, B̃) the associ-

ated quantum seed. The quantum cluster algebra Av(Λ, B̃) is the Z[v±1/2]-subalgebra
of the skew field F(T (Λ)) generated by all the quantum cluster variables in the quantum
seeds obtained from Σ by any sequence of mutations.

Theorem B.2 (The quantum Laurent phenomenon [2, Corollary 5.2]). The quantum

cluster algebra Av(Λ, B̃) is contained in the quantum torus T (Λ).
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Paris Rive Gauche, Université de Paris, F-75013, Paris, France

Email address: rfujita@kurims.kyoto-u.ac.jp
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