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Trust in Conversational Al: A Person-centered Appraach

Revised title: Dual Humanness and Trust in Conviensal Al: A Person-centered Approach

Abstract

Conversational Artificial Intelligence (Al) is digil agents that interact with users by natural
language. To advance the understanding of trusbmversational Al, this study focused on
two humanness factors manifested by conversatidhaspeaking and listening. First, we
explored users’ heterogeneous perception pattesesdoon the two humanness factors. Next,
we examined how this heterogeneity relates to tfrusbnversational Al. A two-stage survey
was conducted to collect data. Latent profile asialyrevealed three distinct patterns:
para-human perception, para-machine perceptiongapghmetric perception. Finite mixture
modeling demonstrated that the benefit of humagi#is voice for competence-related trust
can evaporate once Al's language understandingeisepved as poor. Interestingly, the
asymmetry between humanness perceptions in spea&im listening can impede
morality-related trust. By adopting a person-cesdeapproach to address the relationship
between dual humanness and user trust, this stoyiltutes to the literature on trust in
conversational Al and the practice of trust-indgcii design.

Keywords: Artificial intelligence, Humanness perception, JuPerson-centered approach,

Finite mixture modeling



1 Introduction

Conversational artificial intelligence (Al) refete digital agents that use natural language to
communicate with users (Khatri et al., 2018). Wfith recent advances in natural language processing
(NLP), conversational Al is becoming increasinghgyalent in daily life. On one hand, it has been
integrated into several devices, such as smartgh@g., Apple’s Siri and Google Assistant,) and
speakers (e.g., Amazon’s Echo and Google Hometh®mwther hand, it has also been embedded in
many contexts, such as in-vehicle assistants, aaiter chatbots, and hospital guidance robots
(Gursoy, Chi, Lu, & Nunkoo, 2019). Conversationdlc&n produce a human-like voice and listen to
users’ words as a human would, thereby transforitiiagnode of human-computer interaction.

However, market studies have found that this impdowmteractive mode has not engendered trust.
For example, Microsoft found that 41% of voice sis8it users had concerns about trust and privacy
(Olson, 2019). Another market research found tl38 ©f consumers were unlikely to trust an Al
assistant to make simple telephone calls corrébligrtin, 2019). At the same time, Al companies
have been on a journey to monetize the commereaiakevof conversational Al by developing voice
shopping, which allows users to shop online byimgiko a voice assistant, such as Amazon’s Alexa,
Google Assistant, and Alibaba’s Tmall Genie (Kla&Zaichkowsky, 2020; Rhee & Choi, 2020).
Trust has been recognized as a crucial facilitetocommerce-related behavior, such as online
shopping (Gefen, Karahanna, & Straub, 2003). Usersunlikely to shop via conversational Al when
they do not trust their devices. Thus, the lackroét in conversational Al can prevent companies
from unlocking the business potential of this neaghnology. Enhancing user trust is a common

challenge for scholars and managers.



Trust in technology is an important research tapicuman-computer interaction (HCI) (Lankton,
McKnight, & Tripp, 2015). However, the existing essch on trust in conversational Al is not
abundant. Although previous studies examined havsugerceive various human-like characteristics
of conversational Al (e.g., voice pitch, voice atg&oice gender), most of the focused characiesist
have been limited to the speaking aspect of coatiersAl (Chang, Lu, & Yang, 2018; Edwards et al.,
2019; Niculescu et al., 2013; Tamagawa et al., P(Adw studies have considered the listening aspect
of conversation Al when examing humanness perceptiich however is also vital for natural
language interaction. Besides communicating inradnilike voice, conversational Al should also be
capable of understanding what users say in a huik@nvay. Therefore, it is important to address
how users distinctly perceive the implied humannesdhe speaking and listening aspects of
conversational Al and its association with usesttru

Adopting an interactive perspective, this studypmses a dualistic model of humanness
perception for conversational Al. The model comgsisoice humanness perceptiaeflecting
perceived humanness regarding the speaking asgdectoroversation Al, andunderstanding
humanness perceptioeflecting perceived humanness concerning thenlisg aspect of conversation

Al. Based on the dualistic model, the current stadgrresses the following research questions:

RQ1: Are there user groups who show heterogeneeuseption patterns of conversational Als

humanness?

RQ2: If yes, how does the level of trust in comtraal Al vary among users with heterogeneous

perception patterns of conversational Al's humamsfles

These research questions are answered by a pagatared study. Particularly, we conducted a
3



two-stage online survey on the users of convensalidl. In the first stage, we collected a pilot
sample to validate the perceived humanness measun@sn the second stage, we collected a formal
sample to answer our research questions. Latefitepamalysis was used to identify the unobserved
perception heterogeneity as asked in RQ1, andefimixture modeling was used to test the
differences in user trust among the uncovered p&oe patterns as asked in RQ2. Finally, we
performed robustness checks to justify the resutts a set of additional analyses.

This study contributes to the humanness perceplimnature and design practices for
trust-inducing Al. First, this study reveals thrémtent profiles of humanness perception for
conversation Al that deepens our understandingos¥ bisers distinctly perceive the humanness
conveyed by the speaking and listening of conviens#l (Lortie & Guitton, 2011). Second, the prior
studies claim that integrating a human-like voie& anprove user trust (Chang, Lu, & Yang, 2018;
Edwards et al., 2019; Niculescu et al., 2013; Taamaget al., 2011). But this study indicates that th
benefit of some humanized voice design for competdrased trust may evaporate once the natural
language understanding of conversation Al is peeckias poor. Therefore, this study extends our
knowledge concerning the relationship between vbigmanization and user trust. Third, this study
finds that users with asymmetric perception pasteshow the lowest level of benevolence and
integrity-based trust. This finding is importantchase it suggests that the asymmetry between
different humanness dimensions may undermine ntpraiated trust. Practically, our findings
suggest that managers should be cautious abodetligion to humanize Al devices’ voice when the
language understanding is perceived as poor, anchdre attentive to the potential imbalance

between the speaking and listening of Al devices.



2 Literature Review

2.1 Human-like Design of Conversational Al

With the rapid development of natural language @gstg and machine learning in recent years,

the issue of users’ responses to the human-likibaties in conversational Al has received attention

(Chang, Lu, & Yang, 2018; Edwards et al., 2019;uMscu et al., 2013; Tamagawa et al., 2011; Torre,

Goslin, & White, 2020; Xu, 2019). Those examinednian-like attributes can be classified into two

types: verbal and verbal-related. For verbal coesearchers investigate users’ responses to diverse

verbal features. For example, Tamagawa et al. (26Hdw that robots with a local accent can receive

more positive evaluation than robots with accetdsvehere. Niculescu et al. (2013) unravel that the

voice pitch of social robots can also affect usexhgs, with higher-pitched ones being rated as=m

attractive. Xu (2019) compares users’ social respsrto human voice versus synthetic voice and

uncovers that users are inclined to develop hight tin social bots with a human voice than with a

synthetic voice. An obvious characteristic of titsrature stream is focusing on verbal cues.

For verbal-related cues, researchers examine hmmahness clues reflected by conversational

Al's voice (e.g., gender, age, personality, and teond influences users’ perceptions and evaluations

For instance, Chang, Lu, and Yang (2018) demomrstithat users prefer female and extroverted voice,

which indeed have been deployed in many digitakts#s or call centers. Edwards et al. (2019) find

that higher age participants appraise the oldervdite instructor as more credible and social,

supporting social identity theory in human-Al irgetion. Torre, Goslin, and White (2020) explore the

effect of smiling in conversational agents’ voice asers’ trust, and find that a smiling voice can

continuously increase trust even when untrustwoetvigence are presented to users. Overall, prior



studies in the emerging field of human-Al interantihave addressed some important issues with
valuable insights.

However, whether the examined objects were verlies or verbal-related cues in conversational
Al, the extant research focused on howsgpeakingaspect of Al systems influences user attitude and
behavior (Chang, Lu, & Yang, 2018; Edwards et2019; Niculescu et al., 2013; Tamagawa et al.,
2011; Torre, Goslin, & White, 2020; Xu, 2019), vehthelisteningaspect of Al systems received little
attention. Speaking and listening are the two pelsable elements for natural language interaction.
According to the communicative competence theohge tommunicative competence of an
interlocutor can be classified into two aspect&agng competence and listening competence (Haas
& Arnold, 1995). To achieve effective human-humammmunication, one should speak in an
appropriate way that can be understood by othersilba correctly understand what others say, and
deficiency in any either side would reduce the camitative effectiveness (Duran, 1983). Similarly,
for human-Al communication, conversational Al tluatly has a human-like voice cannot achieve
natural language interaction with users, becausgsusatural language feedback must also be
comprehended by conversational Al (Braun, Broyedifig, & Alt, 2019; Foehr & Germelmann, 2020;
Santos et al., 2020). For a bidirectional and é&ffecvoice interaction, conversational Al should be
able to both output human-like voice and understa®ts’ natural language input, none of which can
be absent (Foehr & Germelmann, 2020).

On the other hand, in human-human communicatiorexaellent speaker is not necessarily an
excellent listener and vice versa. Likewise, tBigxtremely true for human-Al conversation because

the underlying technologies supporting the speakimg listening of conversational Al are different.



The former is natural speech synthesis, while #tteid is natural language understanding (Braun,
Broy, Pfleging, & Alt, 2019). The difference in wemtlying technology implies that users may form
divergent humanness perceptions regarding speakimd) listening because of the potential
technology-level imbalance among them (Nass & M&#)Q0), which further suggests that the two
humanness perceptions should be concurrently cemresidvhen studying the humanness phenomenon
in conversational Al.

Moreover, the listening aspect of conversationsAiportant for user trust for two reasons. First,
the listening ability is a central indicator of e@nsational Al's functional performance (Santoslet
2020). If a conversational Al often misunderstandsrs’ words in daily voice interaction, then users
are unlikely to trust it in performing various taskSecond, the interpersonal trust theory suggiests
people are inclined to build trust relationshipshwathers who can understand their words easily in
daily conversation because they believe that ths® és caused by their shared values and that those
people are easy to communicate with when involved cooperation activity (Gillath et al., 2020;
Rotter, 1971). This may be also true for develofimgt between users and Al systems as nowadays
Al systems are becoming more and more human-likaiious ways.

The interactivity of conversational Al not only dlemges the existing knowledge about how
users interact with systems (Schuetz & Venkate®B0PY, but also provides a unique opportunity to
deepen the understanding of humanness perceptidmeicontext of conversation Al. Humanness
perception of technology is defined as the degveghich a user feels a certain technology or system
is human-like (versus machine-like) (Lankton, Mcimt, & Tripp, 2015; Schuetzler, Grimes, & Scott

Giboney, 2020). In general, the level of perceibetinanness is dependent on what human-related



attributes a technology has (e.g., voice) and haensively those attributes are manifested by the
technology (e.g., synthetic voice vs. humanoid epiSpecifically, humanness perception is mainly
indicated by the following three aspects of techggl social presence, social affordances, and
affordances for sociality (Lankton, McKnight, & Pp, 2015). Social presence denotes the ability of
technology to convey social cues, such as the rmgnilbice of conversational Al (Torre, Goslin, &
White, 2020). Social affordances are technologg+effi action potentials to a user via its socialneat
such as the conversation action potential enabledhb NLP technology (Braun et al., 2019).
Affordances for sociality are technology-offeredi@ac potentials enabling users to interact with
others, such as using conversational Al to cadhiiis (Khatri et al., 2018). If a technology posssess
high social presence, offer many social affordameesffordances for sociality, it can be perceiasd
human-like.

In the conversational Al field, previous studievénadentified several factors that influence the
humanness perception of conversational Al. For gamGnewuch, Morana, Adam, & Maedche
(2018) finds that chatbots using dynamic resporedayd can increase users’ perceived humanness.
Svenningsson and Faraon (2019) uncovers that hafioa of conversation, words choice,
context-based emotional expression are relatedetoejyed humanness in conversational agents.
More recently, Schuetzler, Grimes, & Scott Gibor{2§20) examined two conversational skills of
chatbots: response tailoring and response vaaety,reveals that people perceive higher humanness
in chatbots when chatbots give responses thatadieretd to the current conversation or deploy
different words to convey the same meaning througlhmman-chatbot interaction. These studies

improve our understanding of what characteristitsanversational Al can result in humanness



perception.

However, the existing literature lacks a framewdok organizing these detailed humanness

characteristics regarding conversational Al. Insphiby communicative competence theory, this study

takes an interactive perspective to propose a dticalimodel of humanness perception for

conversational Al: voice humanness perception (VIR) understanding humanness perception

(UHP). Based on the existing humanness perceptenrature (de Kleijn, Wijnen, & Poletiek, 2019;

Lankton, McKnight, & Tripp, 2015; Schuetzler, Grimye& Scott Giboney, 2020), VHP is defined as

the degree to which a user feels that the speaispgct of a conversational Al system is human-like,

and UHP is defined as the degree to which a usés fhat the listening aspect of a conversational A

system is human-like (Sheehan, Jin, & Gottlieb,@0¥esterman, Cross, & Lindmark, 2019).

VHP is primarily dependent on how a conversatiofblspeak using a natural tone, such as

tailored responses based on conversation contektemploy diverse words to convey a message

(Schuetzler et al., 2020), while UHP is mainly degent on how a conversational Al performs in

understanding what users say, and only those csa@nal Al possessing good comprehension are

likely to perceived as human-like regarding natlaabuage understanding (Braun, Broy, Pfleging, &

Alt, 2019; Foehr & Germelmann, 2020; Santos et aD20). Analogous to human-human

communication, voice humanness corresponds togbakeng attribute of conversational Al, while

understanding humanness corresponds to the ligteinbute of conversational Al (Wise & Hsiao,

2019). Thus, these two concepts are distinct fracheother, but combining the two aspects would

provide the potential for humans to interact with #sing natural language as in interpersonal

communication.



2.2 Trust in Conversational Al

Trust in technology is an important topic in the IH€ld (Lankton, McKnight, & Tripp, 2015;
Xie, Prybutok, Peng, & Prybutok, 2020). As a neweaation of technology, the trust in Al may be
more complex than the trust in traditional techggldbecause Al exhibits several human-like
capabilities such as learning and reasoning (@Gil&tal., 2020). How to enable trustworthy Al has
become a common challenge for researchers andtimaets. Indeed, a recent study has unearthed
the “algorithm aversion” phenomenon which showst theople are often unwilling to adopt Al
algorithms even though these algorithms outperfoumans in specific tasks (Dietvorst, Simmons, &
Massey, 2016). These examined Al are algorithm-&arnthat cannot “talking to users”. Does
“algorithm aversion” still hold for Al that can canunicate with users in natural language? In other
words, how the unique elements of conversationat peakingandlistening— associate with user
trust? Although scholars have embarked on addmgsseissue of trust in algorithmic Al, the extant
research about understanding users’ trust in ceatienal Al is scant.

With some exceptions, a design science study dpsealesign guidelines for in-vehicle virtual
assistants, in which they stress that in-vehialual assistants should be designated with a densis
voice to foster users’ trust (Strohmann, SiemorR@bra-Bissantz, 2019). Another qualitative study
finds that the perceived personality of technolsgieice acts as a crucial path for consumers
building trust relationships with them (Foehr & @®imann, 2020). The scope of the two studies
above is still limited to the aspect of VHP in quoposed dualistic model, without considering UHP.
Other studies investigate users’ trust in convesat Al from the angle of privacy concerns or

interaction quality (Ahmadian & Lee, 2017; Saffadeh, Boodraj, & Alashoor, 2017). These factors

10



are important, but it is also necessary to undedstew the unique factors of conversation Al shape
user trust beyond those general factors, to advireeainderstanding of trust in conversation Al,
which constitutes the original intention of thereunt study.

Trust is a multi-dimensional concept, and previcesearch indicates that the dimensionality of
trust depends on the humanness level of the trustdthology. Particularly, for a less human-like
technology (e.g., Microsoft Excel), users’ trusthsilt on evaluations of the focal technology’s
reliability, functionality, and helpfulness. Butrfa more human-like technology (e.g., conversationa
Al in this study), users’ trust is based on evabre of the focal technology’s integrity, competenc
and benevolence (Lankton, McKnight, & Tripp, 201bhe mismatch between trust components and
technology humanness may confuse or mislead usetisei trust evaluation process. Thus, in this
study, we treat trust in conversational Al as atifadeted construct comprising dimensions of
integrity, competence, and benevolence, becauseadimeersational Al possesses many human-like
characteristics that traditional information sysseti® not have, such as human-like voice output and
human-like understanding of users’ voice input.

Inspired by Mayer, Davis, and Schoorman (1995)MnoHnight, Choudhury, and Kacmar (2002),
we provide the contextualized definitions for theee dimensions above. First, competence refers to
the belief that a conversational Al can do what tlser needs to have done, which is the
ability-related trust. Second, integrity denotes tielief that a conversational Al sticks to a set o
principles that the user can accept, while benexaeefers to the belief that a conversational Al w
want to do good to the user apart from a profitimegtboth of which are not ability-unrelated but

moral-related trust (Wang & Benbasat, 2016). Ind@earality is originally a concept in the realm of

11



human behavior. But recently Al ethics has beconm®tatopic but also a tricky challenge. Thus,
differentiating these dimensions and capturing ladiility-related and moral-related trust in thisdst
is of great significance to understand people’sipidlly differing confidence in conversational &I
functional ability and societal morality. Especyalthis study deploys a person-centered approach to
explore the heterogeneity of humanness perceptaiterps of conversational Al based on the
proposed dualistic model and examine how the hgéeraity relates to users’ trust in conversational
Al, which will be detailed in the following.
2.3 Person-centered Approach vs. Variable-centeredpproach

The variable-centered approach is the traditiomal dominant methodological view in social
science, under which researchers focus on theiaeslips among a set of variables (Howard &
Hoffman, 2018). Adopting this approach, the presiaesearch has examined the relationships
between several humanness cues of conversatiormidAliser experience (Chang, Lu, & Yang, 2018;
Edwards et al., 2019; Niculescu et al., 2013), affdrs important insights into Al design and
management. However, the fundamental assumptioeriyimt this approach is that the sample, and
the population from which it is extracted, are hgemeous. This assumption is difficult to be true,
and misleading results can be gained once thisequésite is unsatisfied (Meyer, Stanley, &
Vandenberg, 2013).

The person-centered approach provides a crucittiadelogical angle to handle the potential
heterogeneity. Instead of focusing on how varialééeste to each other, this approach focuses on why
individuals respond to these variables in divetgkes and how these heterogeneous response styles

shape outcomes (Woo, Jebb, Tay, & Parrigon, 2ah8pther words, the person-centered approach

12



first relaxes the homogeneity assumption of theaesh sample and its population, and probe the
existence of latent classes within which individughare a similar pattern on a set of variablet, bu
between which individuals have distinct patterndtwse variables. This methodological angle treats
“person” (not “variable”) as the starting point.tBdugh this approach can also be used to further
examine the relationships among variables, theidlsdgs” here are no longer the same meaning as
that in the variable-centered approach becausé&edheel variable in person-centered research is an
unobserved latent class, based on which researahess seek the antecedents of the class
membership and its influences on outcomes of iatékdoward & Hoffman, 2018).

The two approaches are both important for theenetbpment. They represent two mindsets to
view the phenomena of interest (Zyphur, 2009). Ateey can be complementary with each other to
prompt theoretical progress. But for practical iefpathe person-centered approach may be more
powerful because people, including managers, hawerate inclination to think in a categorized way
(Zyphur, 2009). In sum, different from prior workse take person as our outset to explore the
existence of heterogeneous perception patternsomvecsational Al users in terms of voice
humanness perception and understanding humannessppen, and to further investigate the
relationship between the unobserved heterogenedyuaer’s trust in conversational Al. The findings
derived from this methodological lens can provideel insights into the emerging issue of trust in
conversational Al.

3 The Rationale of this Study
The theme of this study is to address trust in ecsational Al from a person-centered viewpoint.

Specifically, the objectives of the current studg éwofold. First, we use latent profile analysis t

13



examine the occurrence of users’ unobserved heiremgls perception patterns in terms of

conversational Al's humanness, based on the propdsealistic taxonomy (i.e., voice humanness

perception and understanding humanness percep8ecpnd, we deploy finite mixture modeling to

examine the relationship between the heterogemdityerception patterns and user’s multifaceted

trust in terms of competence, integrity, and befrenae of conversational Al.

As the first step to provide new insights regagditiust in conversational Al from a

person-centered angle and the exploratory natutigiomethodological paradigm (Meyer, Stanley, &

Vandenberg, 2013), we organize this paper in andtie manner. Nevertheless, we have at least two

rationales for the existence of the heterogene@useption patterns. First, the user perception is

subjective in nature, thereby differing humannesgll could be perceived even with the same

conversational Al, due to the various user charmties mirroring individual differences. For

example, users who have little prior experiencéhwit devices or applications may perceive one

conversation Al as higher in humanness than thasefs who have more prior experience such as Al

trainers.

Second, conversation Al's voice humanness andratadgling humanness are distinctive from

each other. Voice humanness is supported by spsguesis technology, while understanding

humanness is achieved through speech recognit@dmatural language understanding technologies.

Naturally, a conversational Al with high voice humass is not necessarily to be high in

understanding humanness, and vice versa. Moretased on extant evidence supporting the

influence of technological humanness on user fdestvisser et al., 2016; Go & Sundar, 200 &

Benbasat, 2009; Waytz, Heafner, & Epley, 2014)rgisrist in conversation Al may be dependent on

14



the specific perception patterns they belong taaiAgwe do not develop specific hypotheses for the
relations between the perception pattern of humsswrend trust level. Instead, we utilize this
opportunity to provide novel insights into Al resgaand practice regarding the topic of human-like
design of Al systems and user trust.

4 Method

Figure 1 illustrates the overall process of theenirstudy.

Sample: voice assistants users

E Validate humanness perception (HP) measures Answer research questions i
1
Datasets First-stage sampling Second-stage sampling '
1
! N =117) (N = 625) :
1
S
_________________________________________________________________________________ .
CFA

1
! EFA CFA
1
1

(HP measures) (HP measures) (overall measurement model)

e .. e
2~ e !
| Answer research question #1 Answer research question #2 | |
! 1
1 I e b
:Person centered analytics LPA — FMM :
1

: i
I e e e e e e e e e e e e e e e e e e e e e e (2
e e '
| O - e — '
| | Pawin ||| !
'Robustness checks || LPA with 11 ML BCH |:
| : . common |- - I
I | | covariates 11 method method :
I . factors .

|

Figure 1. Research Process
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4.1 Measures

Following recent research on trust in human-likeafTifacts (de Visser et al., 2016; Lankton,
McKnight, & Tripp, 2015; Waytz, Heafner, & EpleyD24), we adopted the three-dimension view of
trust construct — competence, benevolence, andribte— and measure trust in conversational Al
with a 10-item scale revised from McKnight, Choudhuand Kacmar (2002). Specifically, the
subscale of competence measures users’ beliefaeoalility or performance of conversational Al
with 4 items. An example item is “my voice assistp@rforms all of its roles very well.” The subseal
of benevolence assesses users’ beliefs on how igatiamal Al would care for their interests with 3
items. An example item is “l believe that my voiassistant would act in my best interest.” The
subscale of integrity appraises users’ beliefs@m Al would stick to a set of principles that useas
accept with 3 items. An example item is “my voissiatant is sincere and genuine.” Considering the
Chinese language context of this investigationjteihs were first translated into Chinese. Then we
asked third-party experts to translate the Chinession back to an English version. There is no
significant difference between the original and bek-translated English version.

Although we observed several scales in the teclgydhmmanness literature that may be useful
to measure the overall perceived humanness of cemvenal Al (Cho, Molina, & Wang, 2019;
Westerman et al., 2020; Westerman, Cross, & Linén019), none of them can be directly adopted
to measure the two specific types of Al humanness, (voice humanness and understanding
humanness) posited in this study. As a result, exeldped the measurement items for these two
humanness constructs by following several procéduscommendations concerning scale

development (Hinkin, 1995; MacKenzie, Podsakoff?&dsakoff, 2011).
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First, we conducted qualitative interviews with hiyesix users of conversational Al, each of
them has over one-year of usage experience, t@tditte content domains for conversational Al
humanness. After given the definition and instancesonversational Al, the participants were
required to answer the following questions seqaéyti(1) What is the conversational Al you use
most frequently? (2) What human-related features gonversational Al have? (3) Do you feel that
your conversational Al is like a human in the spegkaspect? Why? (4) Do you feel that your
conversational Al is like a human in the listenegpect? Why? To identify the content domains for
conversational Al humanness, we categorized thporess to the second question above and
obtained two specific humanness domains. The regsom the first domain depict how Al speaks
like a human, such as “it speaks with rhythm”, ‘imgva natural voice”. This domain corresponds to
the voice humanness in our framework. The respandée second domain depict how Al listens like
a human, such as “good comprehension, but alsonaésstand my intention sometimes”. This
domain corresponds to the understanding humannessr iframework. Therefore, the results of this
pilot study support the proposed dualistic humasmesdel.

As a note, the inductive parts of this paper aeeitlentification of Al humanness perception
patterns and the trust difference among differinggguns. But, the generation of the two humanness
dimensions is not an inductive process in essebneeause the dual dimensionality is previously
informed by the communication competence theoryctwhposits that for an effective speech
communication the interlocutors must be competeriiath speaking and listening (Haas & Arnold,
1995). Here, the pilot study is used to confirmt tl@composing the overall technology humanness

into voice humanness and understanding humannéise tontext of conversational Al is appropriate,
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but not to induce humanness dimension without pni@rmation.

Second, we form the operational definitions forceohumanness perception and understanding
humanness perception after the pilot study. Voigednness perception is defined as the extent to
which a user feels that a conversational Al syster® a natural voice expression. Understanding
humanness perception is defined as the extent tchvehuser feels that a conversational Al system
can understand what he/she says. Because the sesptmthe third and fourth questions provide
potential content domains for understanding humss&rend voice humanness, respectively, we
combine these responses, the operational defigjtiamd prior research pertains to technology
humanness (Go & Sundar, 2019; Lankton, McKnightTi&pp, 2015; Westerman et al., 2020) to

develop items for the two humanness constructBallyj we developed six items for each of the two

of these items to confirm the face validity. Instlstage, no item was deleted as all participatedsus
agreed that the meaning of each item seems to waiifnthe measurement goal. But the wording of
items was advised to make a shared adjustmentrigyafithe user panel. This adjustment is adding
“My” before “voice assistant” in each item to enstinat respondents are indeed evaluating their own
conversational Al, but not others’.

Third, after the wording adjustments, we furtherited three IS researchers who specialized in
user experience research to examine the contadttyalf the humanness measures. In this stage, one
of the expert panels commented that the item “¢rofieel that there is a human behind my voice
assistant speaking to me” captures voice but alslenstanding humanness and thus is unclear what

humanness it intended to measure. Another exteesabrcher pointed out the potential overlapping
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issue among items for understanding humanness aggested to remove the item “My voice

assistant has a human-level comprehension perfaehawe benefited a lot from the feedback from

the expert panel and eliminated the two items abloatmay threaten the content validity.

Finally, we have five items for each humanness ttoasbefore collecting quantitative data to

establish the construct validity. After going thgbucross-validation by two independent samples, the

ten items for conversational Al humanness scaleaagned for hypothesis testing. The details @n th

data collection of the two samples are describedhm next section, and the results of the

cross-validation are reported in the first partief results section. Measurement items for cornstruc

in this study are presented in Table 1. All itemsrevmeasured using a 5-point Likert scale (1 =

strongly disagree, 5 = strongly agree).

Table 1. Measurement ltems

Constructs No.

Iltems

Trust (competence, TC 1
benevolence, integrity) TC_2
(Lankton et al., 2015; TC_3
McKnight et al., 2002) TC 4
TB_ 1
TB 2
TB_ 3
T 1
T2
T3
Voice Humanness VH1
(Go & Sundar, 2019; VH2
Schuetzler et al., 2020; VH3

Westerman et al., 2020)

My voice assistant is competent and effedtivies interactions with me.
My voice assistant performs all of its rolesywell.

My voice assistant is capable and proficient.

In general, my voice assistant is informative.

| believe that my voice assistant would aaninbest interest.

If I ask for help, my voice assistant wouldittobest to assist me.

My voice assistant is interested in my welirige

My voice assistant is truthful in its dealing&h me.

| would characterize my voice assistant aselstn

My voice assistant is sincere and genuine.

My voice assistant’s pronunciation is natural.

My voice assistant has a human-like voice.

The language expression of my voice assistaonds like that of a

machine.
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VH4 | cannot feel the distance between the voicengfvoice assistant and
that of a human being.

VH5 | characterize my voice assistant’s speakiqgasas human.

Understanding UH1 My voice assistant can accurately comprehenat Wwhay.

Humanness UH2 My voice assistant is stupid when it comes tudarstanding my
(Go & Sundar, 2019; intentions.

Braunet al., 2019; UH3 The understanding ability of my voice assistasnsimilar to that of a
Westerman et al., 2020) human being.

UH4 My voice assistant always misunderstands mydaior

UH5 | characterize my voice assistant’s listeniagext as human-like.

4.2 Data Collection

The data were collected through a two-stage ordumyey administered on the Wenjuanxing
planform. Wenjuanxing (www.wjx.cn) is the largestngey platform for market investigation and
academic research in China, with more than 2.6ianilfegistered users (Yang et al., 2018). This
platform maintains panels that are representativine Chinese population and selects participants
based on the survey initiators’ requirements. Weruieed the company possessing the platform to
distribute the link of our questionnaire to quadi members of the platform. In the service
commitment statements, the company commits that whk protect the personal privacy of survey
respondents, and all respondents keep anonymoluisgdilnie data collection. The company also
promises that only the survey initiators have tlghtrto see the responses of participants, and they
will not send our data to third parties. Overalke whoose this platform and its sampling service
because of its high potential in capturing repregere samples and of complying with the research
ethics.

In this study, the qualified members are usersooiversational Al. Because voice assistants are

the dominant business applications of conversdtiddaand the prevalent devices powered by
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conversational Al in users’ lives (de Barcelos &ilet al., 2020), we selected the users of voice
assistants as our research sample. Voice assibtrddeen integrated into many existing software o
hardware products, such as smartphones, apps,espeakd cars. At the beginning of the survey, we
added a screening question “Have you ever used@og assistant before?” to terminate the subjects
who were not users of voice assistants. Respondgrdscompleted and submitted the questionnaire
successfully would receive a monetary reward imrretHowever, they can also reject the survey
invitation for any reason, thus the sampling o tsiiudy, just like any other online survey research
may be subject to self-selection bias. In this setise sample of this study can be described as a
purposeful sample.

In the first stage, we collected a sample to exantime quality of humanness perception
measures (i.e., VHP and UHP). 130 users partiaipgiehis stage, and 117 valid respondents were
retained for data analysis after filtering out ildaresponses. In the second stage, we collected
another sample to further confirm the reliabilitydavalidity of the developed humanness perception
measures, and to answer the research questiohs aitidy. 708 users participated in this stagd, an
625 valid respondents were retained for data aisabfter filtering out invalid responses. Therein,
invalid responses were identified using the follogvrules: (1) completion time beyond 3 standard
deviations of average level; (2) unusual respomsagversed items; (3) the same responses to all
items (Meade & Craig, 2012). In the collection mes, we also collected demographic data such as
gender, age, education, income, in-use voice as$sstand length of usage, besides the main
constructs in this study. Demographic informatidthe first-stage sample is presented in Appendix A

and demographic information of the second-stagekais shown in Table 2.
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In terms of the sample representativeness issueexamine whether the second-stage sample
can represent the user population of conversatidheld China because this sample is used to answer
our research questions. By comparing the demograpturmation of the survey sample with the user
profile of conversation Al provided by a leadingriket research company (www.iresearch.com.cn),
we find no significant difference between the syrsample and user population of conversational Al
in terms of gender ratio{= 1.483,df = 1, p=0.223), age structurg’(= 3.392,df = 4, p=0.494),
education level)f = 5.339,df = 3, p=0.149), and monthly income’c 4.489,df = 4, p=0.344). As a
result, there is no salient sampling bias in thisdy and the survey sample has considerable
representativeness in examining humanness perpepia the trust issue among the users of

conversational Al.

Table 2. Demographic Statistics of Survey Responden(n=625)

Variables Levels Frequency Percentage (%)
Gender Male 333 53.3
Female 292 46.7
Age <18 4 0.7
18-25 194 31.0
26-35 313 50.1
36-50 105 16.8
>50 9 1.4
Education High school or below 58 9.3
College's degree 132 21.1
Bachelor degree 347 55.5
Master's degree or higher 88 14.1
Monthly income <3000 119 19.0
(RMB) >3000 but <5000 104 16.6
>5000 but <10000 273 43.7
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>10000 bu30000 122 19.5

>30000 7 11
Voice assistants Smartphone assistants 242 38.7
App assistants 57 9.1
Smart speakers 230 36.8
In-car assistants 73 11.7
Others 23 3.7
Length of usage <3 months 27 4.3
>3 but <6 months 58 9.3
>6 but <12 months 166 26.6
>1 but<2 years 222 35.5
>2 years 152 24.3

Notes: A college degree program is shorter thaachélor degree program, and the social recognitiaollege
degrees is lower than that of bachelor degrees.

4.3 Analytic Strategy

To answer research question 1, we use latent erafiblysis (LPA) to identify the potentially
distinctive perception patterns in users of corstwaal Al, based on their responses to measures of
humanness perception of conversational Al. LPA pular person-centered statistical method for
detecting unobserved population heterogeneity (PefigFan, 2013), which has been used in
management and psychology studies (Gabriel, Danigisfendorff, & Greguras, 2015; Specht,
Luhmann, & Geiser, 2014). Although traditional ¢lrsanalysis shares the same objective as LPA,
LPA has several advantages over traditional clustafysis. First, LPA is a model-based method that
allows flexible model specification, such as inéhgdcovariates or relaxing conditional independence
assumption. Second, LPA is not sensitive to thesomeanent scale of variables, thus variables with
different scale types (e.g., continuous, ordinaf] eategorical) can be simultaneously includedé t

same model. Third, LPA is a probability-based mdtfrot a distance-based method) that considers
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classification errors when classifying individuat$o specific groups. Finally, LPA provides a sét o
formal statistical indices to determine the appiadprnumber of subgroups (Morin, Morizot, Boudrias,
& Madore, 2011).

LPA is an inductive approach in nature, therebyessvpotential profile models (1 to 6 in this
study) were estimated. We began by specifying or@ilg (i.e., no heterogeneity) and then
successively increased the number of latent peofilgil the model fit can no longer be improved by
adding another profile (Nylund, Asparouhov, & Muth@007). Consistent with LPA studies (Gabriel
et al., 2015; Morin et al., 2011; Specht, Luhma&rGeiser, 2014), seven fit indices were used to
determine the number of profiles: log-likelihood_jl. Akaike information criterion (AIC), Bayesian
information criterion (BIC), sample-size-adjustefCESSA-BIC), Lo-Mendell-Rubin likelihood ratio
test (LMR), bootstrap likelihood ratio test (BLRTgnd entropy. The ideal profile model contains
smaller AIC, BIC, and SSA-BIC statistics comparethvother models, and an entropy value that is
larger than that of other models and greater th@d for classification accuracy, and significant RM
and BLRT statistics. Besides these statisticatgatabove, we also consider model parsimony, model
interpretability, and profile meaningfulness whetedmining the optimal number of profiles (Nylund,
Asparouhov, & Muthén, 2007).

After identifying the hidden perception patternsour data using LPA, we further deploy finite
mixture modeling (FMM) to analyze the relationsHyetween perception patterns and trust in
conversational Al. FMM is a modeling technique tlegsumes a fixed and finite number of
heterogeneous subgroups in an observed data, andlkbws researchers to examine predictors or

outcomes of the discovered profile membership Bégid.e., perceptual patterns in this study).ha t
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current study, we treated the three componentsrust tin conversational Al as outcomes of
humanness perception patterns, included the compomn@o a mixture model once we obtained an
acceptable LPA model.

Particularly, we followed the automatic three-sigpcedure to perform the FMM analysis
(Asparouhov & Muthen, 2014). First, we identified lBPA model with the optimal number of profiles
based upon the criteria previously mentioned. Sdécome obtained the most-likely profile
membership of individuals based on the posteriob@bilities estimated in the first step. Finallye w
included outcome variables in the final LPA modé&he most-likely class membership and
classification error rate are considered when comgautcomes between profiles, which is different
from the traditional cluster analysis (Bakk & Vemtu2016). To model the trust components (i.e.,
competence, benevolence, and integrity) as outozamebles in FMM, we used the LTB method
(Lanza, Tan, & Bray, 2013), which provides the camngons among profiles on each outcome
variable modeled (i.e., testing whether each pradignificantly differs from each other on each
outcome variable separately). Since the modelinthaaks for incorporating outcome variables into
the mixture model have not reached a consensire iaurrent methodological literature, we also used
two other statistical methods (i.e., ML and BCH)té&st the robustness of results from the LTB
method.

5 Results
5.1 Reliability and Validity of Measures
In this section, we use two datasets to establfisifactor structure of humanness perception at

first. Specifically, we use the first-stage samgdea calibration one to explore the factor strctfr
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the construct with exploratory factor analysis (EFAhe KMO measure of sampling adequacy was
equal to 0.892, and Bartlett's test of spheriaigicated significancep0.001). Thus, the data are
suitable for EFA (Fabrigar, Wegener, MacCallum, €&a8an, 1999). The results of EFA are shown in
Table A2 of Appendix B. Two factors were extracfemn the data, and together explained 66.850%
of the total variance, beyond the cut-off 50% (Hen® Roberts, 2006). The items of factor_1
describe the humanness evaluation on the spealspgch of voice assistants, thus factor_1
corresponds to “voice humanness”. The items obfa& describe the humanness evaluation related
to the language understanding aspect of voice tas@s thereby factor_2 corresponds to
“understanding humanness”. All factor loadingstefris on their intended factor are higher than 0.50,
with no cross-loadings were observed. Overalltéefactor solution indicates that the two types of
humanness perception can be differentiated frorh etteer. The correspondence between items and
factors suggests the acceptable quality of thesesit

We then treat the second-stage sample as a vatidsample to verify the factor structure and
evaluate the quality of this scale with confirmatifactor analysis (CFA). CFA was performed using
robust maximum likelihood estimator. The modelrfdices were listed as foIIow;fz 158.696 df =
34, ledf = 4.668, CFI=0.955, TLI=0.940, RMSEA=0.077, suggestthe measurement model of
humanness perception has acceptable model fit iftarer & Tate, 2011). All factor loadings are
higher than 0.500, ranging from 0.656 to 0.819. Gtweelation coefficient between voice humanness
and understanding humanness is 0.521, indicatiagttie two aspects of humanness perception are
correlated at an intermediate level (see FigurenAppendix B for detail).

Finally, we run a CFA including all variables used this study to examine the overall
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measurement model of this study and evaluate ttabilgy and validity of measures within the CFA
model. A favorable model fit goodness was obseryed413.3904df = 160,5°/df = 2.584, CFI=0.952,
TLI=0.943, RMSEA=0.050. Figure A2 in Appendix C si®the CFA model with standardized
estimates. The reliability of measures is deterchibg Cronbach’s alpha and composite reliability
(CR). As shown in Table 3, all Cronbach’s alphaueal of the five variables exceed 0.70, and all CR
values are higher than 0.70 as well. Thereby, éhahility of measures is favored. The validity of
measures is assessed from convergent validity esedirdinant validity (Fornell & Larcker, 1981).
All the average variance extracted (AVE) valuestted studied variables surpass 0.50, suggesting
acceptable convergent validity. Furthermore, fazhewgariable, the square root of the AVE value is
higher than its correlation coefficients with otheariables. Thus, the discriminant validity of
measures is supported. We also compare severahtpbteompetitive models to evaluate the
distinction among variables in our measurement ¢ske Table 4). The results show that the
five-factor model is the best-fitted one among ghasmpetitive models, which signifies that these
variables are distinguished from each other, tlhwthér supports the discriminant validity. Overall,

these results suggest that the reliability andditgliof measures used in the present study are

acceptable.
Table 3. Reliability and Validity of Measures

Variables Cronbach’s alpha AVE CR

1. Voice Humanness 0.878 0.599 0.882
2. Understanding Humanness 0.865 0.570 0.868
3. Competence 0.816 0.534 0.820
4. Benevolence 0.793 0.567 0.796
5. Integrity 0.799 0.574 0.801
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Table 4. Model Fit Indices of Competitive Models

Model y2ldf CFI TLI  RMSEA

1 factor (VH+UH+competence+benevolence+integrity) 6.322 0.511 0.453 0.157
2 factors (VH+UH, competence+benevolence+integrity) 11.366 0.671 0.630 0.129

3 factors (VH+UH, competence, benevolence+intejrity 9.499 0.733 0.697 0.117
4 factors (VH+UH, competence, benevolence, intgprit 7.826 0.790 0.756 0.105
5 factors (VH, UH, competence, benevolence, intggri 2.584 0.952 0.943 0.050

Table 5. Descriptive Statistics (n=625)

Variables M SD 1 2 3 4 5

1. Voice Humanness 3.470 0.919 0.774

2. Understanding
2.935 0.884 0.525 0.755

Humanness

3. Competence 3.621 0.779 0.373 0.393 0.731

4. Benevolence 3.340 0.826 0.216 0.387 0.476 0.753

5. Integrity 3.593 0.774 0.206 0.438 0.571 0.544 0.757

Notes: The bolded diagonal elements are the sqoats of the average variance extracted (AVE) walue

5.2 Heterogeneous Perception Patterns Detected bgtent Profile Analysis

Table 5 shows the means, standard deviations, amdlations of variables in this study. The
mean difference combined with the moderate mageitfccorrelation between voice humanness and
understanding humanness provides the evidencéhthévo humanness perceptions are not the same
concept in users’ minds. The intermediate corratagtiamong competence, benevolence, and integrity
indicate that distinguishing these three componengdso necessary, although they all belong to the

framework of trust.
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Table 6. Fit Statistics for Latent Profile Models 6=625)

No. of LMR BLRT
, LL FP AIC BIC SSA-BIC Entropy
profiles (p) (p)

1 -9481.359 20 19002.718 19091.473 19027.976 - -
2 -8479.298 31 17020.597 17158.167 17059.746 0.0000.000 0.937
3 -7964.827 42 16013.654 16200.040 16066.696 0.0000.000 0.932
4 -7855.228 53 15816.456 16051.657 15883.389 0.2710.000 0.902
5 -7794.293 64 15716.586  16000.602 15797.411 0.5000.000 0.846
6 -7709.841 75 15569.683 15902.514 15664.400 0.3040.000 0.851

Note: LL = log-likelihood; FP = the number of freg@arameters; AIC = Akaike information criteria; B
Bayesian information criteria; SSA-BIC = sampleesadjusted BIC; LMR = Lo, Mendell, and Rubin (2001)
test; BLRT = bootstrapped log-likelihood ratio test

Table 6 shows the model fit statistics for possialent profile models (one-profile model to
six-profile model). We choose the three-profile midfbr the following reasons: (1) although absolute
LL, AIC, BIC, and SSA-BIC values decrease with therease of profile number, they do not sharply
decline any longer when more than three profiles gpecified; (2) the LMR test becomes not
significant from 4-profile solution, which meansatimodel fit goodness can no longer be improved
significantly when setting more than three profilé€3) the entropy (classification accuracy) of the
three-profile model (0.932) is only lower than tlwditthe two-profile model which is however not
favored by all other indices. The BLRT test keeigsificant across all profile models, thus it cahno
provide useful information during model selectiontlis case. We stopped at the six-profile model
because continuing adds the number of profiles eveigdlate the principle of both model parsimony
and interpretability (Nylund, Asparouhov, & Muthér2007). Consequently, we choose the
three-profile model as the optimal model. In othards, three types of perception patterns were
uncovered here, which we articulate in the follagvin

Table 7 provides the estimated means and staretesds of the LPA indicators (i.e. items of
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humanness perception) for each profile, and Figudksplays the latent response patterns of each

profile.

Table 7. Parameter Estimates for the Distinct Profes

Indicators / Profiles

Profile 1

Profile 2

Profile 3

Para-human perception Para-machine perception Asymmetric perception

Voice humanness
VH1
VH2
VH3
VH4
VH5
Understanding humanness
UH1
UH2
UH3
UH4
UH5

% of sample

3.982 (0.033)
3.963 (0.053)
3.994 (0.053)
4.027 (0.056)

4.099 (0.050)

3.855 (0.033)
3.903 (0.039)
3.629 (0.065)
3.630 (0.070)
3.775 (0.050)

45.3%

2.400 (0.080)
2.393 (0.078)
2.161 (0.049)
1.950 (0.058)

2.290 (0.077)

2.442 (0.069)
2.395 (0.076)
2.265 (0.068)
2.038 (0.057)
2.360 (0.076)

29.0%

4.100 (0.053)
3.924 (0.079)
3.808 (0.091)
3.796 (0.098)

3.906 (0.087)

2.221 (0.076)
2.097 (0.082)
2.358 (0.078)
2.079 (0.060)
2.250 (0.089)

25.7%

Notes: The values in parentheses are the standard ef estimated means.

(1) Profile 1 is characterized by high scores adidators of both voice humanness and
understanding humanness (approximately equal tahdis we label this profile as “para-human
perception” to describe that users in this pradile prone to have an overall human-like convensatio
experience when interacting with their conversatia@x. 45.3% of the samples are in this profile.

(2) Profile 2 is featured by low scores on iadizcs of both voice humanness and understanding
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humanness (approximately equal to 2.5), thus wel ltdis profile as “para-machine perception” to
show that users who belong to this profile tendhdawe an overall machine-like impression of their
conversational Al in the interaction process. 29df%the samples are in this profile.

(3) Different from the two profiles above, Pfef3 exhibits high scores on indicators of voice
humanness but low scores on indicators of undatstginumanness. The Wald test demonstrates that
for this profile, voice humanness (M = 3.901) igrsficantly higher than understanding humanness
(M = 2.201),p < 0.001. Thereby, we label this profile as “asynmmeperception” to outline the
asymmetry between the two humanness perceptionséss in the profile, and 25.7% of the samples
are in this profile. These results indicate thestxice of heterogeneous perception patterns for
conversational Al's humanness, which answers RelBe@uestion 1. Next, we further explore the
implications of the revealed perception patternstfast in conversation Al, to answer Research

Question 2.
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Figure 2. Latent Profiles for Heterogeneous Humanres Perception

Notes: VH1-VH5 and UH1-UH5 are the items of voiegrtanness and understanding humanness, respectively.

5.3 Linking Perception Heterogeneity with User Trst by Finite Mixture Modeling

Table 8. Results for the Finite Mixture Model

1. Para-human 2. Para-machine 3. Asymmetric Differences
Trust facets Overall ¥*
perception perception perception among profiles
Competence 3.930 (0.036) 3.338 (0.061) 3.404 (0.06397.709*** 1>2=3
Benevolence 3.643 (0.045) 3.231 (0.059) 2.951 (0.06 88.902*** 1>2>3
Integrity 3.949 (0.036) 3.481 (0.054) 3.135 (0.062)148.428*** 1>2>3

Notes: “>" denotes differences between two proféssto trust facets are significantpag 0.05, whereas “="
denotes the differences above are not significem&a0.05; *** p < 0.001.

We run a finite mixture model with trust facets the outcomes to examine whether distinct

perception patterns have different implicationsueer trust. Table 8 presents the results of thigefi
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mixture model. In general, all three facets cardifferentiated by perception patterns, supported by
the overally’tests withp < 0.001.

Specifically, for competence, users in the pradilgpara-human perception exhibit a higher level
of competence-based trust than users in otherlgspfsuggesting a positive implication of dual
human-like sense for user trust in terms of thétaluf conversational Al. However, the competence
difference between profiles of para-machine perormnd asymmetric perception is not significant,
indicating that voice humanness of conversationainAy no longer favor users’ competence-related
trust once understanding humanness is limited latvalevel, because the two profiles share low
understanding humanness but separate at voice mesgn

As to benevolence, the results also reveal aipesihplication of dual human-like sense for user
trust in conversational Al since users with parabho perception show a higher level of
benevolence-based trust than users with other jp@ooepatterns. Surprisingly, unlike competence,
users with asymmetric perception demonstrate a ridvemevolence-based trust that users with
para-machine perception. In other words, the im@n@ent in voice humanness may, instead of not
enhancing, disintegrate user trust related to amatenal Al's benevolence when understanding
humanness is confined at a low level. On the dtlaeid, switching the reference from para-machine
pattern to para-human pattern, the results shottlieareduction in understanding humanness could
undermine users’ benevolence-based trust desgltevdice humanness is already possessed. These
results signify that the asymmetry itself may impaser trust in the benevolence aspect of
conversational Al.

In terms of integrity, we obtain similar resulésthat of benevolence. The users with asymmetric
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perception exhibit the lowest integrity-related strtuamong the three profiles. Indeed, both
benevolence and integrity are associated with tleeality of humans (Sonpar, Handelman, &
Dastmalchian, 2009). Therefore, the results indieahegative implication of asymmetric humanness
perception for moral-related trust in conversatioAd In sum, by finite mixture modeling, we
uncover complex (positive and negative) relatiopstbetween humanness perception heterogeneity
and varied trust facets, in response to Researelst@u 2.

5.4 Robustness Checks

We performed several additional analyses to chieekabustness of results answering Research
Question 1 and Research Question 2, respectivelgdponse to Research Question 1, three distinct
profiles were uncovered in which a profile with asyetric perception emerged. To verify the
stability of the profile structure, we conductedtadditional analyses: (1) controlling for covasiat
effect by incorporating covariates into the LPA rebd2) relaxing the assumption of conditional
independence by adding two common factors to thern&del.

First, if the number and configuration of profil@® robust, the inclusion of covariates can affect,
if any, only class probabilities (Marsh et al., 2D0We thus included the four demographic and two
conversational Al usage variables (see Table ZhénLPA model to examine whether the profile
structure we discovered above is dependent onxiséerce of covariates. The results of the LPA
model with covariates are shown in Table A3 in Apgig D. The configuration of profiles is
displayed in Figure A3 in Appendix D. The inclusiohcovariates produces similar results with the
original LPA model. Although the LMR test becomeégnsgicant in the six-profile model, other fit

indicators such as entropy and information critetith favor the three-profile model, as well asemh
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model parsimony and interpretability are considefddreover, the specific response patterns of
profiles and their sample distribution are alsoilsinbefore and after including covariates (seaifég
A3). Therefore, the results as to profile structfire., number and feature) are not conditionathen
existence of covariates.

Second, the LPA assumes that the correlations anmmoincptors can be sufficiently explained by
a latent categorical variable (Peugh & Fan, 20TBat is to say, the indicators may be independent o
each other once a latent categorical variableesiBpd. However, this assumption is often toocstri
with real data, especially when the indicators usedhe LPA model can be explained by latent
continuous variables in theory as well (Morin et @D11). In our case, the indicators used to defin
latent profiles are the items of voice humanneskwarderstanding humanness. Thus, theoretically, it
is plausible to add two common factors to the LR#dei, with one explaining the correlations among
items of voice humanness and the other accountinthé correlations among items of understanding
humanness. The fit indices of the LPA model wittmamon factors are presented in Table A4 in
Appendix D. The significant LMR test of the fourgfite model seems to support this model against
the three-profile one. However, by checking theegated profile configuration (see Figure A5 in
Appendix D), we observed a profile (Profile 3) tlz@nnot be explained in theory, especially the
shake within the items of voice humanness, and dméy comprising 9.5% of our sample. By
contrasting the profile configurations between ¢hego models (Figure 2 and Figure A5), we find
that the abnormal profile is almost a sub-profile the para-human perception profile in the
three-profile model. Consequently, the three-peoflodel was favored as the best one. Moreover,

Figure A4 shows a similar profile configuration WiEigure 2. In sum, the relaxation of conditional
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independence has not altered the number and nattymefiles, thus justifies the robustness of the
profile structure of humanness perception again.

Finally, to answer Research Question 2, we havéogeg the LTB method to perform the finite
mixture model before. However, the issue of how b@snodel distal outcomes in mixture models is
an ongoing discussion in the methodological litemat Indeed, the ML method (Nylund-Gibson,
Grimm, Quirk, & Furlong, 2014) and the BCH methoMsparouhov & Muthen, 2014) are also
proposed as effective alternatives to handle distétomes in mixture models. As, till now, the
superiority among these modeling approaches haseaohed a consensus, we thereby also utilize the
two methods above to model the trust facets infioite mixture model. The results are summarized
in Table A5 and Table A6. The findings discovergdte ML method and the BCH method are the
same as those unearthed by the LTB method. Theredfar findings of the implications of humanness
perception patterns for trust in conversationaafd robust to modeling methods.

In summary, the answers to the research questrensoa sensitive to the existence of covariates.
In addition, they do not rely on a model based @triagent assumption, and they are not dependent
on a specific statistical method as well.

6 Discussion
6.1 Summary of Key Findings

The recent advances in natural language processitige the advent of conversation Al that can
converse with users in a human-like way and tharssforms the interactional way between users and
systems. At the same time, the absence of trusbnnersational Al has been documented by many

industrial reports and market investigations (Mar2019; Olson, 2019; Schwartz, 2020). This study
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aims to contribute new knowledge about the trustigsof conversational Al from the humanness
perception angle by using a person-centered apprdaarticularly, we examine the existence of
heterogeneous perception patterns based on thesgwmlualistic humanness for conversation Al,
and how the heterogeneity of humanness perceptieiases to trust in conversational Al. The
findings of this paper are summarized as a theaetnodel in Figure 3. As this paper is a
person-centered study, the findings may not bemméa only by viewing the theoretical model. Thus,

in the following, we discuss the findings and elabe on the theoretical model in detail.

Humanness perception patterns Trust components

4 \ | }
! . 1 1 |
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I perception ] I ]
! : : :
{ 1 1 |
1 1 1 |
I Para-human | | : Benevolence | !
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Figure 3. The Relationships between Humanness Pemteon Patterns and Trust Components

First, drawing on communicative competence thethrig study decomposes the humanness of
conversational Al into voice humanness and undedétg humanness and proposes a dualistic
humanness model for conversational Al. Based anrtfodel, we discover three distinct humanness
perception patterns, which are displayed on theslde of Figure 3. The discovery of para-machine
and para-human pattern is not uncommon as thatliter on technology humanness revealed that

technologies can be perceived differently in threatision of humanness and the degree of humanness
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perception is mainly dependent on the humanness extabited by technologies (Califf, Brooks, &
Longstreet, 2020; Lankton, McKnight, & Tripp, 2013hereby, some users can perceive overall low
humanness (i.e., para-machine pattern) while otlears perceive overall high humanness (i.e.,
para-human pattern), in voice interaction with theginversational Al. However, we also uncover an
asymmetric perception pattern with high perceivemice humanness but low understanding
humanness. This pattern deepens our understandlitige diumanness nature of conversational Al
since it indicates that users can perceive diftedémensions of the humanness of an Al system
diversely. While prior studies focused on the olldramanness perception and its effect on user
behavior (Go & Sundar, 2019; Lankton, McKnight, &pp, 2015; Westerman et al., 2020), this study
suggests that disaggregating the humanness cuesddetbin an Al system could be favorable for
knowing the relative value of individual humann&sgors (Nass & Moon, 2000).

Second, we find that the users’ trust level towacdnversational Al is associated with the
specific perception patterns they have. Particylddr users who have a para-human perception
regarding conversational Al, they show the highestt level on all the three components among the
discovered perception patterns. This finding ispsued by previous research documenting the
positive effect of perceived humanness of technolog user trust (de Visser et al., 2016; Qiu &
Benbasat, 2009; Waytz, Heafner, & Epley, 2014)erkmstingly, this positive effect is also receiving
challenges from recent HCI research suggestinggative effect when artificial agents are rated as
too human-like (Culley & Madhavan, 2013; Shin, KigBiocca, 2019). As a note, our study is not
suggesting that the more humanness users pertieévljgher trust users have in conversational Al,

because this inference can only be tested by ablarcentered study quantifying the relations among
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variables. This study only indicates that users Wwaee a relatively high humanness perception (i.e.,
approximately 4 on a 5-point rating scale) on batite and understanding of conversational Al could
show greater trust towards conversational Al tiiendther two perception patterns.

Third, for users who have a para-machine percepggarding conversational Al, their levels of
trust in conversational Al are surprisingly not tbe/est among the discovered perception patterns.
Instead, users who possess an asymmetric percquitern show the lowest morality-based trust.
This finding suggests that the asymmetry betweemamness perceptions on the speaking and
listening of conversational Al may leads usersudesgion the ethics of their conversational Als. The
uncertainty reduction theory provides a possiblglanation for this finding: the asymmetry between
these two humanness triggers a perceived uncegrtaibbut the identification or nature of
conversational Al (i.e., an object between humaah @achine), whereas perceived uncertainty has
been identified as a strong inhibitor for user ttimsmany contexts (Srivastava & Chandra, 2018).
However, this asymmetry may not affect users’ caempee-based trust regarding conversational Al as
we find that users with para-machine perceptiorehagimilar level of competence-based trust with
users who possess asymmetric perception. The cengeedf a conversational Al mainly depends on
its performance on spoken language understandingu(Bet al., 2019), thus the high voice
humanness perception in the asymmetric patternotdacilitate competence-based trust.

6.2 Theoretical Contributions

First, by shifting from a unilateral relationshiprppective to an interactive relationship anglis, th

study proposes a dualistic model of humanness dowversational Al (i.e., voice humanness and

understanding humanness), which provides a noasetdwork for future research to evaluate users’
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humanness perceptions of conversational Al, andnama the impact of human-like design of

conversational Al on user experience and behavVibe unilateral relationship between users and

systems is a classical assumption which positssygtems have many functional features and users

utilize these features to achieve a goal (Schuetre&katesh, 2020). Following this assumption,

previous studies examined how users perceive eemistvoice that is imbued with diverse

humanness cues (Chang, Lu, & Yang, 2018; Edwardk,e2019; Torre, Goslin, & White, 2020; Xu,

2019). Indeed, a human-like voice is a new featigided to systems. But the voice of systems is used

to interact with users in spoken language. Voice interactexuires that systems should also be able

to understand what users say. More importantly, whgstems understand the spoken language

expressions of users, systems can use the learefetlgnces or habits of users to do somethingghat

not requested by users, such as actively adjusbngersational style the next time. In other words,

these intelligent systems can use users to ackiheueobjectives, and thus the unilateral relatops

assumption is challenged by interactive Al systéMemetis & Lee, 2018; Schuetz & Venkatesh,

2020), such as conversational Al. Out of this agdion, new research problems may arise.

Accordingly, this study takes an interactive angte view the humanness phenomenon of

conversational Al and proposes a dual humannesglnfmdconversational Al: voice humanness and

understanding humanness. Voice humanness corresporide speaking attribute of conversational

Al, whereas understanding humanness corresporitie {stening attribute of conversational Al. Just

like the two sides of a coin, voice humanness amtkrstanding humanness are different from each

other, but together they enable the human-Al caat@n. The humanness factors of conversational

Al examined in prior works mainly fall on voice hammess. In this sense, the proposed dualistic
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model can inspire future research to simultaneocshsider this two humanness when exploring the
relationship between conversational Al's humanm@@ssuser experience.

Second, this study uncovers three distinct laterdfilps of humanness perceptions for
conversation Al that provide the first empiricasights into what perception patterns users haveaawhe
interacting with their conversation Al. Particularive find two quantitatively distinct perception
patterns with one reflecting an overall human-ljgerception and the other mirroring an overall
machine-like perception. Surprisingly, we do natdfia perception pattern exhibiting moderate
evaluation on voice humanness and understandingimess. The absence of this profile suggests
that perceived humanness may not be a continuumnyaiier be dichotomous, in users’ mind.
Categorical processing can explain this absenceause individuals tend to cognize the objects
around their lives in a categorical manner, and tare unlikely to endure an ambiguous category
when they perceive their conversational Al (McKolNgrtini, & Nakayama, 2001; Wiese & Weis,
2020). This inherent processing tendency push @seay from perceiving conversational Al as a bit
human-like but also a bit machine-like (i.e., maderevaluation on both voice and understanding
humanness), to perceiving conversational Al as mdiika or machine-like. Considering that the
literature of technology humanness suggests thiahtdogies vary in their perceived humanness (Cho,
Molina, & Wang, 2019; Lankton, McKnight, & Tripp025; Westerman, Cross, & Lindmark, 2019),
this finding contributes to this literature streégnpresenting new knowledge about the nature of the
concept of humanness perception. Furthermore, fthding outlines that subjective humanness
perception deserves more attention when explohagrifluences of objective human-like designs in

Al systems on user experience because of the palt@ionlinear link between objective humanness
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design and subjective humanness perception.

We also find a perception pattern that qualitdgivaistinct from the two perception patterns
mentioned above. This perception pattern is fedtime high voice humanness perception but low
understanding humanness perception. This findidgc#@tes that those humanness cues embedded in
speaking and listening aspects of conversationahrl not assessed at a unified scale for users,
thereby differentiating the two aspects in the feittesearch could be considered. Unexpectedly, we
do not find the opposite (i.e., low voice humannpssception but high understanding humanness
perception) of the perception pattern above. Thnglimg demonstrates the advantage of the
person-centered approach for this study, becausengloying a variable-centered approach, the
undiscovered perception pattern above would bejdfgiult, assumed to exist in the real world. The
person-centered approach (e.g., LPA) produces supgrbased on heterogeneity observed in data,
whereas the variable-centered approach (e.g.,actten effect testing) could produce artificial
subgroups that may or may not exist, and a crestbgroup that may not exist would result in
misleading findings (Howard & Hoffman, 2018).

Finally, this study reveals that users with didtiperception patterns have different levels ofttrus
in conversational Al. On one hand, we find thatrssgith asymmetric humanness perception show a
similar level of competence-based trust with uséts para-machine perception. The configurational
difference between these two perceptual patternslynalls on voice humanness. Thus, this finding
suggests that enhanced voice humanness may nbtebwdoost the user's trust in conversation Al's
ability once users feel that conversational Al e&nanderstand their words. That is to say, the

benefits of humanizing Al's voice for user truscdmented in previous research may disappear when
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Al systems are poor in natural language understan(lChang, Lu, & Yang, 2018; Edwards et al.,
2019; Torre, Goslin, & White, 2020; Xu, 2019), besa comprehending user commands accurately is
a prerequisite for conversational Al to assist sis€n the other hand, we also find that users with
asymmetric humanness perception demonstrate thestolevel of trust as to conversational Al's
benevolence and integrity. Benevolence and integri¢ considered as morality-related trust (Sonpar,
Handelman, & Dastmalchian, 2009). Thus, this figdindicates a negative influence of asymmetric
perception between voice humanness and understahdimanness on users’ morality-related trust.
As discussed above, the perceived uncertainty @heutlentification of conversational Al might play
a critical role in inhibiting the morality-relatedust of users who perceive asymmetric humanness,
which represents an avenue for future researchrity\this possible theoretical mechanism.
6.3 Implications for Practice

This study provides several implications for Al giaoners to improve different facets of user
trust. First, for competence-based trust, thisystudis that there is no significant differencevoetn
the para-machine perception pattern and the asymem@ierception pattern in terms of
competence-based trust in conversation Al, despii@ the asymmetric perception pattern
characterizes high perceived voice humanness ofetcsational Al. This finding suggests that the
path of enhancing the voice humanness of conversali to make users trust in conversational Al's
competence may not work when the spoken languaderstanding of conversational Al has a poor
performance. This deficiency in spoken languageetstdnding ability is often caused by limited
financial capital or restricted technological ressupossessed by specific Al companies, which is

especially true for Al startups. Therefore, Al canges having limited technological or capital
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advantages should be cautious about the decisitirt@nize the voice of their conversational Al

products when the spoken language understandirfgrpamce of the products is relatively poor,

because the investments at this moment may nobleet@gain a boosted user trust in the ability of
their Al products. Rather, these Al companies shawalincentrate all available resources to improve
their Al products’ speech understanding, despite the optimization of Al's speech understanding
can be more difficult than creating a human-likecedor Al.

Second, for morality-based trust (i.e., benevadeand integrity), this study uncovers that the
asymmetric perception pattern, featured by higlterdiumanness perception but low understanding
humanness perception of conversational Al, hasldhest morality-based trust among the three
heterogeneous patterns. This finding suggests tthat perceived asymmetry between the two
humanness aspects could undermine user trust negdhe morality of conversational Al. The ethics
of conversational Al may not impact its daily usagelong as it functions well in performing various
tasks such as controlling home appliances or playiasic. However, this factor is very important for
users to do shopping-related activities via corat@ral Al, because the ethics issue has been
identified as a crucial factor for online transantiactivities by prior e-commerce research (Chdng e
al., 2014). In other words, people would be unnglito accept product recommendations offered by
their conversational Al when they feel that theuge conversational Al lacks morality, let alone
shopping via it. For example, users may be concethat conversational Al uses privacy data to
recommend products that maximize the benefits ef ¢cbmpanies behind it. Nowadays, many
conversational Als have been used in product recamdiations or online shopping, such as Amazon

Alexa and Alibaba Tmall Genie (Klaus & Zaichkowsks020). Therefore, our finding of the
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association between asymmetric perception and melased trust can be helpful for Al companies
in the way to monetize the business value of caratemal Al. Particularly, this study suggests that
Al companies should conduct a pilot study to callesers’ feedback on the speaking and listening
aspects of their Al product before launching it &men in the next stage put more investment on the
weak aspect that received a relatively poor evelnan the pilot study to develop a conversatiohil
which has balanced humanness on speaking andrigten

Finally, this study does not find an ambiguoustgyat characterized by moderate voice
humanness perception and moderate understandingrimass perception. This highlights the need
for Al developers to pay more attention to usendjsctive perceptions when they strive to humanize
conversational Al, because the perceived humannegarding conversational Al may not be
evaluated by users in a continuous manner. In otvends, adding a new humanness cue into
conversational Al or reinforcing an existing humatated feature may not necessarily result in an
improved humanness perception, because humanseiilyetend to use categorical processing to
perceive objects around them and avoid ambiguogsitiee states (McKone, Martini, & Nakayama,
2001; Srivastava & Chandra, 2018; Wiese & Weis,@0Zherefore, Al companies should seek a
trade-off between the cost of human-like desigrstha benefit of humanness users perceive.
6.4 Limitations and Future Research Direction

We acknowledge several limitations of the prestaurdys First, by drawing on the communicative
competence theory, this study proposes a dualistitanness model for conversational Al wherein
voice humanness reflects the speaking aspect ofeceational Al and understanding humanness

mirrors the listening aspect of conversational Alhis theoretical perspective outlines the
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conversation-related skills across the communinatmocess. However, there may be other
human-related factors beyond the user-Al convemsatonsidered in the current study, such as the
perceived humanness related to the personalityootersation Al (Lee, Peng, Jin, & Yan, 2006).
Future research can extend our proposed humannedsl| my using other insightful theoretical
lenses.

Second, this paper uses a few items related tonberstanding performance of conversational
Al to measure users’ perceived understanding huesmrbecause the understanding humanness is
rooted in how an Al performs well in understandimgers’ words like a human. Thus, an Al's
performance level in language understanding carteitan important indicator for the understanding
humanness. Nevertheless, this operational methgdafsa lead to the potential face validity issue.
Future research can examine this construct frorferdifit theoretical viewpoints and refine its
measures in the current study to accommodate tpel rdevelopment of conversational Al
technology.

Finally, this study takes a person-centered apprdacexplore users’ humanness perception
patterns regarding conversational Al and its assioci with user trust. Although this approach can
address the latent heterogeneity issue within usedetecting unobserved subgroups and relating the
membership variable to other variables of interess,in nature an exploratory methodological &gl
Thereby, the findings of the present study neebetwalidated by future confirmatory studies using
deductive-oriented methods and samples from otbentdes or cultures. Our findings can also be
complemented by future research that examines-releied behaviors such as shopping via

conversational Al (Rhee & Choi, 2020).
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7 Conclusion

Nowadays, conversational Al can use natural languagommunicate with users. This upgrade
in interactive modality can bring about user trbetause it indicates that Al is becoming more
powerful. However, the absence of user trust hasrbe a major concern for Al managers. This
phenomenon seems interesting, but little is knowoua how the lack of trust occurs. This study
enriches our knowledge on this issue in two wayisstFwe focus on the unique features of
conversational Al (i.e., speaking and listeningjtttifferentiate conversational Al from other forofs
Al systems. Second, we shift the methodologicalds@t from a variable-centered approach to a
person-centered approach. As a result, we exanfiaeekistence of heterogeneous humanness
perception patterns regarding the speaking andnlisg of conversation Al, and the relationship
between humanness perception heterogeneity artdriresnversational Al.

We discover three patterns in conversation Al usgas-human, para-machine, and asymmetric
perception, which deepen the understanding of heersudistinctively perceive the humanness
manifested by the speaking and listening of coratensal Al. We also find that voice humanization
cannot facilitate competence-related trust wherdévices’ language understanding is perceived as
poor. Surprisingly, users with asymmetric percapshow the lowest level of morality-related trust
among the discovered patterns. This finding inégsahat the speaking and listening attributes of
conversation Al are assessed at separated scateslsb implies that the asymmetry between voice
humanness and understanding humanness can impatitgacelated trust. This study suggests that
Al developers should be cautious to humanize Alasy voice and be more attentive to the potential

imbalance between the speaking and listening fonaif Al devices.
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Appendix

Appendix A. Demographic Information of the First-stage Sample

Table A1. Demographic Statistics of Survey Respondes (n=117)

Variables Levels Frequency Percentage (%)
Gender Male 65 55.6
Female 52 44.4
Age <18 1 0.9
18-25 38 32.5
26-35 65 55.6
36-50 13 11.1
>50 0 0
Education High school or below 3 2.6
College's degree 13 11.1
Bachelor's degree 87 74.4
Master's degree or higher 14 12.0
Monthly income <3000 19 16.2
(RMB) 3000-5000 17 14.5
5000-10000 53 45.3
10000-30000 26 22.2
>30000 2 1.7
Voice assistants Smartphone assistants 47 40.2
App assistants 7 6.0
Smart speakers 52 44.4
In-car assistants 8 6.8
Others 3 2.6
Length of usage <3 months 3 2.6
3-6 months 10 8.5
6-12 months 37 31.6
1-2 years 33 28.2
>2 years 34 29.1
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Appendix B. Factor Analysis Results of Humanness IReeption Measures

Table A2. EFA Results of Dual Humanness Measures$i17)

Iltems Factor_1 Factor_2

e My voice assistant’s pronunciation is natural. 0.865 0.116

e My voice assistant has a human-like voice. 0.787 0.155

. The language expression of my voice assistant solikelthat of 0.775 0.228
a machine.

. | cannot feel the distance between the voice ofvoige assistant 0.788 0.271
and that of a human being.

. | characterize my voice assistant’s speaking asggehbtuman. 0.776 0.227

* My voice assistant can accurately comprehend wkay.| 0.174 0.831

. My voice assistant is stupid when it comes to ustd@ding my 0.122 0.841
intentions.

. The understanding ability of my voice assistangimilar to that 0.227 0.694
of a human being.

My voice assistant always misunderstands my words. 0.282 0.771

. | characterize my voice assistant’s listening aspeduman-like. 0.173 0.775

Percentage of variance explained 33.966% 32.884%

KMO value 0.892

Bartlett’s test of sphericity p < 0.001
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Appendix C. Confirmative Factor Analysis for Measurement Model
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Figure A2. CFA Model with Standardized Estimates

Notes: “vh” denotes voice humanness; “uh” denoteteustanding humanness.
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Appendix D. Robustness Checks for Profile Structure

Table A3. Fit Statistics for Latent Profile Modelswith Covariates

# of LMR BLRT
] LL FP AIC BIC SSA-BIC Entropy
profiles (9)] (P

1 -14205.846 31 28473.693 28611.263 28512.843 - -
2 -8461.184 37 16996.367 17160.564 17043.094 0.0000.000 0.940
3 -7941.912 54 15991.823 16231.462 16060.019 0.0000.000 0.934
4 -7828.961 71 15799.923 16115.003 15889.588 0.1340.000 0.905
5 -7748.999 88 15673.997 16064.520 15785.132 0.1100.000 0.916

6 -7663.587 105 15537.174 16003.138 15669.778 0.0260.000 0.861

Note: LL = log likelihood; FP = free parameters; CAl= Akaike information criteria; BIC = Bayesian
information criteria; SSA-BIC = sample-size adjus®IC; LMR = Lo, Mendell, and Rubin (2001) test; BL
= bootstrapped log-likelihood ratio test.
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Figure A3. Latent Profiles Disclosed by LPA with Ceariates
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Table A4. Fit Statistics for Latent Profile Modelswith Common Factors

# of LMR BLRT
i LL FP AIC BIC SSA-BIC Entropy
profiles (9)] (9)]

1 -7948.904 31 15959.809 16097.379 15998.958 - -
2 -7827.478 42 15738.957 15925.342 15791.998 0.0000.000 0.885
3 -7744.733 53 15595.466 15830.667 15662.399 0.0240.000 0.874
4 -7684.929 64 15497.858 15781.874 15578.683 0.0210.000 0.842
5 -7629.713 75 15409.426 15742.257 15504.142 0.1740.000 0.884
6 -7592.594 86 15357.188 15738.834 15465.796 0.8430.000 0.857

Note: LL = log likelihood; FP = free parameters; CAl= Akaike information criteria; BIC = Bayesian
information criteria; SSA-BIC = sample-size adjas®IC; LMR = Lo, Mendell, and Rubin (2001) test; BL
= bootstrapped log-likelihood ratio test.
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Figure A4. Three-profile Model of LPA with Common Factors
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Appendix E. Robustness Checks for Trust Implicatios of Perception Pattern

Table A5. Results for the Finite Mixture Model Usirg the ML Method

1. Para-human | 2. Para-maching 3. Asymmetric Differences
Trust facets Overally?
perception perception perception among profiles
Competence 3.942 (0.033) 3.340 (0.063) 3.373 (0.075 103.526*** 1>2=3
Benevolence 3.632 (0.049) 3.244 (0.054) 2.933 @).06 68.750*** 1>2>3
Integrity 3.961 (0.042) 3.477 (0.059 3.092 (0.067) 122.375%** 1>2>3

Notes: “>" denotes differences between two proféasto trust facets are significantpak 0.05, whereas

denotes the differences above are not significgma0.05; *** p < 0.001.

Table A6. Results for the Finite Mixture Model Usirg the BCH Method

1. Para-human | 2. Para-machingd 3.Asymmetric Differences
Trustfacets Overally?
perception perception perception among profiles
Competence 3.932 (0.032) 3.340 (0.061) 3.388 (0.016 98.327*** 1>2=3
Benevolence 3.629 (0.048) 3.245 (0.059) 2.937 §).06 71.944*** 1>2>3
Integrity 3.931 (0.038) 3.477 (0.057 3.126 (0.06%) 125.736*** 1>2>3

Notes: “>" denotes differences between two proféssto trust facets are significantpag 0.05, whereas

denotes the differences above are not significem&a0.05; *** p < 0.001.
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Highlights

Trust in conversational Al is the key to unleash the full business potential
of the new technology.

A dualistic humanness model for conversational Al based on its speaking
and listening attributes is proposed.

Person-centered analytics such as latent profile analysis and finite mixture
modeling is used.

Three distinctive humanness perception patterns are uncovered:
para-human, para-machine, and asymmetric perception.

The asymmetry between humanness perceptions regarding speaking and
listening can impede morality-related trust.



