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A B S T R A C T   

Direct contact membrane distillation (DCMD) is a promising means of concentrating brines to their saturation 
limit. During that process, membrane spacers play a key role in temperature polarization, concentration po-
larization, and mineral scaling. These interactions are not well understood, because they are difficult to study 
experimentally and numerically, and the flow regimes are not fully charted. We consequently develop a tailored 
in-house CFD code that simulates unsteady two-dimensional heat and mass transport in plate-and-frame DCMD 
systems with cylindrical spacers. The code uses a combination of finite-volume methods in space, projection 
methods in time, and recent advances in immersed boundary methods for the spacer surfaces. Using the code, we 
explore how the transition to unsteady laminar vortex shedding affects polarization and permeate production of 
DCMD systems. We show that the impact of spacers can be explained by examining the various steady and 
unsteady vortical flow structures generated in the bulk and near the membranes. Overall, we show that though 
unsteady vortex structures tend to mix temperature polarization layers with the bulk, they are not similarly able 
to mix the concentration layers. Rather, vortical structures tend to create regions of preferential salt accumu-
lation. In the vortex shedding regime, the net result is that spacers often increase vapor production at the expense 
of increasing the risk of mineral scaling.   

1. Introduction 

Membrane distillation is a promising means of concentrating brines 
to their saturation limit, after which they can be discharged to crystal-
lizers or evaporation ponds [1–12]. The current study focuses on direct 
contact membrane distillation (DCMD), in which warm feed and cool 
distillate water flow on opposite sides of a hydrophobic microporous 
membrane in a co-current or counter-current manner, as sketched in 
Fig. 1. The hydrophobic membrane creates vapor-liquid interfaces on 
the feed and distillate sides of the membrane. The temperature differ-
ence across the membrane causes water to evaporate from the feed side 
of the membrane, travel through the vapor-filled pores, and condense on 
the distillate side of the membrane. Non-volatile solutes remain in the 
feed. Compared to reverse osmosis (RO), DCMD can treat hypersaline 
brines because it is comparatively insensitive to osmotic pressure and 
rejects 99–100% of salts. While RO can treat NaCl solutions to approx-
imately 70 g/L, the limit for DCMD is approximately 300 g/L [13]. 
DCMD also operates at feed temperatures below 90 ∘C that are readily 
produced by renewable energy. 

Temperature and concentration polarization are two crucial factors 
that affect DCMD treatment of hypersaline brines [2,14]. Temperature 
polarization is the reduction in the transmembrane temperature differ-
ence due to heat transfer through the membrane, as illustrated in Fig. 1. 
Concentration polarization is the accumulation of solutes adjacent to the 
feed side of the membrane. Both polarization phenomena reduce the 
transmembrane vapor flux by reducing the transmembrane partial vapor 
pressure difference. Concentration polarization also causes mineral 
scaling, which occurs when the concentration at the membrane surface 
exceeds the saturation limit of a solute. This blocks the membrane and 
can lead to pore wetting and permanent membrane damage. 

Temperature and concentration polarization are further complicated 
by spacers, a mesh-like material that separates tightly packed membrane 
sheets, as illustrated in Fig. 2(a). Thinner spacers increase the membrane 
surface area in a system volume, but at the expense of increasing the 
channel pressure drop and pumping costs required to drive the feed and 
distillate flows. Spacers also create regions of preferential solute accu-
mulation and precipitation. Though this is documented for RO [15–21], 
there is less work on scaling in DCMD systems. Literature suggests that 
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solute accumulation tends to occur near “stagnant” or “dead” zones 
[22–26]. The definitions of “stagnant” or “dead” are not always precise, 
but they tend to refer to locations on the membrane where mixing is 
weak [23,24,26–28]. These often form near contact points where 
spacers meet the membrane [23,24,27]. Fig. 2(b) shows a membrane 
that experienced scaling in a RO system operated by Desalitech. An 
autopsy indeed suggested that scaling occurred near contact points 
(personal communication). 

There is potential to increase the water recovery, energy efficiency, 
and membrane life of DCMD systems by designing spacers that strike a 
balance between maximizing membrane packing while minimizing the 
downstream pressure drop, polarization, and scaling. Designing such 
spacers is complicated by the coupled heat and mass transport in the 
feed, membrane, and distillate. These coupled processes are not fully 
understood, particularly in the presence of spacers. Because these pro-
cesses are difficult to observe experimentally [25,29,30], computational 
fluid dynamics (CFD) offers a valuable complement that predicts the full 
temperature, concentration, and velocity fields [31–58]. 

CFD studies have made important contributions to understanding the 
effects of spacers on transport in membrane processes, as reviewed in 
Ref. [59–62]. Our own review finds three persistent challenges. The first 
is the simulation of near-membrane transport, which is difficult even in 
the absence of spacers. For pressure-driven processes such as RO, the 
dependence of the transmembrane flow on the pressure field causes 
traditional CFD methods to lose accuracy [63]. For DCMD, the accurate 
prediction of polarization requires the simultaneous simulation of the 
coupled feed channel, membrane, and distillate channel flows [14]. Due 
in part to these complications, studies of spacers sometimes neglect the 
membrane altogether [64–78]. Such studies focus on the effects of 
spacers on the downstream pressure drop and near-membrane shear 
stress. 

A second challenge arises because the flow regime in spacer-filled 
channels is not fully understood. Though spacers are often called “tur-
bulence promoters,” it is not clear whether membrane systems operate 
in turbulent regimes. RO and DCMD systems typically operate with 
Reynolds numbers in the range Re ≤ 1000, where Re = UinH/ν is defined 

Nomenclature 

В spacer blockage ratio 
ΔP/L feed channel pressure drop (Pa/m) 
ΔTm transmembrane temperature difference (∘C) 
Δ membrane thickness (m) 
Н transmembrane thermal efficiency 
ŷc spacer non-dimensional offset 
Λ latent heat of water (J/kg) 
λd

in distillate inlet latent heat of water (J/kg) 
λf

in feed inlet latent heat of water (J/kg) 
u velocity vector (m/s) 
М dynamic viscosity (Pa s) 
N kinematic viscosity (m2/s) 
Ω vorticity s− 1 

ρ density (kg/m3) 
ρf , ρd density of feed and distillate fluid (kg/m3) 
τm shear stress on membrane (Pa) 
CPCmax maximum concentration polarization coefficient 
δ̂c non-dimensional concentration boundary layer thickness 
δ̂T non-dimensional thermal boundary layer thickness 
aw water activity 
B vapor permeability (kg/m2 s Pa) 
b NaCl molality (mol/kg) 
c concentration (g/L) 
cm membrane surface concentration (g/L) 
cp specific heat capacity (J/kg K) 
Cin feed concentration (g/L) 
D mass diffusivity (m2/s) 
Dsp spacer diameter (m) 

H channel height (m) 
jv transmembrane mass flux (kg/m2 s) 
k fluid thermal conductivity (W/m ∘C ) 
km membrane thermal conductivity (W/m ∘C) 
L channel length (m) 
Le Lewis number 
p pressure (Pa) 
pf

m, pd
m partial vapor pressure on the feed and distillate side of 

membrane (Pa) 
Psat water vapor saturation pressure (Pa) 
qc transmembrane conductive heat flux (W/m2) 
Re Reynolds number 
Rec critical Reynolds number 
Ref , Red feed and distillate flow Reynolds number 
St Strouhal number 
Stc critical Strouhal number 
T temperature (∘C ) 
t time (s) 
Tf

m, Td
m membrane surface temperature on the feed and distillate 

side (∘C) 
Tf

in, Td
in feed and distillate inlet temperature (∘C) 

u, v velocity component along x and y coordinates (m/s) 
Uin inlet velocity (m/s) 
vm local transmembrane vapor flux (LMH) 
vave

m average transmembrane vapor flux (LMH) 
x, y Cartesian coordinates (m) 
yc spacer vertical offset (m) 
CPC concentration polarization coefficient 
LMH Lm− 2 hr− 1  

Fig. 1. Sketch (not to scale) that demonstrates concentration and temperature polarization in a counter-current DCMD system. Concentration polarization is shown 
by the solid dots. 
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using the mean feed inlet velocity Uin and feed channel height H (see 
Fig. 3). In this range, experiments [42,62,78–80] and simulations [42, 
43,62,73–87] suggest the flow is steady at low Re, and transitions to 
unsteady laminar vortex shedding at higher Re. The critical Reynolds 
number Rec for transition varies between roughly 70 ≤ Rec ≤ 500, 
depending on the spacer geometry [42,62,73,75,76,78,79,84–86]. 
Studies suggest that vortex shedding reduces polarization and scaling by 
increasing shear stress near the membrane and directing bulk fluid to-
wards the membrane [42,81–85]. Comparatively little work exists on 
the transition to turbulence [43,71,72,78]. 

A third challenge arises because CFD studies typically simulate 
spacers using body-fitted grids. Such grids are time-consuming to 
generate and limit the number of simulations that can be reasonably 
performed. A similar situation is faced in simulations of porous media 
[88,89]. In that case, the state-of-the-art uses Immersed Boundary 
Methods (IBM) [90] that use a simple Cartesian grid, with grid points 
located in both the fluid and solid regions. Solid surfaces are modeled by 
introducing a body force in the governing equations to force the fluid 
velocity to zero in the solid. Depending on the implementation, this 
achieves the same order-of-accuracy as body-fitted grids. 

The current study investigates how transition from steady flow to 
unsteady laminar vortex shedding affects polarization in DCMD systems. 
For that purpose, we develop a 2-D CFD code that solves the Navier- 
Stokes, continuity, advection-diffusion, and heat equations using a 
finite-volume method in space and an efficient projection method in 
time, as detailed in Ref. [91]. To investigate the influence of vortex 
shedding, we consider 2-D spacer filaments, as illustrated in Fig. 3. The 
spacers are simulated using recent advances in IBM. Though spacers are 
inherently 3-D, we focus on idealized 2-D spacers because their hydro-
dynamic stability is much better understood in the fluid mechanics 
literature [92], and their simplicity allows us to perform a comprehen-
sive parametric study and identify fundamental transport phenomena. 
Specifically, we systematically vary the Reynolds numbers, spacer 
diameter, and spacer position, and explore their impacts on the flow 
regime, vortical flow structures, polarization, and system performance. 
It is our philosophy that elucidating such phenomena is prerequisite to 
intelligently designing 3-D spacers. 2-D spacers are also more amenable 
to quantitative experimental study, which is the topic of ongoing work in 
our group. Considering the spacers encountered in literature [25], our 
geometry is closest to “ladder-type” spacers [25,93,94]. 

The remainder of this study is organized as follows. Section 2 pre-
sents the system geometry, governing equations, and boundary condi-
tions. Section 3 summarizes the numerical methods and code validation. 
Section 4 presents our results and discussion. Section 5 presents our 
conclusions. 

2. Geometry and governing equations 

We consider a plate-and-frame DCMD system with feed and distillate 
channels of length L and height H, as illustrated in Fig. 3. Both channels 
have an idealized cylindrical spacer of diameter Dsp, centered at x = L/ 2 
and a distance yc from the membrane. NaCl solution enters the feed 
channel with temperature Tf

in, concentration Cin, and mean velocity Uin. 
Pure water enters the distillate channel with temperature Td

in and mean 

velocity Uin. We focus on counter-current operation because it is 
preferred in the literature. Though Fig. 3 shows the membrane as a 
shaded region about y = 0, we model transmembrane heat and mass 
transport using effective interface conditions that couple the feed 
(0≤ y≤ H) and distillate (− H≤ y≤ 0) channels. We set H = 2 mm, 
which is typical of DCMD systems. We set L = 2 cm, which was found to 
sufficiently minimize the impact of outlet conditions on upstream flow. 
Though our geometry mimics typical lab-scale DCMD systems, future 
industrial systems might replace the feed plate with a second membrane. 
For the current scope, we limit ourselves to one membrane for several 
reasons. First, it facilitates comparison with lab-scale measurements. 
Next, adding a second membrane requires the simulation of an addi-
tional distillate channel and spacer. The resulting simulation of three 
coupled channels and spacers becomes computationally expensive, 
making parametric study prohibitive. Finally, our objective is to un-
derstand how spacers impact transition to vortex shedding, and how this 
transition impacts polarization. Results shown in Table 1 of section 3.1 
show that the membrane has a negligible impact on the flow regime and 
vortical flow structures. Rather, these are primarily determined by the 
spacer position and diameter. 

2.1. Transmembrane heat and mass transport 

We model heat and mass transport through the membrane as pre-
viously described in Lou et al. [14]. We only highlight the key features 
here. As in most previous literature, we assume that the transmembrane 
mass flux, jv, is linearly proportional to the transmembrane vapor 
pressure difference [95], 

jv = − B
(
pf

m − pd
m

)
, (1)  

where B is the vapor permeability and pf
m and pd

m are the local partial 
vapor pressures on the feed and distillate membrane surfaces, respec-
tively. Note that jv is negative when the transmembrane vapor flux flows 
from the feed into the distillate. These pressures are functions of the 
local temperature and concentration at the membrane surface [96], and 
are evaluated as the product of the saturation pressure Psat and water 
activity aw, 

pm = awPsat, Psat = exp
(

23.238 −
3841

Tm + 228.15

)

, (2)  

where Psat is determined using the Antoine equation [97], and Tm is the 
local temperature on the membrane surface. The activity is determined 
from the expression aw = 1 − 0.03112b − 0.001482b2 [60], where b is 
the NaCl molality (mol/kg). This expression is valid from zero salinity to 
saturation [60]. We assume complete salt rejection, such that aw = 1 in 
the distillate. 

As in most previous literature, we model transmembrane heat con-
duction as 

qc = −
km

δ
(
Tf

m − Td
m

)
, (3)  

where δ and km are the membrane thickness and thermal conductivity, 
respectively, and Tf

m and Td
m are the temperatures on the feed and 

Fig. 2. (a) Sketch (not to scale) of a membrane spacer. (b) Photographic image, courtesy of Desalitech, of mineral scaling (brown regions) on a reverse osmosis 
membrane. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 
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distillate membrane surfaces, respectively. Note again that qc is negative 
when heat is conducted from the feed channel into the distillate. Con-
servation of energy for liquid-vapor interfaces with phase change (see 
Leal [98]) requires that on the membrane feed surface, conductive heat 
transport within the liquid phase must equal 

− k
∂Tf

m

∂y

⃒
⃒
⃒
⃒

y=0+
= jvλ −

km

δ
(
Tf

m − Td
m

)
, (4)  

where λ is the latent heat per unit mass, and the “+” superscript signifies 
that the derivative is evaluated from the feed side of the membrane. We 
set λ = (λf

in + λd
in)/2, where λf

in and λd
in are evaluated using the feed and 

distillate conditions, respectively. Similar conditions are applied on the 
distillate surface. Finally, total salt rejection requires the summation of 
advective and conductive salt flux on the feed side of the membrane to 
be zero, 

jvcm

ρ − D
∂c
∂y
|y=0+ = 0, (5)  

where cm is the salt concentration on the feed side of the membrane, and 
D is the effective mass diffusivity. 

Consistent with much MD literature, we approximate the vapor 
permeability B as a constant membrane property, and the ratio km/ δ as 
an effective heat transfer coefficient. Hereinafter, we set these to B =
1.87× 10− 6 kg/m2 s Pa and km/δ = 576.72 W/m2 K. These were 
determined experimentally in Lou et al. [14] for a 0.2 μm pore size 
polypropylene 3 M membrane. 

2.2. Transport in the feed and distillate channels 

The channel flows are governed by the incompressible continuity 
and Navier-Stokes equations for Newtonian fluids, 

∇ ⋅ u = 0, (6)  

ρ
[

∂u
∂t

+(u ⋅∇)u
]

= −∇ p + μ∇2u, (7)  

where u = [u v], p, ρ and μ are the fluid velocity vector, pressure, density, 
and dynamic viscosity, respectively. Within each channel, we neglect 
variations in density with temperature and concentration, because the 
maximum variation of density is typically within 3%. In each channel, 
we set the density to the inlet value. Heat and solute transport in the flow 
channels are governed by the thermal energy and advection-diffusion 
equation, 

ρcp

[
∂T
∂t

+(u ⋅∇)T
]

= k∇2T, (8)  

∂c
∂t

+(u ⋅∇)c=D∇2c, (9)  

where cp is the fluid heat capacity [99]. Appendix A.1 shows that the 
variation of thermo-physical properties with temperature and concen-
tration has only a small impact (approximately 4% or less) for the sys-
tems considered in the current study. We consequently neglect these 
variations, because including them substantially increases the compu-
tational time. In each channel, we set the thermo-physical properties to 
those evaluated at the inlet conditions. 

At the plates (y = ±H) and spacer surfaces, we apply the no-slip, no- 
penetration, and no-flux conditions, 

u= v = ∇c⋅n = ∇T⋅n = 0, (10)  

where n is the normal vector. The boundary conditions approximate the 
spacers as insulated, which is common in prior literature [42,62,80]. 
Conjugate heat transport between the spacers and fluids is left to future 
study, due in part to its formidable numerical challenges. On the 
membrane surfaces, we apply the no-slip condition, u = 0, and the 
following conditions determined from the models discussed in section 
2.1. The feed side conditions are, 

v=
jv

ρf , − k
∂T
∂y

|y=0+ +
km

δ
Tf

m = jvλ +
km

δ
Td

m, vcm − D
∂c
∂y
|y=0+ = 0, (11)  

and the distillate side conditions are, 

v=
jv

ρd, − k
∂T
∂y

|y=0− −
km

δ
Td

m = jvλ −
km

δ
Tf

m. (12) 

At the channel inlets, we apply uniform temperature and concen-
tration, and fully developed laminar velocity profiles with desired mean 
velocity Uin, 

Fig. 3. Sketch (not to scale) of the 2-D DCMD flow channels considered in this study. Each channel has a length L and height H. The membrane is shaded gray. Both 
channels have a cylindrical spacer filament centered at x = L/2 and y = ±yc. NaCl solution enters the feed channel with temperature Tf

in, concentration Cin, and mean 
velocity Uin. Pure water enters the distillate channel with temperature Td

in and mean velocity Uin. 

Table 1 
For the blockage ratios shown in column 1, columns 2 and 3 show our computed 
critical Reynolds numbers Rec and Strouhal numbers Stc for the feed channel of a 
DCMD system with ŷc = 0.5, Tf

in = 80 ∘C, Td
in = 20 ∘C and Cin = 100 g/L. Columns 

4 and 5 show the corresponding predictions of Sahin and Owens [100] for a 
cylinder in a channel with two impermeable walls.   

DCMD system Sahin and Owens 

β  Rec  Stc  Rec  Stc  
0.3 213.0 ± 1.0 1.0429 ± 0.01 209.78 1.0465 
0.5 166.0 ± 1.0 1.0193 ± 0.01 165.00 1.0197 
0.7 106.0 ± 1.0 1.0076 ± 0.01 104.80 1.0204  
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u= 6Uin

[
y
H
−

y2

H2

]

, v = 0, T = Tin, c = Cin. (13) 

For all cases, the feed and distillate channels have identical mean 
inlet velocities, Uin. At the outlets, we apply the convective conditions ∂ 
g/∂t+ Uin(∂g /∂x) = 0, where g = [u,T, c], as detailed in Ref. [91]. 

3. Methodology 

We solve Eqns. (6)–(9) using the numerical methods described and 
validated in Lou et al. [14,91]. Further details and benchmarking are 
provided in appendix A. We set the initial flow fields to the inlet con-
ditions, and integrate in time until the fields reach a steady-state or 
transition to vortex shedding. In the latter case, the simulation is run 
sufficiently long to minimize transient effects from the initial start-up. 

3.1. Measure of critical Reynolds number and Strouhal number 

Transition to vortex shedding depends on the size and location of the 
spacer filaments. For that purpose, we define the blockage ratio β = Dsp/

H and non-dimensional offset ŷc = yc/H. We define the Reynolds 
number Re = UinH/ν, where ν is the kinematic viscosity. The feed and 
distillate channels have different Reynolds numbers, because ν in each 
channel is evaluated using the channel’s inlet temperature and con-
centration. To compute the critical Reynolds numbers Rec for transition 
to vortex shedding, we perform simulations to determine a pair of 
Reynolds numbers Re1 and Re2, for which Re2 − Re1 ≤ 2, and for which 
the flow is steady at Re1 and unsteady at Re2. We then set Rec = (Re1 +

Re2)/2. For cases with vortex shedding, we compute the shedding fre-
quency by measuring u in time at x = 3L/5 and y = H/2 (downstream of 
the feed spacer). We then perform a Fourier transform to extract the 
dominant frequency f, and define the Strouhal number St = fH/ Uin. 

Our code was previously validated without spacers in Ref. [14]. We 
validate our simulation of spacers by comparing with a theoretical 
analysis performed by Sahin and Owens [100] of vortex shedding over a 
cylinder placed on the centerline of a channel with two impermeable 
walls. Table 1 summarizes our computed Rec and Stc for the feed channel 
of a DCMD system with blockage ratios β = 0.3, 0.5, and 0.7. The spacers 
are placed in the middle of the channels (ŷc = 0.5). Columns 2 and 3 
present the results for the DCMD system when we set the operating 
temperatures and concentration to Tf

in = 80 ∘C, Td
in = 20 ∘C, and Cin =

100 g/L, respectively. Columns 4 and 5 show there is excellent agree-
ment with the theoretical predictions of Sahin and Owens [100]. We 
conclude that the membrane-normal velocity component has a negli-
gible effect on transition to vortex shedding for the cases in Table 1. 

3.2. System performance criteria 

We investigate the system-level performance of DCMD systems by 
computing the transmembrane thermal efficiency [101], 

η= qnet
v

qnet
v + qnet

c
=

∫ L
0 jvλdx

∫ L
0 jvλdx +

∫ L
0

km
δ

(
Tf

m − Td
m

)
dx
, (14)  

where qnet
v is the net latent heat flux, and qnet

c is the net conductive heat 
flux. The definition of η quantifies the fraction of total heat transport 
across the membrane that contributes to water evaporation. We 
compute the pressure drop in the feed channel as, 

ΔP
/

L =
Pin − Pout

L
, (15)  

where Pin and Pout are the area-averaged feed pressures at the channel 
inlet and outlet. In the vortex shedding regime, we average ΔP/ L in 
time. We characterize concentration polarization using a concentration 
polarization coefficient, 

CPC(x)=
cm(x)
Cin

, (16)  

which is often used in previous literature [2,30,58,102–104]. Note that 
CPC = 1 denotes no concentration polarization, and CPC≫1 indicates 
strong polarization. We report the maximum CPC, denoted as CPCmax. 
This is motivated by DCMD’s applications to treating high-concentration 
brines. In such applications, it is important to minimize CPCmax to avoid 
mineral scaling. 

4. Results and discussion 

We investigate the effects of spacers on flow regime and polarization 
by performing a parametric study in which we fix the operating tem-
peratures Tf

in = 80 ∘C, Td
in = 20 ∘C, and feed concentration Cin = 100 g/L, 

which are realistic conditions for DCMD. In the following sections, we 
systematically vary Uin, Dsp, and yc to investigate the effects of the 
Reynolds number and spacer geometry. 

4.1. Influence of Reynolds number 

We investigate the effects of the Reynolds number by considering 
spacers on the channel centerline (ŷc = 0.5), blocking 50% 
of the channel (β = 0.5). We then vary the inlet velocity between 
1.06× 10− 2 < Uin < 6.34× 10− 2 m/s. This varies the feed and distillate 
Reynolds numbers between 50 < Ref < 300 and 42 < Red < 126. To 
demonstrate the impact on the flow regime, the left column of Fig. 4 
shows instantaneous streamlines downstream of the feed spacer for 
Ref = 150 (a) and 300 (c), respectively. The axes are non- 
dimensionalized as x/H and y/H. The right column shows the corre-
sponding vorticity fields Ω = ∂v/∂x − ∂u/∂y. Panels (a) and (b) show a 
steady regime with counter-rotating vortices in the cylinder wake. 
Panels (c) and (d) show that for supercritical Reynolds numbers 
(Re > Rec), the flows exhibit two types of unsteady vortical structures. 
First, vortices in the wake are periodically shed from the cylinder and 
advected downstream in the bulk. This generates a procession of stag-
gered vortex structures, akin to the von Kármán vortex street. These 
structures are clearly observable in the vorticity fields. Second, vortical 
structures with closed streamlines periodically form and travel down-
stream along the outer plate and membrane surface. These structures are 
clearly observable in the streamlines. The strength and number of these 
vortices increase with Reynolds number. We refer to the vortices on the 
outer plates as “plate-vortices,” and those on the membrane as “mem-
brane-vortices”. 

Fig. 5 shows our results for a full DCMD system operated at 
Uin = 2.11× 10− 2 m/s, for which Ref = 100 and Red = 42. The 
streamlines in panel (a) show that both the feed and distillate channels 
are steady. The wake is larger in the feed channel, because the feed 
Reynolds number is larger than that in the distillate. Panel (b) shows the 
temperature field. We use different color scales for the feed and distillate 
channels to highlight cooling of the feed and heating of the distillate. 
Focusing on the feed channel, we observe that the fluid temperature 
remains constant, except in a thermal boundary layer adjacent to the 
membrane. The thermal boundary layer thickness grows with down-
stream distance, until it approaches the spacer. Panel (a) shows that the 
upstream cylinder surface decreases the cross-sectional flow area, ac-
celerates the feed, and redirects warm fluid from the channel center 
toward the membrane. This decreases the boundary layer thickness as 
feed flows around the cylinder, after which the boundary layer relaxes 
and continues growing downstream. Similar behavior is observed in the 
distillate channel. Overall, the thermal layers are relatively thick, 
covering nearly 50% of the channel widths at the outlets. 

Fig. 5 (c) shows the concentration field near the membrane, 
0< y/H <0.2. The concentration of the feed channel is constant, except 
in a thin boundary layer on the membrane. This layer is much thinner 
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Fig. 4. Streamlines (left column) and vorticity field (right column) downstream of the feed spacer for Ref = 150 (a and b) and 300 (c and d), when β = 0.5 and ŷc 
= 0.5. 

Fig. 5. Results when Ref = 100. (a) Streamlines. (b) Temperature field. Different color scales are used in the distillate and feed channels. (c) Feed concentration field 
for 0< y/H <0.2. The white arrows in panels (b) and (c) indicate the flow directions. (For interpretation of the references to color in this figure legend, the reader is 
referred to the Web version of this article.) 

Fig. 6. Solid lines show (a) the transmembrane temperature difference ΔTm, (b) the transmembrane vapor flux vm, and (c) the membrane surface concentration cm for 
the simulation shown in Fig. 5. Dashed lines show corresponding results for a simulation without spacers. The transmembrane vapor flux in panel (b) is shown in 
units of both LMH (Lm− 2hr− 1) and m/s. 
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than the thermal layer because the feed Lewis number is Le = α/ D =
42. As observed for the thermal layer, the concentration layer grows 
with downstream distance, except in a region near the upstream half of 
the cylinder, where the cylinder redirects lower-concentration bulk flow 
towards the membrane. Appendix B provides additional quantitative 
results for the boundary layer thicknesses. 

The solid lines in Fig. 6 show the transmembrane temperature dif-
ference ΔTm (a), transmembrane vapor flux vm (b), and membrane sur-
face concentration cm (c) for the simulation shown in Fig. 5 (Ref = 100). 
Note that we define vm =

⃒
⃒jv
⃒
⃒/ρf , i.e. the local transmembrane vapor flux 

is defined using the feed density, and is a positive quantity. The dashed 
lines show corresponding results without spacers. In a region roughly 
two diameters up and downstream from the cylinder center, redirection 
of the bulk flows towards the membrane increases ΔTm. Panel (b) shows 
that this increases the local transmembrane vapor flux. Counterintui-
tively, panel (c) shows that the increase in vm does not produce an in-
crease in cm. Rather, we see a decrease in cm. This is because the reduced 
concentration boundary layer thickness (see appendix B) creates a 
steeper concentration gradient ∂c/∂y that increases solute diffusion 
away from the membrane. Outside the near-cylinder region, the cylinder 
has minimal impact. Overall, the spacers decrease temperature and 
concentration polarization, and produce an average transmembrane 
vapor flux of 43.9 LMH, compared to 39.6 LMH without spacers, an 
increase of 11.3%. Note that the short system length (L = 2 cm) pro-
duces higher average vapor flux values than typically observed in bench- 
scale systems. This is because longer systems have more heat exchange 
between the feed and distillate channels. The increased heat exchange 
decreases the average transmembrane temperature difference ΔTm, and 
consequently the permeate flux [14]. 

Fig. 7 shows snapshots of the instantaneous streamlines (a), vorticity 
field (b), temperature field (c), and concentration field (d) when we 
increase the inlet velocity to Uin = 6.34× 10− 2 m/s, producing Ref =

300 and Red = 126. The feed flow is now strongly supercritical, while the 

distillate flow remains steady. The streamlines show the presence of 3 
membrane-vortices near x/H = 6.5, 8, and 9. Appendix C demonstrates 
the formation and evolution of these vortices. Panel (b) shows that in 
addition to the vorticity generated on the cylinder surface, considerable 
vorticity is generated on the plate and membrane around x/H = 5, 
where the cross-sectional flow area is minimized. Downstream from the 
cylinder, this vorticity separates from the plate and membrane, and in-
teracts with the vortical structures in the bulk. Panel (c) shows that 
unsteady flow in the feed channel strongly mixes the thermal boundary 
layer with the bulk. However, panel (d) shows that the concentration 
layer is not similarly mixed, likely because it is much thinner than the 
thermal layer. 

Closer inspection shows that the membrane-vortices play an impor-
tant role in polarization. This is demonstrated in Fig. 8, which shows 
instantaneous streamlines superimposed on the temperature (panel a) 
and concentration (panels b and c) fields in the vicinity of the 
membrane-vortex nearest the cylinder. Panel (a) suggests that the 
leading edge of the vortex ejects cool fluid from near the membrane into 
the bulk. The concentration plots in panels (b) and (c) suggest that the 
vortex does not similarly eject high concentration fluid. Rather, panel (c) 
shows that the reverse flow beneath the vortex advects salt upstream, 
where it accumulates near the leading edge of the vortex. Indeed, we 
consistently find that solutes tend to accumulate near the leading edge of 
membrane-vortices. 

The solid lines in Fig. 9 show ΔTm (a), cm (b), and vm (c) for the 
simulation in Fig. 7. The dashed lines show corresponding results 
without spacers. Though the bulk flow is strongly unsteady, the results 
for ΔTm, cm, and vm in Fig. 9 are all essentially steady, showing negligible 
variations in time. We offer a physical explanation for this behavior in 
appendix D. Specifically, we perform an order-of-magnitude analysis 
that suggests the dominant mechanisms for heat and salt transport near 
the membrane surface have much longer characteristic time-scales 
compared to the period of vortex shedding. 

Fig. 7. Results when Ref = 300. (a) Streamlines. (b) Vorticity field. (c) Temperature field, using different color scales in the distillate and feed channels. (d) 
Concentration field for 0< y/H <0.2. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 
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Fig. 9(a) shows that the cylinder increases ΔTm, not only near the 
cylinder, but also in the far downstream region. Fig. 9(b) shows that 
though cm is reduced near the cylinder, it increases in the downstream 
region x/H > 6. The increase in cm in the far-downstream region is likely 
due to the increased transmembrane flow vm in that region. We also 
observe localized salt accumulation near x/H = 6.2, where cm reaches a 
local maximum of 153 g/L. This is consistent with our discussion of 
Fig. 8 (b). Though literature often attributes mineral scaling to contact 
points between the spacer and membrane, our results show that spacers 
can create regions of salt accumulation without actually contacting the 
membrane. Moreover, the fluid structures causing salt accumulation are 
the same structures that effectively mix the temperature field. Overall, 
the simulation at Ref = 300 produces an average transmembrane vapor 
flux of 63.0 LMH with spacers, compared to 54.0 LMH without, an in-
crease of 16.5%. 

The solid lines in Fig. 10 show the variation of the average vapor flux 
vave

m (a), thermal efficiency η (b), feed pressure drop ΔP/ L (c), and 
maximum concentration polarization coefficient CPCmax (d) with Ref . 
The dashed lines show corresponding results without spacers. The su-
percritical regime (Ref > Rec) is shaded gray. Panel (a) shows that 
simulations with spacers produce more vapor flux than those without, 
particularly at supercritical Reynolds numbers. At Ref = 300, the system 

with spacers produces around 14% more vapor flux than without. In 
panel (b), the cases with spacers produce only slightly higher η than 
those without (an increase below 1%). This is because although spacers 
increase permeate production and transmembrane latent heat transfer, 
the decrease in temperature polarization also increases transmembrane 
conductive heat transfer. Panel (c) shows that spacers increase vapor 
production and thermal efficiency at the expense of much larger pres-
sure drops. At Ref = 300, the system with a spacer requires 4 times the 
pressure drop in a system without. In panel (d), we find that transition to 
vortex shedding causes a sudden increase in CPCmax. In the steady 
regime, CPCmax of the cases with spacers decreases with increasing Ref , 
and is less than that observed in systems without spacers. This is 
explained by our discussion of Fig. 6(b). However, in the unsteady 
regime, CPCmax of the cases with spacers increases rapidly and shows 
higher values than cases without spacers. At Ref = 300, the maximum 
concentration on the membrane surface is nearly 1.6 times the inlet feed 
value when the spacers are present. 

Overall, Fig. 10 suggests that vortex shedding increases permeate 
production at the expense of increased concentration polarization. This 
trend persists throughout our study. This suggests that when treating 
low-concentration feeds, one can increase the feed flow rate to operate 
in a vortex shedding regime that increases vapor production. However, 

Fig. 8. Instantaneous streamlines superimposed on the temperature (panel a) and concentration (panel b and c) fields in the vicinity of the membrane-vortex nearest 
the cylinder. 

Fig. 9. The solid lines show (a) ΔTm, (b) cm, and (c) vm for simulation in Fig. 7 (Ref = 300), respectively. The dashed lines show corresponding results for a simulation 
without spacers. 
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Fig. 10. Impact of the Reynolds number on system-level performance when β = 0.5 and ŷc = 0.5. The solid lines show the variation of the average vapor flux vave
m (a), 

thermal efficiency η (b), feed pressure drop ΔP/L (c), and maximum concentration polarization coefficient CPCmax (d) with Ref . The dashed lines show corresponding 
results without spacers. The supercritical regime (Ref > Rec) is shaded gray in the plots. 

Fig. 11. Feed and distillate streamlines when β = 0.7, ŷc = 0.5, and Ref = 200 (a), 240 (b), and 300 (c), respectively.  
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when treating high-concentration feeds, it is safer to operate at lower 
feed flow rates that produce steady flow regimes with reduced risk of 
precipitation. Naturally, these results are subject to our consideration of 
idealized 2D spacers. The key conclusion is that, in the unsteady regime, 
the same fluid structure responsible for decreasing temperature polari-
zation can simultaneously increase concentration polarization and 
mineral scaling. 

4.2. Influence of blockage ratio β 

To investigate the blockage ratio, we repeated the analysis demon-
strated in the previous section, but set β = 0.3 and 0.7. The spacers 
remain on the channel centerlines (ŷc = 0.5). Overall, we found that the 
small blockage ratio (β = 0.3) produced qualitatively similar results to 
those observed for β = 0.5, though the impact of small spacers on po-
larization and vapor production is less than that for β = 0.5. For brevity, 
these results are not presented. 

In contrast to our results for β = 0.3, large blockage ratios produce 
markedly different results. Fig. 11(a) shows the feed and distillate 
channel streamlines at Ref = 200 when β = 0.7. The feed flow has 
transitioned to vortex shedding, generating large membrane-vortices 
due to the sudden expansion downstream of the cylinder. Panel (b) 
shows that when Ref is increased to 240, the feed flow transitions to a 
new steady regime characterized by a large plate-vortex and a small 
membrane-vortex. Panel (c) shows that when Ref is further increased to 
300, the asymmetry in the feed channel reverses, such that the 
membrane-vortex is much larger than the plate-vortex. 

The steady asymmetric feed flows observed in Fig. 11(b) and (c) are 
examples of what are called “bi-stable states” in the fluid mechanics 
community [100]. To our knowledge, they have never previously been 
observed in membrane filtration systems. We repeated the simulations 
demonstrated in panels (b) and (c) with random initial conditions, and 
found that either state can be selected, such that the larger vortex ap-
pears on either the membrane or plate. This again shows that the small 
transmembrane velocity does not impact the flow regime from what is 
observed in channels with two impermeable plates. 

Fig. 12(a) shows the temperature field when β = 0.7, ŷc = 0.5, and 
Ref = 300. The large membrane-vortex causes the formation of a large 
region of cool fluid along much of the downstream membrane surface. 
This forms because the closed streamlines in the membrane-vortex only 
allow heat to be exchanged with the outside flow through diffusion 
normal to the streamlines. This diffusion is a slow process compared to 
heat advection within the vortices. Fig. 12(b) shows the downstream 
variation of cm for β = 0.7, ŷc = 0.5 when Ref = 200 (solid lines), 240 
(dashed lines), and 300 (dash-dotted lines). All three supercritical states 

produce localized salt accumulation downstream of the feed spacer. 
The solid lines in Fig. 13 shows the variations of vave

m (a), η (b), ΔP/L 
(c), and CPCmax (d) with Ref when ŷc = 0.5, and β = 0.3 (□), 0.5 (△), 
0.7 (*). The dashed lines show results without spacers. Panels (a) and (b) 
show that vapor production and thermal efficiency improve with 
increasing blockage ratio when the feed Reynolds number is below 
Ref ≤ 240. However, for Ref ≥ 250, the performance of spacers with 
blockage ratio β = 0.7 suddenly drops due to the appearance of the 
steady bi-stable states. Panels (c) and (d) show that the increase in vapor 
production and efficiency with increasing blockage is countered by an 
increase in ΔP/L and CPCmax. At Ref = 300, the pressure gradient for 
β = 0.7 is nearly 550% of that for β = 0.3. Note that CPCmax shows 
significant variations with Ref due to the appearance of the bi-stable 
states. 

Overall, the results in Fig. 13 suggest that when treating low- 
concentration feeds, one can increase vapor production and thermal 
efficiency by increasing the blockage ratio. However, at high blockage 
ratios, one must avoid the bi-stable steady states. When treating feeds for 
which mineral scaling is a risk, small blockage ratios may be preferred, 
because they delay transition to vortex shedding, such that there is a 
greater operating region with steady flow and decreased concentration 
polarization. When interpreting these results, it is worth noting that for 
typical diamond spacers used in industry and many lab settings, the 
spacer diameter varies widely along the filament length, and approaches 
100% blockage at nodes where two filaments meet in a weld [25]. 

4.3. Influence of spacer offset ŷc 

To investigate the spacer offset, we consider ŷc = 0.3 and 0.7, while 
maintaining the blockage ratio β = 0.5. Fig. 14(a) shows streamlines for 
ŷc = 0.3 when Ref = 800. Placing the spacers near the membrane 
surface substantially delays transition to vortex shedding, such that both 
channel flows are steady, despite the large Reynolds numbers. Both 
channels have large membrane-vortices that cover the full membrane 
surfaces downstream from the spacers. In the feed channel, there is an 
additional vortex pair between the cylinder and the downstream mem-
brane vortex. Note that there is a small gap between the cylinders and 
the membrane surfaces. Flow through this gap likely plays a role in the 
formation of the vortex pair in the feed channel, and may explain why 
the membrane-vortex in the distillate channel is displaced downstream 
from the cylinder surface. The zoom-in view upstream of the feed cyl-
inder (indicated in the red box) shows that a small vortical structure 
forms on the membrane near x/H = 4.5. The structure appears because 
there is a region of diverging streamlines upstream of the cylinder, be-
tween the membrane surface and the streamline that terminates on the 

Fig. 12. (a) Temperature field when β = 0.7, ŷc = 0.5, and Ref = 300. (b) Downstream variation of cm for β = 0.7, ŷc = 0.5 when Ref = 200 (solid), 240 (dashed), and 
300 (dash-dotted). 
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upstream edge of the cylinder. Fig. 14(b) shows streamlines when the 
feed Reynolds number is increased to Ref = 900. (Additional simula-
tions estimate the critical Reynolds number Rec = 895.) The feed flow is 
unsteady, with large vortical structures traveling along the membrane 
and outer plate. The membrane-vortices are generated immediately 
behind the cylinder, while the plate-vortices appear further down-
stream, near x/H = 7. 

Fig. 15 shows corresponding temperature and concentration fields 
when Ref = 800 (a and b), and 900 (c and d). Panel (a) shows that the 
steady membrane-vortices significantly exacerbate temperature polari-
zation, forming a large region of recirculating cool fluid in the down-
stream feed channel, and a similar region of recirculating warm fluid in 
the distillate channel. Panel (b) shows that regions of salt accumulation 
form not only downstream of the cylinder, but also at the upstream 

Fig. 13. The solid lines show the variations of (a) vave
m , (b) η, (c) ΔP/L, and (d) CPCmax with Ref when ŷc = 0.5, and β = 0.3 (□), 0.5 (△), and 0.7 (*). The dashed lines 

show the results for simulations without spacers. 

Fig. 14. Streamlines for ŷc = 0.3 when Ref = 800 (a) and 900 (b), respectively. The zoom-in view in panel (a) shows the reverse flow upstream of the feed cylinder.  
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location x/H = 4.5 due to the vortical structure shown in Fig. 14(a). 
Fig. 15(c) shows that the appearance of large energetic membrane- 
vortices strongly mix the thermal boundary layer. However, panel (d) 
shows that these membrane-vortices also generate several downstream 
regions of salt accumulation. Overall, the results in Fig. 15 and earlier in 
Fig. 12, show that stationary membrane-vortices exacerbate both tem-
perature and concentration polarization. Only translating membrane- 
vortices reduce temperature polarization, albeit at the expense of con-
centration polarization. 

Fig. 16 shows the streamlines (a), temperature field (b), and 

concentration field (c) when the cylinders are near the outer plates 
(ŷc = 0.7) and Ref = 800. Panel (a) shows that the streamlines are 
essentially the mirror image of those for yc = 0.3 in Fig. 14(a). The feed 
and distillate flows accelerate between the spacers and the membrane, 
thereby decreasing temperature and concentration polarization, such 
that the spacers have a net beneficial effect. Fig. 17 shows corresponding 
results when Ref = 900. The acceleration of the feed and distillate flows 
between the spacers and membrane once again reduces polarization 
phenomena in a region downstream of the cylinders. However, the 
appearance of membrane-vortices further downstream, near x/H = 7, 

Fig. 15. Temperature and concentration fields for ŷc = 0.3 when Ref = 800 (a and b), and 900 (c and d), respectively. Note that the concentration field is shown for 
0< y/H <0.6. 

Fig. 16. Streamlines (a), temperature field (b), and concentration field (c) when ŷc = 0.7 and Ref = 800. Note that the concentration field is shown for 0< y/
H <0.15. 
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mixes the temperature layer and causes salt accumulation near x/ H =

9. Additional results for ΔTm, cm, and vm are presented in appendix E. 
The solid lines in Fig. 18 shows the variations of (a) vave

m , (b) η, (c) ΔP/
L, and (d) CPCmax with Ref for ŷc = 0.3 (□) and 0.7 (△). The dashed 
lines show corresponding results without spacers. Panel (a) shows that 
spacers placed near the outer plates (ŷc = 0.7) always produce more vave

m 
than systems without spacers. In contrast, spacers near the membrane 

(ŷc = 0.3) always produce less, particularly in the steady regime. Panel 
(b) shows that η increases substantially for ŷc = 0.3 and 0.7 after tran-
sition to vortex shedding (Ref ≤ 900) due to the sudden increase in vave

m . 
Panel (c) shows that ŷc = 0.3 and 0.7 essentially produce the same 
pressure drop at different Ref due to their symmetry along the channel 
centerlines. Panel (d) shows that ̂yc = 0.7 decreases CPCmax in the steady 
regime. However, transition to vortex shedding causes a sudden increase 

Fig. 17. Streamlines (a), temperature field (b), and concentration field (c) when ŷc = 0.7 and Ref = 900. Note that the concentration field is shown for 0< y/
H <0.15. 

Fig. 18. The solid lines show the variations of (a) vave
m , (b) η, (c) ΔP/L, and (d) CPCmax with Ref for ŷc = 0.3 (□) and 0.7 (△). The dashed lines show corresponding 

results without spacers. 
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in CPCmax, exceeding that observed without spacers. Finally, we observe 
that ŷc = 0.3 always increases CPCmax in comparison to that without 
spacers. 

When interpreting the results of spacers placed near an outer feed 
plate, it is worth noting that future industrial DCMD systems might 
replace the feed plate with a second membrane. In that case, a spacer 
filament placed near one of the membrane surfaces will increase con-
centration polarization on that membrane, while decreasing concen-
tration polarization on the opposite membrane. Furthermore, for the 
diamond spacers used in industry, the displacement ŷc of a filament 
varies along the membrane surface. For the scope of this exploratory 2D 
study, we do not consider the impact of a second membrane. However, 
the results of our parametric study show that the presence of a mem-
brane has a negligible impact on the flow regime, as shown in Table 1, 
and is unlikely to produce significant new physical insights from those 
observed here with a single membrane. 

4.4. Influence of multiple spacers 

A detailed parametric study of multiple cylinders in the feed and 
distillate channels is beyond our scope. We nevertheless consider two 
select cases to determine whether our observations for single spacer 
filaments will likely extend to systems with multiple filaments. For that 
purpose, we place three equispaced cylinders in both channels at x/ H =

2.5, 5, and 7.5, thereby maintaining a distance of 2.5 diameters between 
each cylinder. All spacers have a blockage ratio of β = 0.5, and we fix 
the flow rates such that Ref = 300. 

Fig. 19(a) shows streamlines when all spacers are placed on the 
centerlines (ŷc=0.5). In the feed channel, the downstream propagation 
of shedding vortices is interrupted by the downstream cylinders. Panel 
(b) shows that in the feed channel, the cool fluid ejected by membrane- 
vortices further couples with the downstream spacers, producing 
stronger mixing with the bulk. Panel (c) shows three major regions of 
salt accumulation near x/H = 4, 6, and 8.5 due to the leading 
membrane-vortex behind each spacer. Fig. 20 shows corresponding 
downstream variation of ΔTm (a), cm (b), and vm (c). As predicted by our 
analysis of single spacer filaments, ΔTm and vm increase near the cyl-
inders, but at the expense of salt accumulation near x/ H = 3.8, 6, and 
7.8. 

To investigate staggered cylinders, we first consider Fig. 21(a) 

showing streamlines in a system with a single cylinder placed in each 
channel at L/H = 5 and ŷc = 0.3. We then consider Fig. 21(b) showing 
streamlines when additional cylinders are placed near the outer plates 
(ŷc = 0.7) at L/H = 2.5 and 7.5. The additional spacers redirect the flow 
such that the central spacers have a much larger upstream membrane- 
vortex and much smaller downstream-vortex. Fig. 21(c) and (d) conse-
quently show strong temperature and concentration polarization both 
upstream and downstream of the central spacer. Fig. 22 shows the 
downstream variation of ΔTm (a), cm (b), and vm (c) for the cases in 
Fig. 21(a) and (b). Panels (a) and (c) show that due to the smaller 
downstream membrane-vortices, the staggered arrangement shows 
increased ΔTm and vm compared to the single spacer case. Panel (b) 
shows that the upstream local salt accumulation for the staggered case 
occur at x/H = 4 due to a larger upstream membrane-vortex. 

Overall, our brief consideration of multiple spacers suggests that the 
fundamental mechanisms we observed for single filaments help explain 
what occurs in systems with multiple spacers. We do not perform a more 
detailed parametric study of multiple spacer arrangements, because it is 
our philosophy that 3D effects are also required for such analysis. 

5. Conclusions 

The impact of 2D spacers on polarization can be physically explained 
by examining the variety of vortical structures generated in steady and 
unsteady flow regimes. The impact of these structures on polarization 
depends on whether the structures occur in the bulk, on the membrane 
surface, or on the outer plate, and whether they are steady (as in 
subcritical regimes, Re < Rec) or translate downstream (as in super-
critical regimes, Re > Rec). In steady regimes, vortical structures 
decrease both temperature and concentration polarization when the 
structures occur in the bulk or on the outer plates. In those cases, the 
structures accelerate and redirect bulk fluid towards the membrane 
surface. Steady vortical structures can be generated in the bulk by 
placing filaments on the channel centerline (ŷc = 0.5). In that case, the 
reduction of temperature and concentration polarization increases with 
the blockage ratio β, but at the expense of increasing pumping costs. 
Increasing the blockage ratio also decreases the critical Reynolds num-
ber Rec. This limits the range of flow rates for which one can decrease 
both temperature and concentration polarization. Vortical structures 
can be generated on the outer plate by placing the spacer filament near 
the plate. In that case, the vortical structures grow with Reynolds 

Fig. 19. Results when each channel has three spacers on the centerline. (a) Streamlines. (b) Temperature field. Different color scales are used in the distillate and feed 
channels. (c) Feed concentration field for 0< y/H <0.2. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of 
this article.) 
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number, and the critical Reynolds number is Rec ∼ 900, providing a 
wider range of flow rates for which one can leverage the decrease in 
polarization. 

In contrast to steady vortical structures in the bulk or on the outer 
plate, steady vortical structures on the membrane surface increase both 

temperature and concentration polarization. This occurs when spacer 
filaments are placed near the membrane surface. Temperature polari-
zation increases because the closed streamlines of the structures inhibit 
heat transfer with the bulk. Concentration polarization increases 
because the structures advect solutes upstream, where they accumulate 

Fig. 20. Downstream variation of ΔTm (a), cm (b), and vm (c) when all spacers are placed on the centerline.  

Fig. 21. (a) Streamlines for single spacers near the membrane (ŷc = 0.3). Streamlines (b), temperature field (c), and concentration field (d) for three spacers placed at 
ŷc = 0.7, 0.3, and 0.7, respectively. 
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at the leading edge of the vortex. 
Throughout our study, we found that the small transmembrane ve-

locity component had a negligible impact on the critical Reynolds 
numbers for transition to vortex shedding, compared to what is observed 
when the membrane is replaced with an impermeable wall. Transition to 
vortex shedding generates an unsteady procession of staggered vortices 
in the bulk as well as vortical structures that travel downstream along 
the membrane surface. The translating membrane-vortices mix the 
thermal layers and decrease temperature polarization, but do not simi-
larly mix the concentration layers. Rather, they form regions of salt 
accumulation at the vortex leading edge. We hypothesize that this 
behavior is due to the fact that the concentration layers are very thin 
compared to the thermal layers. This in turn is due to the low mass 
diffusivity of the salts. Vortex shedding consequently tends to decrease 
temperature polarization at the expense of increasing concentration 
polarization. 

We also note that for large blockage ratios (β = 0.7), the vortex 
shedding regime can be followed by a transition to a bi-stable steady 
state with large membrane-vortices. These bi-stable states should be 
avoided because they increase both temperature and concentration 
polarization. 

Overall, our results show that optimal operating conditions and 
spacer designs depend on the feed conditions. When treating low- 
concentration feeds, vortex shedding is preferable because it increases 
vapor production. In that case one should design spacers to minimize the 
critical Reynolds number Rec. Conversely, when treating high- 
concentration feeds with risk of mineral scaling, it may be safer to 
operate in a steady regime without membrane-vortices. Ongoing work 
now focuses on simulating 3D spacers. In that regard, we note that hy-
drodynamic instabilities are sensitive to whether a simulation is 2D or 
3D. We consequently expect that the critical Reynolds numbers and flow 
regimes may change from those reported here. We nevertheless expect 
3D spacers to generate vortical structures that are able to mix the thick 
thermal boundary layers at the expense of concentrating solutes within 

the thin concentration boundary layers. The results of the current study 
are also the topic of an ongoing experimental study. The experiments use 
a plate-and-frame DCMD system in which single spacer filaments are 
suspended across the side-walls of the feed and distillate channels to 
recreate the flow conditions studied here. 
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Appendix 

A. Numerical method 

In all simulations, the cells in the y-direction are concentrated near the membrane and outer plate using Gauss-Lobatto points in both channels, 

yi = − ( H / 2)cos
(
πi
/

Ny
)
, i= 0, 1,…,Ny, (17)  

where Ny is the number of cells in the y-direction. For the simulations with multiple spacers in section 4.4, the cells are equispaced cells in the x- 
direction. For all other simulations, we refine the grid near the cylinder by decomposing the x-direction into three sections, as demonstrated in Fig. 23. 
A core section of length L1 = H is centered about the cylinder, and has N1 equispaced cells. The inlet section has a length L2 and N2 equispaced cells. 
The outlet section has a length L3 and N3 equispaced cells.

Fig. 23. Sketch that demonstrates mesh grids for simulated DCMD system for Nx = 120, Ny = 40. We typically concentrate grid points near the membrane, outer 
plate, and spacers to capture the rapid variations in boundary layers.  

A.1. Code benchmarking 
Using standard practice in CFD, we verify the temporal and spatial accuracies of our discretization with respect to the following analytical solution, 

ce = sin(x)y2cos(ωt), pf
e = pd

e = sin(x)sin(y)cos(ωt),
Tf

e = 3
/

πcos(x)y2cos(ωt), Td
e = 1

/
πcos(x)y2cos(ωt),

uf
e = − sin(x)cos(πy/2)cos(ωt), ud

e = sin(x)cos(πy/2)cos(ωt),
vf

e = 2/πcos(x)sin(πy/2)cos(ωt), vd
e = − 2/πcos(x)sin(πy/2)cos(ωt)

(18)  

which satisfies the governing equations with the addition of appropriate forcing terms. The numerical solvers were tested with the feed and distillate 
channels coupled, subject to general Robin boundary conditions of the form 

agn+1 + b∇gn+1⋅s = q, (19)  

where g = [u,T,c], is the velocity, temperature, or concentration field, a and b are constant coefficients, s is the normal to the boundary, and q is the 
appropriate boundary source terms determined from the solution (18).

Fig. 24. (a) Variation of spatial error EN for temperature (T), u component (u) and pressure (p) as function of grid number N. (b) Variation of temporal error Et for 
temperature (T), u component (u) and pressure (p) as function of time size dt. 

To test the spatial accuracy of the method, we set L = 4, H = 2, Dsp = 1, yc = 2, Nx = Ny = N, ω = 0, g0 = 0 and integrate in time using N finite 
volumes in each direction (N2 in total) until steady state, after which we evaluate the spatial error as EN =

⃒
⃒
⃒
⃒g − ge

⃒
⃒|∞. Fig. 24(a) demonstrates second- 

order spatial accuracy. To test temporal accuracy, we set L = 3, H = 2, Nx = 120, Ny = 80, ω = π, and g0 = g0
e . The fields are integrated from t = 0 to 1 s 

for 0.01 ≤ dt ≤ 0.1. Fig. 24(b) confirms second-order temporal accuracy. 
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Fig. 25. Transmembrane vapor flux vm for Nx = 160, Ny = 80, β = 0.5, ŷc = 0.5, and Ref = 100 when thermo-physical variations are included (solid line) and 
neglected (dashed line). 

In our previous work [14], we include the variations of all thermo-physical properties, except density, with temperature and salt concentration, 
μ(T, c), cp(T, c), λ(T), k(T, c) and D(T). For the short systems included in the current study, we found these variations had only a small quantitative 
effect, on the order of 1%. This is demonstrated in Fig. 25, comparing vm for Nx = 160, Ny = 80, β = 0.5, ŷc = 0.5, and Ref = 100 when 
thermo-physical variations are included (solid line) and neglected (dashed line). Note here we set B = 1× 10− 6 kg/m2 s Pa, so vm is smaller than that 
shown in Fig. 6. 

A.2. Grid independence study

Fig. 26. (a) The solid line shows the variation of relative error of v component ENx with Nx at Ref = 100 and Red = 42. (b) The solid line shows the variation of 
relative error of v component on the membrane EbNx with Nx at Ref = 300 and Red = 126. 

We performed numerous grid independence studies to ensure the spatial accuracy of our results. Fig. 26(a) shows the results of one such study, 
performed for Uin = 0.021 m/s, β = 0.5, ̂yc = 0.5. This produces a steady case characterized by Ref = 100 and Red = 42. To explore the effects of grid 
resolution, we first fix the ratio of grid resolution in the x and y directions as Nx/Ny = 3 : 1. We then vary Nx between 90 ≤ Nx ≤ 750. We evaluate the 
relative error as 

ENx =
||gNx − g750||

||g750||
, (20)  

where gNx = [uNx ,TNx , cNx ] is the solution evaluated at grid number Nx, and g750 is the solution at Nx = 750. Fig. 26(a) shows the resulting variation of 
the error in the plate-normal velocity field v. Fig. 26(a) shows the error is below 1% when Nx = 600. Fig. 26(b) shows corresponding results for a case 
where Ref = 300 and Red = 126. In this case, the feed flow is unsteady. We consequently measure error using flow fields on the membrane surface, 
where v, T, and c are all quasi-steady. Fig. 26(b) shows the error is around 2% when Nx = 600. For unsteady cases, we ensured temporal accuracy by 
ensuring the time step was at least one hundred times smaller than the period of vortex shedding. 

B. Thermal and concentration boundary layer thickness 

To measure the thermal boundary layer thickness in the feed channel, we define the non-dimensional temperature T̂ and coordinates x̂ and ŷ as 

T̂ (x, y)=
T(x, y) − Tf

m(x)
Tf

in − Tf
m(x)

, x̂ =
x
H
, ŷ =

y
H
. (21)  

T̂ is defined such that it varies from zero on the membrane surface (ŷ = 0) to unity when T = Tf
in. We then define the non-dimensional thermal 

boundary layer thickness δ̂T(x̂) as the location where 

T̂ |
ŷ=̂δT (̂x)

= 0.95. (22) 

We similarly define the non-dimensional concentration 

ĉ =
c − Cin

cm(x) − Cin
. (23) 

We then define δ̂c(x̂) as the location where 

ĉ|
ŷ=̂δc (̂x)

= 0.05. (24) 
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Fig. 27. The solid lines show the downstream variation of (a) δ̂T , (b) δ̂c, and (c) the feed membrane surface shear stress τm = μ∂u/∂y. The dashed lines show 
corresponding results without spacers. 

Fig. 27 shows the downstream variation of ̂δT (panel a) and δ̂c (panel b) measured in the feed channel for the simulation shown in Fig. 5 (β = 0.5, 
ŷc = 0.5, and Ref = 100). The solid line in panel (c) shows the downstream variation of the shear stress on the feed side of the membrane τm = μ∂u/ ∂y. 
In all panels of Fig. 27, the dashed lines show corresponding results when the simulation is run without spacers. Consistent with our discussion of 
Fig. 5, the boundary layer thicknesses decrease from those observed without spacers. We also see a sharp increase in the membrane shear stress. 
However, the influence of the spacer is limited to a region extending roughly two cylinder diameters up and downstream from the cylinder center. 

C. Evolution of the membrane-vortices for ŷc = 0.5 and β = 0.5

Fig. 28. Instantaneous streamlines downstream of the feed spacer for ŷc = 0.5 and β = 0.5 when Ref = 300 and Red = 126. Panel (a), (b), (c), and (d) show results at 
t = 0, T/4, T/2, and 3T/4, respectively, where T is the period for vortex shedding. 
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Fig. 28 shows sequential snapshots of the streamlines in the downstream feed channel for ŷc = 0.5 and β = 0.5 when Ref = 300 and Red = 126. 
Membrane-vortices periodically form at multiple downstream locations, initially growing as they travel downstream, before dissipating. The first 
vortex forms near x/H = 6.1, and dissipates near x/H = 6.7. Our inspection of the pressure field suggests that the leading membrane-vortex forms due 
to an adverse pressure gradient, ∂p/∂x > 0, in the downstream region of the feed spacer. This adverse gradient occurs due to the rapid expansion of 
cross-sectional flow area over the rear surface of the spacer. Additional adverse gradients occur along the downstream membrane surface due to 
interactions between the membrane and vortical structures in the bulk flow. 

D. Order-of-magnitude analysis for near-membrane solute advection 

As mentioned in section 4.1, we observed that the concentration on the membrane surface remains essentially steady for cases of vortex shedding. 
To understand this result physically, we consider the advection-diffusion equation (9) at the feed surface of the membrane 

∂cm

∂t
+ um

∂cm

∂x
+ vm

∂cm

∂y
= D

∂2cm

∂x2 + D
∂2cm

∂y2 , (25)  

where the subscript m stresses that we are considering the equation on the membrane surface. This equation can be simplified by setting um = 0 and 
neglecting ∂c2

m/∂x2, which our simulations showed to be two orders-of-magnitude smaller than ∂c2
m/∂y2. This produces, 

∂cm

∂t
+ vm

∂cm

∂y
= D

∂2cm

∂y2 . (26) 

To estimate the order-of-magnitudes of the three terms in Eqn. (26), we scale derivatives of c with y as 

∂cm

∂y
∼

ΔC
δc

,
∂2cm

∂y2 ∼
ΔC
δ2

c

, (27)  

where ΔC = Cm − Cin, Cm is the average concentration on the membrane surface, and δc is the average thickness of the concentration boundary layer. 
We scale the derivative ∂cm/∂t as 

∂cm

∂t
∼

ΔC
τm

, (28)  

where τm is some characteristic time scale (to be determined) of temporal variation of c at the membrane surface. Finally, we scale vm as vm ∼ Vm, 
where Vm is the average velocity v at the membrane feed surface. 

With these dimensional scales, we scale Eqn. (26) as, 

ΔC
τm

∼
VmΔC

δc
+

DΔC
δ2

c

. (29) 

By multiplying Eqn. (29) with H/(UinΔC), we obtain the Strouhal number Stm for cm as, 

Stm =
H

Uinτm
∼

Vm

Uin

H
δc

+
1

Pe

⎛

⎝H
δc

⎞

⎠

2

, Pe =
UinH

D
, (30)  

where Pe is the Peclet number. The typical Peclet number in our simulations is Pe ≈ 30000. We estimate Vm/Uin ≈ 5 × 10− 4 and H/ δc ≈ 10 from 
Figs. 6(c) and Fig. 27(b), respectively. Consequently, we estimate Stm ∼ 1× 10− 2. From Table 1, we see that the Strouhal number for vortex shedding, 
St, is typically on the order of 1. From the definition of Strouhal number, the characteristic time scale τm is estimated as, 

τm =
St

Stm
τb ∼ 100τb, (31)  

where τb is the period for vortex shedding in the bulk flow. Finally, we conclude that because the bulk flow characteristic time length τb is much 
smaller than the membrane characteristic time length τm, cm is not able to reflect the strong unsteadiness of the bulk flow, showing negligible variation 
in time. Similar analysis can be done for the membrane surface temperature. 

E. Downstream variation of ΔTm, cm, and vm for ŷc = 0.3 and 0.7 
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Fig. 29. Downstream variation of ΔTm (a), cm (b), and vm (c) for ŷc = 0.3 when Ref = 800 (solid), 900 (dashed).  

Fig. 29 shows the downstream variation of ΔTm, cm, and vm for ̂yc = 0.3 when Ref = 800 (solid) and 900 (dashed). Panel (a) shows that when Ref =

900, membrane-vortices dramatically increase ΔTm for x/H > 6. Panel (b) shows that membrane-vortices also produce multiple downstream regions 
of salt accumulation. Panel (c) shows that at Ref = 900, vm significantly increases for x/H > 6 due to increased ΔTm.

Fig. 30. Downstream variation of ΔTm (a), cm (b), and vm (c) for ŷc = 0.7 when Ref = 800 (solid) and 900 (dashed).  

Fig. 30 shows the downstream variation of ΔTm (a), cm (b), and vm (c) for ŷc = 0.7 when Ref = 800 (solid) and 900 (dashed). We find that spacers 
placed near the outer plates decrease both temperature and concentration polarization in the steady regime. With the transition to vortex shedding, 
vapor production is further increased, but at the expense of increasing concentration polarization. 
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