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Lattice-Boltzmann-based large-eddy simulation of high-rise building
aerodynamics with inlet turbulence reconstruction
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A Lattice-Boltzmann-based Large-Eddy Simulation approach for wind load prediction on
proposed and validated. An extension of the original incompressible Synthetic Eddy Meth
turbulence is proposed within the Lattice-Boltzmann framework, including a low-noise f
Extensive successful comparisons with experimental data are carried out, for both quan
building surface and in its wake. A detailed sensitivity analysis of the results with respe
reconstruction, boundary conditions at the building surface and grid resolution is also provi
set of comparisons with experimental data is presented, including mean and rms values,

values of pressure at the building surface.
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1. Introduction

Computational Fluid Dynamics is a t
field of Civil Engineering (Blocken, 201
2008; Dagnew and Bitsuamalak, 2013;
main applications, one must notice th

buildings. At present time, the prediction of the
aerodynamic field and related forces exerted o
rowing importance in the
ura, 2008; Tamura et al.,
l et al., 2019). Among the
iction of wind loads on
mean (i.e. time averaged)
n a building is most often

here between data defined at the surface of the building (pressure,
aerodynamic forces and their moments …) and the measurements done
in the wake of the building. A first observation is that validation of
building-surface-defined quantities (e.g. pressure, aerodynamic forces)
and wake flow are almost never done at the same time. A second
observation is that both the level and completeness of validation differ a
lot depending on the authors. A striking fact is that joined building-
defined/wake validation are very rare. Most papers are restricted to
performed using the Reynolds-Averaged Numerical Simulation
approach. But high-fidelity three-dimensional unsteady approaches like
Large-Eddy Simulation (Sagaut, 2005; Garnier et al., 2009) has been

the third level of validation defined in Sagaut and Deck (2009).
Since the pioneering works performed in the 1970s and early 1980s

(Castro and Robins, 1977; Corke and Nagib, 1979; Hillier and Cherry,

shown to have several advantages (Blocken, 2015; Blocken et al., 2016).
First, it provides very useful informations about flow and wind load
unsteadiness: peak values, dominant frequencies, space-time correla-
tions, which are all of great importance to evaluate the dynamic response
of a structure to an unsteady forcing. It is worth noting that LES has also
been reported to be more accurate than RANS in predicting
time-averaged mean values of aerodynamic forces in some cases as
shown in Rodi et al. (1997).

Large-eddy simulation has been used to study building aerodynamics
by many research groups during the last decades. Some illustrative ex-
amples of application of LES to high-rise buildings, which is the scope of
the present article, are displayed in Table 1, which summarizes the inflow
generation technique and the quantities used for validation of the results
(i.e. the comparison with experimental data). The distinction is made
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1981; Taniguchi et al., 1981; Sakamoto and Arie, 1982; Castro and
Dianat, 1983; Bearman and Morel, 1983; Sakamoto, 1985; Sakamoto and
Arie, 1983), it is known that aerodynamic forces experienced by an
immersed body in a turbulent flow are very sensitive to details of the
upstream turbulence, since it depends theoretically on 8
non-dimensional parameters (Martinuzzi and Tropea, 1993) involving
features of the upstream flow, among which turbulence intensity, tur-
bulence integral scale and turbulence anisotropy (Blackburn and Mel-
bourne, 1996; Saathoff and Melbourne, 1997; Lim et al., 2007; Hearst
et al., 2016; Lim et al., 2009). These works follow the earlier seminal
works performed in the 1960s dealing with the theory of vortex shedding
mechanics in the wake of bluff bodies and the influence of upstream
turbulence, see (Gerrard, 1966; Sumer and Fredsoe, 2006). Therefore, a
specific attention must be paid to the capability of synthetic turbulence
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Table 1
Large-Eddy Simulations of wind load prediction on high-rise building. Inflow:
method for reconstruction of turbulent fluctuations on the inlet plane (RFG:
family of Random Fourier mode Generator; SEM: family of Synthetic Eddy
Method; PS: family of Precursor Simulation methods; RM: family of Recycling/
extraction/rescaling methods; VM: family of Vortex Method). Validation: quan-
tities on which comparisons with reference data are displayed. Validation is
related to quantities on which comparisons with reference data are displayed.
Building: at the building surface (prime superscript is related to rms quantities, S
is related to sprectrum, Cp,corr denotes two-point spatial correlation of surface
pressure); Wake: in the fluid domain in the wake of the building (U, V,W and TKE
refer to mean velocity components and turbulent kinetic energy, respectively).

Ref. Inflow Validation

Building Wake

Huang et al. (2010) RFG C
0
D;C

0
L;C

0
M ;SFx ðωÞ;SFy ðωÞ;SMðωÞ

Aboshosha et al. (2015);
Elshaer et al. (2016)

RFG Cp;C
0
p;SFx ðωÞ;SFy ðωÞ;SMðωÞ

Daniels et al. (2013) RFG Cp, Cp
0

Guichard (2019a) RFG Cp;SppðωÞ
Alminhana et al. (2018) SEM CD, Cp

Pavlidis et al. (2010) SEM U;W ;

u0 w0

Dagnew and
Bitsuamalak (2014)

SEM Cp;C
0
p ;CD ;CL;CM ,

RFG CD
0, CL

0, CM
0 ,

PS SFx ðωÞ;SFy ðωÞ;SMðωÞ
Yan and Li (2015) RFG Cp, C0

p, CD, CL, C0
D, C0

L,
VM SFx ðωÞ;SFy ðωÞ;SMðωÞ
RM
PS

Gousseau et al. (2013) VM U, V, W,
TKE

Nozu et al. (2015) PS Cp;C
0
p;CD ;CL;C

0
D ;C

0
L;SFx ðωÞ

Guichard (2019b) PS Cp;C
0
p;CD;CL;CMx ;CMy ;CMz , C

0
D;C

0
L;

C
0
Mx

;C
0
My

;C
0
Mz

Yan and Li (2017) RM Cp;C
0
p ;CD ;C

0
D;C

0
L,

SFx ðωÞ;SFy ðωÞ
Ricci et al. (2018) RFG Cp,corr, Cp, C0

p, CD, CL, C0
D, C0

L

Wang and Chen (2020) RFG Cp;C
0
p;CD;CL;CMx ;CMy ;CMz , C

0
D ;C

0
L;

C
0
Mx

;C
0
My

;C
0
Mz

SFx ðωÞ;SFy ðωÞ;
SMðωÞ

Fig. 2. Visualisation of the different subdomains used in this work with the grid
generated in the case of the flow around the building for the fine grid case.

Table 2
Main parameters of numerical setups.

Free flow Tower (coarse grid) Tower (fine grid)

Refinement levels 3 6 7
Δxcmax* ½ � � 0.5 0.5 0.5
Δxcmin* ½ � � 1.25 � 10�1 1.56 � 10�2 7.81 � 10�3

Δt [s] 1.20 � 10�4 1.50 � 10�5 7.52 � 10�6

Grid points 2, 964, 861 5, 826, 277 14, 323, 803
Flow grid points 2, 964, 861 5, 772, 275 14, 269, 801

Table 3
SEM parameters considered in order to assess the inlet flow. Uc ¼ 8.8 m/s.

N L K

50 0.25 200
150 0.25 10, 20, 50, 100, 200
150 0.75 1,5,10
models to reproduce these key features of the physical incoming turbu-
lence and to lead to a reliable prediction of aerodynamic field and loads
(Lim et al., 2009; Haque et al., 2014; Luo et al., 2018; Tamura, 2008). It is
worth noting that the turbulent inlet issue is also important in RANS
simulations (An et al., 2013; Longo et al., 2017).

Since LES is a genuinely unsteady simulation technique, adequate
boundary conditions must be derived that will provide the simulation
with the required amount of physical informations. The case of turbulent
Fig. 1. Left: computational domain geometry; right: experimental taps location on the building model. The bottom-right figure shows how the taps are located and
named around the tower’s perimeter, considering a plane parallel to the floor. The same nomenclature is kept for the numerical data.

2



Fig. 3. Mean velocity profile, comparing different inlet conditions.

Fig. 4. Effect of N on the turbulence intensities at the building location (x, y) ¼
(0, 0).

Table 4
List of the simulations discussed and their main boundary conditions.

Code Turbulence
inlet

Wall BC Investigated effect

L K other

c_20_200_slip 0.25 200 x slip L and K
c_75_10_slip 0.75 10 x slip L and K
c_0_0_slip x x x slip no SEM
f_75_10_slip 0.75 10 x slip Mesh refinement
c_75_1_slip 0.75 1 x slip K
c_75_5_slip 0.75 5 x slip K
c_75_10_D_slip 0.75 10 D. d. slip Dirichlet density/

BC at wall
c_75_10_D_noslip 0.75 10 D. d. no-slip BC at wall
c_75_10_D_model 0.75 10 D. d. Wall

model
BC at wall

D.d.: Dirichlet density
(at inlet)

D.d.: Dirichlet density (at inlet)
inflow conditions is known to be an open challenging issue. The key
problem is that realistic enough fluctuations must be prescribed at the
inlet plane to mimic the incoming physical turbulence. Several ap-
proaches for that purpose have been proposed (Sagaut, 2005; Vasaturo
et al., 2018; Lamberti et al., 2018; Dhamankar et al., 2018; Luo et al.,
2018; Wu, 2016), amongwhich i) the use of precursor simulations, ii) the
use of a recycling technique, iii) the use of adaptive forcing terms and iv)
the generation of a synthetic fluctuating field. These approaches have
been observed to yield satisfactory results in simple configurations, but
the most versatile and general one is the last one. Accordingly, the
reconstruction of synthetic turbulence is the method selected in the
present work, using a Synthetic Eddy Method (Jarrin et al., 2006; Pami�es
et al., 2009) in practice.
3

The scope of the present paper is twofold. First, the capability of
Lattice-Boltzmann-based Large-Eddy Simulation to predict the flow
around a high-rise building will be assessed by addressing a configura-
tion on which a huge amount of accurate experimental data is available,
and to provide exhaustive comparisons. To this end, the recent wind
tunnel experiments of Sheng et al. (2018) are selected. More generally,
the purpose of the paper is to provide one among the most exhaustive
available cross-comparison of LES and experimental results, giving a
deeper insight into the usefulness of LES for wing engineering. Second,
the sensitivity of the results to details of the inlet turbulence recon-
struction is investigated, giving some insights into the relative impor-
tance of the parameters of the method used to generate inlet turbulence
and also on the robustness of the present results. To get improved results,
a new Reynolds stress rescaling factor is introduced in the SEM, and a
new low-noise frozen density version is proposed within the LBM
framework.

The paper is organized as follows. First the Synthetic Eddy Methods
used for the present work is presented in Section 2. The key features of
the Lattice-Boltzmann Method used for large-eddy simulation in the
present work are given in Section 3, along with a detailed description of
the numerical implementation of SEM and the newly proposed low-noise
frozen density version of SEM for LBM and subgrid modelling. Numerical
setups are detailed in Section 4. The proposed inflow generation method
is first calibrated and assessed by considering the free stream flow
without building, at the building location in Section 5. LBM-LES results
dealing with both building wake and building surface data are then
presented in Section 6, along with a statistical convergence analysis. At
last, the sensitivity of the results to the proposed SEM method, the
boundary condition used at the building surface and the grid resolution is
investigated in Section 7. Conclusions are drawn in Section 8.

2. Synthetic eddy method for inlet turbulence reconstruction

The Synthetic Eddy Method (SEM) proposed by Jarrin et al. (2006) is
based on the key idea that turbulent fluctuations can be reconstructed by
generating a random set of ideal vortices, whose features are tuned in
order to recover the targeted distribution of Reynolds stresses and
spectra. The use of model vortices instead of random Fourier mode, as
done by many authors on the grounds of the seminal works of Kraichnan
(1970) and Smirnov et al. (2001) on synthetic turbulence, gives a more
physical character to the generated fluctuating field, and shares some
features with Vortex Methods in CFD. The initial SEM has been modified
and extended in many ways, e.g. to account for the existence of different
vortex families in turbulent boundary layers (Pami�es et al., 2009; Roidl
et al., 2013) or to account for multiple vortex size (Luo et al., 2017). A
recent survey of the variants of SEM is available in Skillen et al. (2016).

The method used here is based on the original SEM of Jarrin et al.



Fig. 5. Effect of length scale L and Reynolds stresses on the streamwise (Iu) and cross-wind (Iv) turbulence intensities. Based on the experimental length scale, L1 ¼
0.25m (a) and L2 ¼ 0.75m (b) are considered.
(2006), which has already been successfully assessed for the simulation
of atmospheric flows for wind engineering purposes (Pavlidis et al.,
2010; Creech et al., 2015; Aristodemou et al., 2018; Woodward et al.,
2019). In the present paper, a new rescaling factor for the Reynolds
stresses is introduced, in order to recover the best possible agreement
between the simulated free stream turbulence and experimental data at
the location of the building, and not only on the inlet plane.

An isotropic fluctuating field ~uðx; y; z; tÞ at location (x, y, z) and time t
on the inlet plane is first generated as follows

~ujðx; y; z; tÞ ¼ 1ffiffiffiffi
N

p
X
i¼1;N

ϵijf ð~xiÞf ð~yiÞf ð~ziÞ (1)

with N the number of vortices used to generate the fluctuations, ϵij the
sign of vortex i on component j of ~u and f the vortex shape function. The
coordinate ~xi; ~yi; ~zi are then defined following

~xi ¼ ðx� xiÞ=L (2)
Fig. 6. Power spectral densities of the fluctuating velocity components (u0, v0), at the
L1 ¼ 0.25 m, K1 ¼ 200 and (b) N ¼ 150, L2 ¼ 0.75 m, K2 ¼ 10 (target case). The green
color in this figure legend, the reader is referred to the Web version of this article.)
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~yi ¼ ðy� yiÞ=L (3)

~zi ¼ ðz� ziÞ=L (4)

where L denotes the characteristics length of vortex i and xi, yi, zi its
coordinate.

The fluctuating velocity field u0(x, y, z, t) that corresponds to the
Reynolds stress tensor Ri,j(x) is then computed as u0

i ¼ Aij ~uj, where the
matrix A is the Cholesky decomposition of the prescribed Reynolds stress
tensor:

A ¼ K

0
BBBBB@

ffiffiffiffiffiffiffi
R11

p
0 0

R21=A11

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R22 � A2

21

q
0

R31=A11 ðR32 � A21A31Þ=A22

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R33 � A2

31 � A2
32

q

1
CCCCCA (5)

where K is a new rescaling factor introduced in the present work.
virtual building location (x, y, z) ¼ (0, 0, Href). Inlet parameters are: (a) N ¼ 150,
line correspond to the cut off frequency. (For interpretation of the references to



Fig. 7. Turbulent flow statistics at (x, y) ¼ (0, 0): comparison between the experimental measurements and the numerical results of the target case.

Fig. 8. Power spectral densities for the global forces coefficients (case c_75_10_D_noslip).
An isotropic Gaussian shape function is used, yielding

f ð~xÞ ¼ 2exp
��1
2σ2

~x2
�

(6)

with σ ¼ 0.225.
The synthetic vortices are assumed to be passively advected in the
Fig. 9. Mean and rms pressure coefficients around the tower diameters, at five d
experimental setup.

5

streamwise direction at a uniform speed Uc, computed as 0.8 ⋅ U∞ ¼ 8.8
m/s, where U∞ is the freeflow wind speed (Pami�es et al., 2009).

The resulting total velocity field at the inlet is therefore given by

uðx; tÞ ¼ UðxÞ þ u
0 ðx; tÞ (7)

where U(x) is the steady mean velocity profile.
ifferent heights. The heights corresponds to those of the pressure taps in the



Fig. 10. Mean (a,c) and standard deviation (b,d) of Cp on the tower’s sides, comparing the numerical results (a,b) with the experimental ones (c,d). From left to right:
front, right, back, left and top facades.
It is worth noting here that the presented synthetic eddy method is
based on 3 parameters (N, L and K) that may have an impact on the
properties of the generated turbulent flow in term of turbulent intensities
and spectral contents. Following the procedure described in Yan and Li
(2015), numerical simulation will be done first in an empty domain in
Section 5 in order to calibrate these different parameters and to analyze
their influence on the flow properties, then an obstacle will be added in
the domain in Section 6.

3. Lattice-Boltzmann solver and implementation of SEM

3.1. Reminder of the key elements of the Lattice-Boltzmann Method

Simulations performed in the present article are based on the Lattice-
Boltzmann method (see Guo and Shu (2013); Krüger et al. (2017) for a
comprehensive introduction). Following this mesoscopic approach, a set
of coupled partial differential equations for the advection and collision of
fluid particles with a finite set of probability density distribution func-
tions fi. Macroscopic quantities are reconstructed computing the mo-
ments of distribution functions, e.g.
6

ρ ¼
i

fi; ρu ¼
i

cifi (8)

X X

where ci is the flow-independent discrete velocity associated to the dis-
tribution function fi. The general formulation of the governing equation
of the Lattice Boltzmann Method is

∂fi
∂t

þ ci � rfi ¼ CðfiÞ (9)

where C(fi) is related to the collision term which accounts for the inter-
action between the fluid particules. In the present case, the Hybrid
Recursive Regularized (HRR) model introduced in Jacob et al. (2018) is
used for the collision term, since this model exhibits very good stability
and accuracy properties, including for strongly convective turbulent
flows. This collision model has been extended to account for thermal
effects such as compressibility and thermodynamics (Feng et al., 2019b;
Guo et al., 2020), in order to obtain a micrometeorology model (Feng
et al., 2019a) well suited for the simulation of urban flow physics. In the
present work these thermal effects are not taken into account. Therefore,
the standard athermal HRR model of Jacob et al. (2018) is used as it was



Fig. 11. Local instantaneous wall pressure peak values along the tower’s height, considering different locations around the perimeter. The numerical results are
compared to the experimental data.

Fig. 12. Streamwise (U) and cross-wind (V) mean velocity components in horizontal plane z ¼ 0.19Href (b). Numerical results(rel lines) are compared with the
experimental data (blue lines). (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
done previously for pedestrian wind comfort study (Jacob and Sagaut,
2018) or atmospheric pollutant dispersion (Merlier et al., 2019). Details
of implementation of outlet and wall boundary conditions are available
in Feng et al. (2019c), and will not be repeated here for the sake of
brevity. Details of the implementation of the SEM are given in the next
section.

3.2. Subgrid modelling and wall modelling for large-eddy simulation

In the present work, the dynamic version of the HRR collision model
given in Jacob et al. (2018) is used to implement the Vreman’s subgrid
viscosity model for large-eddy simulation (Vreman, 2004), which is
defined as

νt ¼ c

ffiffiffiffiffiffiffiffiffiffi
Bβ

αijαij

s
; (10)

where
7

αij ¼ ∂ui
∂xj

; βij ¼ Δ2αijαij (11)
and

Bβ ¼ β11β22 � β212 þ β11β33 � β213 þ β22β33 � β223 (12)

The cutoff length Δ is taken equal to the mesh size, which is partic-
ularly relevant for LES-LBM, since LBM relies on the use of cubic cells.
The model constant is taken equal to c ¼ 2:5C2

S , where CS ¼ 0.18 is the
Smagorinsky constant.

Since high-Reynolds LES of wall-bounded flows are addressed, a wall
model is used in some simulations presented below. It is based on Afzal’s
law that account for effects of adverse pressure gradients on turbulent
boundary layers, leading to the following velocity profile

uþ ¼ 1
κ
lnðyþÞ þ C � 2

κ
ln
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ pþyþ
p þ 1

2

�
þ 2

κ

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ pþyþ

p
� 1

�
(13)

where the þ superscript is related to wall units and the pressure gradient
parameter is defined as:



Fig. 13. Streamwise (U) and vertical (W) mean velocity components at the symmetry plane. Numerical results (red lines) are compared with the experimental data
(blue lines). (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)

Fig. 14. Turbulent shear stress u
0
v
0
in the wake in the horizontal plane at z ¼ Href, for the numerical results and the experimental measurements.

Table 5
Mean values and standard deviations (σ) of global force coefficients. c_75_10_D_noslip corresponds the reference simulation discussed above; c_0_0_slip is the case with a
steady inflow, i.e. without synthetic turbulence.

Case ${\bar{C}}_{F_
{x}}<\inline>

${\bar{C}}_
{{\boldsymbol{F}}_
{y}}<\inline>

${\bar{C}}_
{{\boldsymbol{F}}_
{z}}<\inline>

${\boldsymbol{\sigma}}
_{CF_{x}}<\inline>

${\boldsymbol{\sigma}}
_{CF_{y}}<\inline>

${\boldsymbol{\sigma}}
_{CF_{z}}<\inline>

c_20_200_slip 1.042 0.013 0.191 0.226 0.305 0.067
c_75_10_slip 1.162 0.005 0.172 0.220 0.342 0.046
c_0_0_slip 0.967 �0.009 0.105 0.009 0.017 0.005
f_75_10_slip 1.279 0.004 0.203 0.314 0.460 0.055
c_75_1_slip 1.038 �0.009 0.121 0.082 0.099 0.015
c_75_5_slip 1.135 �0.003 0.159 0.185 0.264 0.032
c_75_10_D_slip 1.170 0.002 0.175 0.212 0.362 0.036
c_75_10_D_noslip 1.430 0.009 0.191 0.239 0.399 0.044
c_75_10_D_model 1.333 0.008 0.187 0.248 0.322 0.039
pþ ¼ ν
ρu3τ

dp
ds

(14)
with uτ the friction velocity at the wall and dp/ds the tangential pressure
gradient. The von Karman constant κ is taken equal to 0.41. Practical
details of the implementation of the wall law in Lattice-Boltzmann-based
Large Eddy simulation are given in Malaspinas and Sagaut (2014) and
8

Wilhelm et al. (2018) and will not be repeated here for the sake of
brevity.
3.3. Implementation of the synthetic eddy method in the lattice Boltzmann
framework

The implementation of the SEM within the LBM framework is now



Table 6
Mean values and the standard deviations of global moment coefficients. All the configurations shown have the same length scale, except for the one without synthetic
turbulence. As expected, CMy shows the highest values and the increasing of turbulence results into higher standard deviations.

Case ${\bar{C}}_
{{\boldsymbol{M}}_
{x}}<\inline>

${\bar{C}}_
{{\boldsymbol{M}}_
{y}}<\inline>

${\bar{C}}_
{{\boldsymbol{M}}_
{z}}<\inline>

${\boldsymbol
{\sigma}}_{CM_
{x}}<\inline>

${\boldsymbol{\sigma}}_
{{\boldsymbol{C}}M_
{y}}<\inline>

${\boldsymbol{\sigma}}_
{{\boldsymbol{C}}M_
{z}}<\inline>

c_75_10_slip �0.015 0.605 �0.003 0.179 0.115 0.026
c_0_0_slip 0.020 0.512 �0.003 0.008 0.005 0.001
f_75_10_slip �0.004 0.670 �0.001 0.232 0.163 0.037
c_75_1_slip 0.024 0.546 �0.003 0.053 0.045 0.012
c_75_5_slip 0.008 0.592 �0.003 0.135 0.098 0.020
c_75_10_D_slip �0.006 0.611 �0.003 0.186 0.113 0.025
c_75_10_D_noslip �0.024 0.750 �0.003 0.198 0.129 0.029
c_75_10_D_model �0.016 0.697 �0.003 0.163 0.132 0.030

Fig. 15. PSD of the global forces coefficients for two inlet configurations: L1 ¼ 0.25 m, K1 ¼ 200 (c_20_200_slip) and L2 ¼ 0.75 m, K2 ¼ 10 (c_75_10_slip). Although the
turbulence intensities (Iu, Iv) are the same as the experimental ones, but higher Reynolds stresses introduce noise at high frequency.

Fig. 16. PSD of the global forces coefficients with fixed L2 ¼ 0.75m and K ¼ 1 (c_75_1_slip), K ¼ 5 (c_75_5_slip). The turbulence intensities are lower than the target
case, and consequently the frequency content is decreased.

Fig. 17. PSD of the global forces without employing the SEM (c_0_0_slip).
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Fig. 18. PSD of the global forces, with target inlet and Dirichlet low-noise frozen-density condition at the inlet section. Three wall modeling are compared: slip wall
(c_75_10_D_slip), no-slip wall (c_75_10_D_noslip), turbulent Wall model (c_75_10_D_model).

Fig. 19. Effect of the increasing of the turbulence intensity on the pressure statistics.
addressed. Two main differences must be handled between LBM-SEM
and the classical SEM for Navier-Stokes equations. First, SEM leads to
the definition of a velocity field, while LBM numerical unknowns are the
distribution functions. Therefore, a way to reconstruct the later from the
SEM velocity field must be chosen. The second problem is that almost all
existing SEM models have been developed for incompressible flows,
while LBM is related to weakly compressible flows, including the acoustic
field, with a variable density. Therefore, an additional hypothesis must
be introduced to prescribe density at the inlet plane.

At the initialization a set of N vortices is randomly generated in a
virtual box of width 2L downstream the inlet plane. The velocity field on
the inlet plane at t¼ 0 is then computed following the procedure describe
in Section 2. The N vortices are then passively advected at each time step
(xi(t þ dt) ¼ xi(t) þ Ucdt) until they completely cross the inlet plane
leading to xi > x0 þ L with x0 the inlet plane location. When the i-th
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vortex cross the inlet plane, a new vortex is randomly generated on the
plane x ¼ x0 � L. This procedure combined with the one described in
Section 2 allows to generate the velocity field at the inlet at each time
step.

In the present work two options are considered to compute the den-
sity field at the inlet: a varying density condition and a frozen density
condition. The first one is implemented by enforcing the condition ∂ρ/∂n
¼ 0 at the inlet plane using a second order accurate biased finite differ-
ence scheme to compute the normal derivative. The second one consists
of a frozen density condition: the density at the inlet plane is fixed at a
constant uniform value ρ(x0) ¼ ρ0 which permits to reduce generation of
the density fluctuations, and then of pressure waves, at the inlet plane.

Once the macroscopic variables, density and velocity, are known at
the boundary nodes, the distribution functions should be estimated. The
regularization procedure described in Jacob et al. (2018) is used in order



Fig. 20. Mean and standard deviation of pressure coefficients on the tower’s sides with varying (c_75_10_slip) and frozen (c_75_10_D_slip) density at the inlet section.

Fig. 21. Streamwise (U) and vertical (W) mean velocity component, in case c_20_200_slip and c_75_10_slip. In green the same profile without the turbulent inlet (case
c_0_0_slip). (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
to reconstruct the equilibrium and non equilibrium distribution functions
following this procedure:

1. Density is computed using frozen density condition (ρ(x0) ¼ ρ0) or
zero value of the normal gradient (∂ρ/∂n ¼ 0),

2. Velocity components are computed using Eq. (7),
3. Velocity gradients are computed using finite difference schemes,
4. Equilibrium distribution functions f eqi ðρ;UÞ are computed from den-

sity and velocity values:

f eqi ¼ ρωi

�
1þ cikuk

c2s
þ 1
2c4s

Qikjukuj

�
(15)

where cs is the speed of sound, ωi are the weighting coefficients of the
D3Q19 lattice and Qkij ¼ ckickj � c2s δij. The non equilibrium distribution
functions f neqi ðρ;rUÞ are computed from density and velocity gradients:

f neqi ¼ �τρωi

2c2s
Qikj

�
∂uj
∂xk

þ ∂uk
∂xj

�
(16)
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where τ is the relaxation time used in the LBM collision model.

5. Distribution functions are finally estimated from equilibrium and non
equilibrium distribution functions (fi ¼ f eqi þ f neqi )

More details about the boundary treatment are given inWilhelm et al.
(2020) for athermal flows and in Feng et al. (2019c) for thermal flows.

4. Flow configurations and numerical setup

4.1. Description of the grid configurations

The present work aims at reproducing wind tunnel experiments
described in Sheng et al. (2018). The case considered is a square-base
tower of original height 147 m; the dimensions of the scaled model are
H ¼ 0.49 m for the height and D ¼ 0.1 m for the base. The reference
height is set at ~ 2/3 of the total height such as in the experiment, thus
Href ¼ 0.33 m. The speed at Href, Uref ¼ 10 m/s, is taken as reference
velocity. Consequently, the Reynolds number based on the base D is the
same for both the wind tunnel test and the LBM simulation with a value



Fig. 22. Streamwise (U) and cross-wind (V) mean velocity component, in case of L1, K1 and L2, K2. In green the same profile without the turbulent inlet. (For
interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)

Fig. 23. Streamwise (U) and vertical (W) mean velocity components in the symmetry plane, comparing increasing inlet turbulence intensities.

Fig. 24. Streamwise (U) and cross-wind (V) mean velocity components in the horizontal plane at z ¼ Href, comparing increasing inlet turbulence intensities.
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Fig. 25. Streamwise (U) and vertical (W) mean velocities in the symmetry plane along the wake at different heights, comparing increasing inlet turbulence intensities.
of

Re ¼ DUref

νair
¼ 200; 000 (17)

Finally, the length scale is thus χx ¼ 1/300, the speed scale χu ¼ 0.42
and the time scale χt ¼ χx/χu ¼ 8 � 10�3.

The set-up of the domain follows the guidelines given by the Archi-
tectural Institute of Japan (Tominaga et al., 2008) and the European
Cooperation in Science and Technology (Franke et al., 2007). As detailed
in Sheng et al. (2018), the wind tunnel dimension were 20 m in
streamwise dimension, 4mwidth and 2m height, being in dimensionless
form 40H, 8H and 4H respectively. The computational domain size are
chosen to be 14.5H in streamwise direction (4.5H upstram the building
and 10H downstream the building), 10H in the crosswind direction and
4H in height as shown in Fig. 1. According to Tominaga et al. (2008) and
Franke et al. (2007), these domain’s sizes are sufficient to avoid side
effects. Based on these dimension, the blockage ratio in the CFD
configuration was

b% ¼ H � D
Adomain

� 100 ¼ 0:51% (18)

with Adomain the cross section of the domain. This value is in agreement
this recommendation of Tominaga et al. (2008).

As explained in Section 3.2, embedded subdomains of uniform cubic
cells with a ratio of two between two successive subdomains are
employed to discretise the computational domain. In the present work 3
different grids were used, one for the free flow simulation used to cali-
brate the turbulent inflow and two for the simulation of the flow around
the building with a coarse and a fine grid. The location of the different
subdomains and the grid generated around the building are shown in
Fig. 2. It should be noted here that for the free flow simulation (without
the building), 3 different refinement levels are used (subdomains rep-
resented with black lines in Fig. 2(a)). For the simulation of the flow
around the building, 6 refinement levels are used (black and green lines
in Fig. 2(a)) in the coarse grid and 7 refinement levels are used in the fine
grid (black, green and red lines in Fig. 2(a)).

The largest grid size in all the simulation is defined in non dimen-
sionnal form as Δxc*max ¼ Δxcmax=D ¼ 0:5, leading to a smallest non
dimensional grid size of 1.25 � 10�1, 1.56 � 10�2 and 7.81 � 10�3 for
the free flow, coarse grid and fine grid simulation respectively. These
different parameters are summarised in Table 2. For all the presented
simulation, an initialization time equal to two flow through times is
considered before computing the different statistics in order to be more
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conservative, even if just one would be sufficient (Pami�es et al., 2009).

4.2. Description of the boundary conditions considered

First of all, the boundary conditions used for the free stream simu-
lation are described. This configuration is used to assess the turbulent
inlet flow and to analyze the main features of the turbulence advected
from the inlet plane. Since the features of upstream turbulence have a
deep impact on the interaction with the immersed bluff body, it is
important to check the quality of the generated turbulence at the place
where the model will be located in the next set of simulations (Vasaturo
et al., 2018; Lamberti et al., 2018; Munoz-Esparza et al., 2015). It is
reminded here that for this configuration, only 3 mesh refinement levels
are considered (Δxmin ¼ 1.25 � 10�2 m) since there is no need to refine
the grid to capture boundary layer dynamics at the surface of the
building. They all start from the inlet section (Fig. 2(a)) in order to carry
the flow up to the building location without excessive turbulence dissi-
pation. According to the SEM, both the mean velocity profile and the
turbulence parameters should be set at the inlet section. For the former,
following the recommendations given in Sheng et al. (2018) we use an
Eurocode profile (Eurocode, 2005) with a roughness length z0 ¼ 0.02 m,
which corresponds to an intermediate class between I and II. The mean
wind profile reproduced in the scaled system is thus:

UðzÞ ¼ χu �Ub � kr lnðz* = z0Þ � c0 (19)

z* ¼
8<
:

zmax if z=χx � zmax
zmin if z=χx � zmin

z=χx elsewhere
(20)

where Ub ¼ 16 m/s is the effective mean velocity at zfullscale ¼ 10m in full
scale, c0 is the orography factor (¼ 1), and z is the vertical coordinate in
the scaled system (z¼ χx ⋅ zfullscale). The other variables kr (terrain factor),
zmin and zmax are defined in Eurocode and its French Country Annex.

For the turbulence parameters (Pami�es et al., 2009), we focus on the
choice of the number of spots N, the turbulence length scale L and a
corrective factor K, which rescales the Reynolds stresses at the inlet
section. The combinations of inlet parameters considered in this paper
are summarised in Table 3.

The other main parameters are the Reynolds stresses, which are given
experimentally. Their diagonal components are derived from the turbu-
lence intensities, being, for instance, I2u ¼ u

0
u

0
=U2, where u0(t, x) ¼ u(t,

x) � U(x) is the oscillating part of the velocity component u and U is the
streamwise mean velocity (the same reasoning is made for v and w). The



streamwise turbulence intensity is given by the Eurocode:

IuðzÞ ¼ σ
0
u

UðzÞ ¼
kI

c0ln
�

z*
z0

� (21)

Where:

kI ¼ ½1� 2 � 10�4ðlogðz0Þ þ 3Þ6�c0 (22)

On the other hand, the crosswind and vertical turbulence intensities
measured in the wind tunnel (Sheng et al., 2018) and fitted to:

IvðzÞ ¼ 0:88

ln
�

z
2:5 � 10�5

� IwðzÞ ¼ 0:08 (23)

were adopted.
Successively, the respective simulations with the tower are verified

for the most significant inlets profiles. We remind here that for the
building cases, 3 or 4 additional refinement levels are considered around
the tower, for a coarser and finer grid (Fig. 2). The mesh size at the
surface of the building model is Δx/D ¼ 1.56 � 10�2 and Δx/D ¼ 7.81 �
10�3 on the fine and coarse grids, respectively, where D is the base of the
model. This corresponds to 64 and 128 cells along the base of the model,
taking into account that in the present off-lattice implementation of
boundary conditions solid walls are located inside computational cells.

The different parameters considered in the building simulations for 1)
the SEM parameters (L and K), 2) the density treatment at the inlet and 3)
the treatment of building walls are summarised in Table 4. These
different sets of parameters will permit here to assess the influence of the
inlet condition on the flow around the building, but also the influence of
the wall treatment on the building considering 1) frictionless wall with a
slip condition, 2) no-slip wall and 3) a turbulent wall model adapted to
flows with pressure gradient and separation.

5. Free stream flow without obstacle

In this section, the computed mean velocity profile, the turbulence
intensities and the power spectral densities are compared with the
experimental data, in order to determine the correct inlet parameters.
The values are taken at the virtual building location (x ¼ 0, y ¼ 0).

As expected, the mean velocity profile is not affected by the turbu-
lence parameters and follows well the target imposed at the inlet (Fig. 3).

Looking at the turbulence intensities, they are not influenced by the
number of spots N (Fig. 4), which can consequently be chosen quite
arbitrary, but at least equal to N¼ Sp/Ss, where Sp ¼W� H is the support
size (in our case the inlet section) and Ss ¼ 4LxLy is the turbulent struc-
ture’s transverse section (Pami�es et al., 2009). In the present work, the
largest value (N ¼ 150) is finally chosen, because it seems to reduce the
risk of instabilities at the inlet section, especially in correspondence of
mesh transitions.

Based on the integral length scales measured in the experiment, two
main values are considered for the parameter L: L1 ¼ 0.25 m and L2 ¼
0.75 m. As described in Section 4, different values are tested for the
parameter K which rescales the Reynolds stresses at the inlet section, in
order to balance the turbulent energy loss along the path and to recover
the targeted flow at the model location. From this parametric study
presented in Fig. 5, a specific value of K permitting to recover the target
turbulent intensities is found to be respectively K1 ¼ 200 and K2 ¼ 10 for
the two different length scale L1 and L2.

The power spectra of the streamwise and cross-wind oscillating
velocity’s components are shown in Fig. 6 and compared with experi-
mental data. The Karman function for u0 and v computed as

Karmuðf Þ ¼ 4σ2uL

Uref ð1þ 70:8ðfL	Uref Þ2Þ5=6
(24)
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Karmvðf Þ ¼
4σ2

vLð1þ 188:4ð2fL	Uref Þ2Þ
Uref ð1þ 70:8ð2fL	Uref Þ2Þ11=6

(25)

is also shown in this figure. It can be seen in Fig. 6 that the first setup with
K1 ¼ 200 introduces noise at high frequencies in the power spectral
densities of the fluctuating velocity components u0 and v0. The indicated
cut off frequency is estimated from the local grid size, considering that 10
grid point are needed to capture turbulent structure leading to a cut off
Strouhal number of 0.8. The shorter simulation time with respect to the
experimental recordings, causes the PSD to loose the low frequency
content; the cut-off high-frequency is set instead by the mesh resolution.
However, the typical bell-shape, which is characteristic of a turbulent
wind, is already visible and quite in agreement with the experimental
data. From this parametric study, we can defined here that the more
adapted set of parameter (N,L,K) permitting to recover the right turbulent
properties in the present case in term of statistics and spectral content is
(150, 0.75, 10).

To reduce pressure oscillations induced by the turbulence generation
at the inlet section, a uniform Dirichlet condition on the density is set at
this section: ρinlet ¼ ρref. This prevents the inlet flow to generate acoustic
pollution that can negatively affect the correct prediction of pressure
fluctuations in case of an incompressible fluid. This possible spurious
effect tied to the compressibility of the synthetic turbulence fluctuations
has also been reported by several authors in the Navier-Stokes frame-
work, who proposed improved, divergence-free turbulence generation
methods (Kondo et al., 1997; Deck et al., 2018; Huang et al., 2010;
Gea-Aguilera et al., 2017; Yu and Bai, 2014; Kim et al., 2013; Daniels
et al., 2013; Lamberti et al., 2018). In the present case, since LBM is
related to a weakly compressible flow, a purely solenoidal inlet condition
will not be appropriate. Therefore, it is chosen to freeze density pertur-
bations at the inlet to minimize the radiated noise. Using this
frozen-density condition, it is observed that the Lattice-Boltzmann-based
Synthetic Eddy Method yields a very satisfactory recovery of the
free-stream flow at the model location (Fig. 7).

6. Flow around an isolated high-rise building: LBM-LES results

After the inlet flow assessment, the wind’s impact on the building is
analyzed in the configuration with an incidence angle θ ¼ 0� between the
incoming flow and the tower front side.

The present section is dedicated to the comparison of the simulation
case c_75_10_D_noslip corresponding to the case with (N,L,K) ¼
(150,0.75,10) with dirichlet density condition at the inlet and no slip
condition on building walls with experimental data. This simulation case
is the present reference simulation based on the combination of the most
efficient elements. It will be used in Section 7 to investigate the sensi-
tivity of the results with respect to the inlet turbulence reconstruction.
For the sake of brevity, the statistical convergence analysis for global
forces and pressure coefficients is provided in A, the spectral analysis of
wall pressure coefficients is detailed in B and sensitivity to boundary
conditions on the building surface and to the grid resolution is analyzed
in C.
6.1. Global forces

The global forces components Fx, Fy and Fz, respectively in stream-
wise, cross-wind and vertical direction, are considered in their non-
dimensional form CFi ¼ Fi=ð0:5ρU2

ref DHÞ. Their averaged values pre-
dicted in the simulation are CFx ¼ 1:430, CFy ¼ 0:009 and CFz ¼ 0:191,
while the experimental ones are CFx ;exp ¼ 1:271, CFy ;exp ¼ 0:022 and
CFz ;exp ¼ 0:210. Looking at CFy , numerical results seem more reliable,
since it is closer to zero than in the experiment, while it should be
theoretically null for θ ¼ 0�. This slight deviation could be caused by a
slight misalignment of the tower in the experimental setup, which may



also affect the other components. The overall quality is satisfactory, and it
is worth noting that analysis of global forces is not presented in many
articles related to prediction of wind loads on building.

Looking at the power spectral densities, a very good agreement is also
visible (Fig. 8), especially in the prediction of the peak at St¼ 0.1 for CFy ,
caused by the occurrence of vortex shedding.
6.2. Wall pressure fluctuations on the building

Such as for the global forces, also local pressures on the tower’s side
are considered in their non-dimensional form. The pressure coefficients

are computed as CpðtÞ ¼ pðtÞ�pref
q where p(t) is the instantaneous local

pressure, pref is the static reference pressure and q ¼ 0:5ρU2
ref is the dynamic

pressure of the incoming flow, being ρ the density of the fluid (ρair ¼ 1.2
kg/m3).

In the experiment, pressure was recorded with 265 pressure probes
placed at 12 different heights all around the perimeter (see Fig. 1) and the
remaining on the top facade. The acquisition frequency was fs ¼ 512 Hz,
which is the same employed in the sampling of instantaneous pressure in
the present simulations, for the computation of the standard deviation

σCp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðCpðtÞ � CpÞ2

q
and the PSDs. This means an acquisition every 130

time steps with a minimum time step of Δtmin ¼ 1.504 � 10�5 s (for the
coarser mesh). Conversely, the mean values are computed directly during
the simulation, thus considering all the values at every integration time
step.

First and second order statistics of pressure coefficient are computed
and compared to experimental values in Fig. 9 at different heights. A very
good agreement is observed at all locations for the mean Cp value. The
computed standard deviation is also reliable, since it recovers all physical
trends, especially the vertical variations of the maximum amplitude of
the standard deviation. The quality of the present results is similar to
those of the best results obtained with advanced Navier-Stokes simula-
tion tools (Daniels et al., 2013; Elshaer et al., 2016).

Fig. 10 shows the color maps of mean value and standard deviation of
the pressure coefficients, for both the c_75_10_D_noslip simulation case
obtained with the LBM-LESmethod and the experiment. It is seen that the
mean pressure field is recovered in a very accurate way on all sides of the
building, and the topology of the mean pressure distribution is well
recovered on all sides. The topology of the rms pressure is also correctly
predicted, but with a larger error on the amplitudes. The symmetrical
pressure distribution is evident looking at the mean value, especiallly in
the numerical case; however both the rms show an asymmetry on the
lateral facades: this may be caused, for the numerical case, by a limited
acquisition time, since second order statistical quantities are more sus-
ceptible to time variations than first order ones.

At last, an analysis of the peak values is carried on and compared with
experimental values. Based on a simplified observed peak method, the
time history is divided into 10 subsets, and then the peak value is esti-
mated as the average of the maximum value in each subset. Both positive
and negative peaks (Ĉp;max;Ĉp;min) are estimated; the latter are usually the
most relevant in civil assessment. A first confidence interval analysis of
the predicted pressure extrema shows that the 95% confidence interval
width is less than 10% of the predicted values, leading to a reliable
prediction. The results for some location is shown in Fig. 11, showing an
overall very satisfactory agreement. Some discrepancies are observed at
taps 10, 11 and 13, i.e. near the back face. Ĉp;max is generally under-
predicted, probably due to the lower observation time. The differences
at the basement of the tower may be caused by a different ground
roughness, as also observed in the power spectral densities, and/or some
differences in the experimental and predicted horseshoes vortex system
at the foot of the building.

For the sake of brevity, results dealing with the spectral analysis of the
wall pressure fluctuations (power spectral density and coherence) are
displayed in B.
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6.3. Velocity field around the building and in the wake

Another important point is the capability of the LBM-LES approach to
yield accurate prediction of the velocity field around the building and in
the wake as shown in Gousseau et al. (2013). It is worth noting that the
capability of predicting accurately the flow around the building is of
great importance for some urban-flow-related applications, such as
pedestrian wind comfort and pollutant dispersion. The mean velocity
fields are compared to experimental PIV data on one horizontal plane (at
z ¼ 0.19Href) and in the vertical symmetry plane at y ¼ 0 in Figs. 12 and
13, respectively. In all cases a very good agreement is observed between
LBM-LES data and experimental data, both on the sides and top of
building demonstrating the high accuracy of the simulation in detached
areas along building walls and also in the wake region downstream the
building.

A deeper insight into the quality of the capture of the turbulence
dynamics in the flow is gained looking at the turbulent shear stress u0 v0 .
Comparisons with experimental data in the wake are displayed in Fig. 14,
showing the high accuracy of the present LBM-LES solution.

7. Sensitivity of the results to inlet turbulence reconstruction

In this section, the sensitivity of the results with respect to the syn-
thetic turbulence put at the inlet plane is investigated considering the
cases gathered in Table 4.
7.1. Sensitivity of global forces

The first quantities considered here are the global forces and mo-
ments, whose mean and standard deviation values are displayed in Ta-
bles 5 and 6. Comparing case c_0_0_slip (i.e. the case with steady inflow)
with other cases, one can see that inlet turbulence leads to a significant
increase of the forces and their moments. This is consistent with previous
physical analyses dealing with the effects of upstream turbulence on
immersed bluff bodies (Hillier and Cherry, 1981; Blackburn and Mel-
bourne, 1996; Hearst et al., 2016; Castro and Robins, 1977). It can be
understood using Gerrard’s theory (Gerrard, 1966) for the mechanics of
the formation region downstream a bluff body, which states that the
vortex shedding mechanisms is mainly driven by the interactions be-
tween the two separated shear layers and the entrainment of fluid be-
tween the interior of the formation region and the outer flow, leading to
the definition of two main length scales, namely the length of the for-
mation region and the diffusion length (defined as the thickness of the
shear layer at the end of the formation region). Inlet turbulence leads to
an increase of the diffusion length and a decrease of the formation region
length, resulting in changes in the mean and fluctuating forces exerted by
the wake motion on the solid body. Increasing the rescaling factor of
Reynolds stresses at the inlet, K, yields higher loads on the building,
which is coherent with the fact that a stronger turbulence activity should
increase the aerodynamic forces on an immersed body.

However, the influence of the inlet turbulence parameters is more
visible in power spectral densities. In Fig. 15 that compares cases
c_20_200_slip and c_75_10_slip, the flow has the same turbulence in-
tensities at the inlet, but a different combination of integral length scale
and Reynolds stresses. The decrease of the integral scale at the inlet in
case c_20_200_slip leads to an expected shift of the peak of the force
spectra to higher frequencies. This can be explained by the fact that
reducing the size of energetic eddies in the upstream turbulence will lead
to a higher frequency forcing of the separated shear layers near the cyl-
inder, leading to the selection of higher frequency modes in their tran-
sition process and therefore changing the entrainment rate in the shear
layers, the diffusion length and the formation region length. In Fig. 16,
which is related to cases c_75_1_slip and c_75_5_slip, the length scale is
kept constant, and the Reynolds stresses intensity is lowered. In the case
with very low turbulence intensity, i.e. the case c_75_1_slip in which the



inlet Reynolds stress amplitude has been reduced by a factor 80%, a small
secondary peak is observed, which may be tied to the first harmonic of
the vortex shedding main frequency. This secondary peak is masked by
upstream turbulence in cases with strong inlet turbulence, since inlet
fluctuations tend to scramble separated shear layers and coherent motion
in the wake by weakening the interactions between the shear layers with
opposite vorticity. In order to assess this statement, a simulation without
the SEM is carried out (case c_0_0_slip), to check the effective importance
of the generation of inlet turbulence (see Fig. 17). Peaks related to har-
monics of the vortex shedding main frequency are now clearly observed.

At last, results obtained using the Dirichlet low noise frozen-density
condition at the inlet plane along with SEM are shown in Fig. 18. The
three considered variants of model for the solid walls on the building
(slip wall, no-slip wall and turbulent wall model) are compared to
investigate the generality of the conclusion about the inlet noise influ-
ence. They all lead to very similar results, which are in better agreement
than those shown above with variable density inlet condition: a reduction
of noise in high frequency is visible, and the peak is better predicted. A
deeper analysis on the effect of building wall treatment is given in C.

7.2. Pressure coefficients

The major influence of inlet turbulence on computed wall pressure is
observed on the standard deviation, which takes into account the oscil-
lating part of the local pressure. In Fig. 19 the increase of inlet turbulence
(i.e. increasing the scaling factor K) leads to the increase of standard
deviation over all the building sides; on the contrary, the mean value is
not affected, since it mainly depends on the mean velocity profile. It can
be seen on Fig. 20 that the use of a frozen-density condition at the inlet
section permits to reduce the acoustic pollution in the flow which lead to
a reduction of the pressure coefficient fluctuations on the front wall and a
better agreement with experimental data. It is worth noting here that this
frozen-density condition has no effect on the mean pressure coefficient
on the front wall.

7.3. Mean flow velocity in the building wake

The mean velocity fields in the wake are now compared. The planes
considered here are the same as those corresponding to the PIV mea-
surements in the experiment. For the sake of brevity, a single horizontal
plane (z ¼ Href) is shown for each group of simulations.

Cases c_20_200_slip, c_75_10_slip and c_0_0_slip (steady inlet) are
compared in Figs. 21–22. It is seen that cases c_20_200_slip and
c_75_10_slip exhibit similar results in good agreement with experimental
data, while the steady inlet case c_0_0_slip yields large discrepancies in
the topology of the computed flow, with a too large recirculation bubble
downstream the building. This is due to the fact that upstream turbulent
fluctuations trigger a fast growth of the Kelvin-Helmholtz instabilities in
the separated shear layers due to their high receptivity to external dis-
turbances, and therefore to a stronger entrainment mechanism across
these shear layers which exhibit a larger spreading rate. These phe-
nomena are associated to a decrease of the formation region length and
an increase of the diffusion length. Therefore, one can conclude that the
flow topology is sensitive to the fact that some turbulence is injected at
the inlet, but not to very fine details of the synthetic turbulence (the
integral scale L and the rescaling factor K in the present case). This is also
checked by looking at Fig. 23 and 24, which displayed results for cases
c_75_10_slip, c_75_1_slip and c_75_5_slip, i.e. by changing the rescaling
factor K at fixed turbulence lengthscale L. Changing K by a factor 10 yield
close results.
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Larger discrepancies are seen in Fig. 25, which displays the mean
velocity components along lines in the symmetry plane in the wake. As
expected, the main influence of inlet fluctuations is to decrease the size of
the recirculation bubbles on the side and downstream the building, by
augmenting the spreading rate and the entrainment rate of shear layers
that develop at the interface between recirculating areas and mean flow.
In the case with weak inlet fluctuations (case c_75_1_slip), the recircu-
lation region in the wake is too large, showing that inlet turbulence were
not strong enough to ensure a correct transition rate to turbulence in the
separated shear layers. (See Fig. 24)

8. Conclusions

A Lattice-Boltzmann-based Large Eddy Simulation method for wind
load prediction on a high-rise building has been proposed and assessed
using a recent very detailed experimental data base. The generation of
inlet turbulence via an extension of SEM to the present weakly
compressible LBM framework was paid a particular attention. A new low-
noise frozen-density implementation of SEM was proposed, which min-
imizes the amount of spurious pressure waves generated by the fluctu-
ating inlet condition. Validation of the present results was carried out
considering a huge amount of physical quantities, both at the building
surface and in the wake, leading to an almost unique validation of such a
simulation. Using a well suited grid resolution along with a well cali-
brated Synthetic Eddy Method, very good agreement has been obtained
with experimental data at all validation levels, including mean and rms
values, spectral analysis and local instantaneous pressure maxima,
showing the reliability of the present simulation tool for wind load pre-
diction. A detailed sensitivity analysis was also performed. To the au-
thor’s knowledge, the present work is among the most detailed available
ones dealing with validation of LES for the prediction of wind loads on
buildings, providing a deeper insight into the potential of LES for wind
engineering.
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Appendix A. Statistical convergence analysis (case c_75_10_D_noslip)

The convergence analysis of statistical quantities presented in Section 6 for the global force and pressure coefficients on case c_75_10_D_noslip is

http://www.prolb-cfd.com


checked and presented hereafter. As convergence time, it is considered that time when the residuals functionΦres goes under a threshold (e.g. 10%). The
procedure is similar to the one proposed by Bruno et al. (2010) and adopted by Ricci et al. (2018): the time history is divided into ND sub-windows of
length T; then the average (or the standard deviation) φn is computed over a time tn ¼ [0, nT], where n ¼ 1, 2 … ND. The residuals percentage is
computed as:

Φn
res½%� ¼ jφn � φn�1

φn
j � 100

In our case ND is set equal to 40. The time track is considered after an initialization time taken equal to two through-out of the inlet flow, thus in the
normalized form t*init ¼ tinit �Uref =D ¼ 150. Looking at Fig. A.26, it is seen that a satisfactory convergence (Φres < 10%) is obtained after t* ’ 500.
Fig. A.26. Convergence of first and second moments for the drag and lift forces (left) and the pressure coefficients (right). Pressures refers to central points on front,
side and back facades at z ¼ Href.
Appendix B. Spectral analysis of computed wall pressure fluctuations (case c_75_10_D_noslip)

The frequency content of the wall pressure coefficient presented in Section 6 for case c_75_10_D_noslip are also considered. The PSD of wall pressure
measured on the tap location at two different height are plotted on Fig. B.27. A clear peak of pressure is visible at the Strouhal number St ¼ f ⋅ D/Uref ’
0.1 for the points on the lateral sides, in agreement with experimental observations. However numerical simulations do not recover the shift towards
higher frequencies of this peak when approaching the floor of the wind tunnel reported in the experiments (see Fig. 13 in Sheng et al. (2018)). This may
be caused by an higher effective roughness of the floor in the wind tunnel test, which is instead modeled in the simulation by an arbitrary roughness
coefficient in the wall model that do not account for the production of small vortical fluctuations by experimental roughness elements, leading to slight
differences in the turbulent features of the near-wall turbulent layer.
Fig. B.27. Power spectral densities of the pressure measured at experimental tap loca
number St ¼ 0.1 is particularly visible on the lateral sides and near the leeward edg
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tions at z ¼ Href (a) and z ¼ 0.09Href ¼ Ha (b). The peak of power at the Strouhal
es.



The spectral coherence computed between different taps are also considered in the present study, with the coherence computed as:

Cohðf Þ ¼ jXYðf Þj2
Xðf ÞYðf Þ (B.1)

where XY(f) is the estimated cross-spectrum of signals x(t) and y(t), and X(f) and Y(f) are the estimated power spectra of x(t) and y(t) respectively. The
coherence highlights the Strouhal number relative to vortex shedding, especially for those points located on the lateral sides and near the edges
(Fig. B.28), which are the most involved in this phenomenon.
Fig. B.28. Coherence at z ¼ Href of pressure taps 8 (a) and 10 (b). Especially at opposite lateral side, the coherence is high at St ¼ 0.1.
Looking at the coherence between two different heights (between 0.09Href and Href) presented on Fig. B.29, it is clear that this phenomenon takes
place at almost any horizontal section of the tower, since even between Ha and Href the peak of coherence holds. These observations are in agreement
with experimental findings.
Fig. B.29. Coherence between taps at same longitudinal location but at different heig
experimental setup.
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hts (Ha, Hb … Href). Ha ¼ 0.09Href is the first line of taps and Href the sixth in the



Appendix C. Sensitivity of the results to wall model and grid refinement

In this section, the sensitivity of the results with respect to i) the boundary condition used at the building surface and ii) the grid resolution is
investigated, considering the cases given in Table 4.

Appendix C.1 Global Forces

Looking at Table 5, the sensitivity of the global forces and moments to the wall model is observed to be significant. The slip wall condition (case
c_75_10_D_slip) yields a significant under prediction of the mean forces, which can be explained by a lack of production of vorticity at the wall that
significantly modify the wake and the flow in the boundary layers along the building. On the contrary, a no-slip wall condition (case c_75_10_D_noslip)
yields an overprediction of the vorticity generation at the wall associated to a too high drag value. While mean values are different, the force spectra are
observed to be almost insensitive to the wall boundary conditions (see Fig. 18). This is due to the fact that the most energetic flow fluctuations are
governed by large structures in the wake of the building, whose dynamics is governed by vorticity generation at the geometric singularities (building’s
edges and corners) and the inviscid mechanisms described by Gerrard (1966), namely the spreading of each separated shear layer due to
Kelvin-Helmholtz instability and turbulent fluctuations on the one hand, and the interaction between the two shear layers on the other hand.

Grid resolution effects on the global forces is seen comparing cases f_75_10_slip (fine grid) and c_75_10_slip (same wall boundary condition as
f_75_10_slip but on themedium grid). It is seen that grid refinement yields a significant improvement of the overall accuracy of prediction of mean forces
and moments on the building. This is explained by a better capture of the separated shear layer dynamics on the sides of the building and in the
formation region in the wake. This is in agreement with statements dealing with grid resolution effects in large eddy simulation of the flow around a
square cylinder at lower Reynolds number given in Ref.(Cao et al., 2020).

Appendix C.2 Wall pressure fluctuations on the building

Wall boundary conditions significantly affect the local pressure that acts on the towers sides. The main influence is observed on the standard de-
viation, which takes into account the oscillating part of the local pressure (see Fig. C.30). In this case the Dirichlet no-slip condition on velocity predicts
the pressure’s statistics better than the turbulent wall law, especially nearby the edges. This might be due to the fact that the Reynolds number is too low
in wind tunnel experiments at the 1:300 scale to ensure that turbulence is fully developed in boundary layers and separated regions on the building
sides. Therefore, wall models that rely on the assumption that the turbulence is fully developed may loose their efficiency in such a case, especially in
massively separated regions in which the Reynolds number based on the recirculating velocity is much smaller than the one based on the upstream
velocity. In this case, the no-slip conditions is the most appropriate one.
Fig. C.30. Pressure coefficients along the tower’s perimeters obtained with no-slip (c_75_10_D_noslip, dashed line) and turbulent wall model (c_75_10_D_model, dotted
line) conditions on the building sides.
At last, the effect of mesh refinement is addressed looking at Fig. C.31. Grid refinement leads to a better agreement with experimental data in the
prediction of the pressure (both mean value and STD) on the lateral sides, on which very complex separation bubbles occur. However, since it doesn’t
influence visibly the prediction of the wake, the coarser mesh can be considered to be reliable enough for practical engineering use.
19



C.3 Mean velocity in the building wake
Fig. C.31. Pressure coefficients statistics predicted with coarse (c_75_10_slip, dashed line) and fine (f_75_10_slip, dotted line) mesh.
The influence of boundary conditions used at the building surface is addressed in Figs. C.32 and C.33, that display the mean velocity components for
cases c_75_10_D_slip (slip condition), c_75_10_D_noslip (no-slip condition) and c_75_10_D_model (turbulent wall model). It is seen that the slip condition
yields an underestimation of recirculation bubbles on the side walls, which is coherent with the lack of production of vorticity at the building surface. In
the wake, the sensitivity of the solution is muchweaker and all approaches yield results in close agreement with experimental data. This is due to the fact
that separation is triggered by building corners, which are singular points at which vorticity is created. A building with circular section on which
separation is governed by the balance between turbulence and pressure gradient would have lead to much larger differences.
Fig. C.32. Streamwise (U) and cross-wind (V) mean velocity in the wake at z ¼ H
(c_75_10_D_slip), no-slip condition (c_75_10_D_noslip) and turbulent wall model (c_7

20
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Fig. C.33. Streamwise (U) and vertical (W) mean velocity in the wake on the symmetry plane, using different boundary conditions at the building surface, slip
condition (c_75_10_D_slip), no-slip condition (c_75_10_D_noslip) and turbulent wall model (c_75_10_D_model).
The last point addressed here is the influence of the grid resolution at the building surface, which is illustrated in Fig. C.34. The finest grid (case
f_75_10_slip) yields a better agreement with experimental data, especially in recirculation bubbles on the sides walls of the building. This is expected,
since shear layers are very thin on these sides and that their spreading rate is a key parameter in the present flow dynamics. On the contrary, velocity
profiles are very similar in the wake of the building, whose dynamics is governed by larger scales that are capture using both grids.
Fig. C.34. Streamwise (U) and cross-wind (V) mean velocity in the wake at z ¼ Href, comparing two grid refinements around the tower. f_75_10_slip: fine grid,
c_75_10_slip: coarse grid.
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