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In the framework of the development of new passive safety systems for the second and third generations of 
nuclear reactors, the numerical simulations, involving complex turbulent two-phase flows around thin or massive 
inflow obstacles, are privileged tools to model, optimize and assess new design shapes. In order to match 
industrial demands, computational fluid dynamics tools must be the fastest, most accurate and most robust 
possible. To face this issue, we have chosen to solve the Navier-Stokes equations using a projection scheme 
for a mixture fluid coupled with an Immersed Boundary (IB) approach: the penalized direct forcing method 
– a technique whose characteristics inherit from both penalty and immersed boundary methods – adapted 
to infinitely thin obstacles and to a Finite Element (FE) formulation. Various IB conditions (slip, no-slip or 
Neumann) for the velocity on the IB can be managed by imposing Dirichlet values in the vicinity of the thin 
obstacles. To deal with these imposed Dirichlet velocities, we investigated two variants: one in which we use the 
obstacle velocity and another one in which we use linear interpolations based on discrete geometrical properties 
of the IB (barycenters and normal vectors) and the FE basis functions. This last variant is motivated by an 
increase of the accuracy/computation time ratio for coarse meshes. As a first step, concerning academic test cases 
for one-phase dilatable-fluid laminar flows, the results obtained via those two variants are in good agreement 
with analytical and experimental data. Moreover, when compared to each other, the linear interpolation variant 
increases the spatial order of convergence as expected. An industrial test case illustrates the advantages and 
drawbacks of this approach. In a shortcoming second step, to face two-phase turbulent fluid simulations, some 
methodology modifications will be considered such as adapting the projection scheme to low-compressible fluid 
and immersed wall-law boundary conditions.
1. Introduction

Many engineering works concern applications involving numerical 
flow simulations with fixed or moving boundaries. In case of moving 
boundaries (fluid-structure interaction, flows induced by a stirrer, etc.), 
the fluid computation mesh must be rebuilt at each modification of the 
boundaries. This can lead to time consuming simulations which is also 
true when considering a geometric shape optimization process for fixed 
boundaries. In this case, a large number of computations, each using 
a particular geometry, may be needed to build a statistic answer sur-
face in order to determine the optimized shapes. To overtake this issue, 
methods allowing the decoupling of the computation mesh from the 
fluid domain can be very useful; notably the Fictitious Domain (FD) 
approach, originally introduced by V.K. SAUL’EV [1], which has been 

* Corresponding author.
E-mail address: georis.billo@cea.fr (G. Billo).

investigated in many various domains of industrial interest such as tire 
design [2], fluid-transported solid particles [3], nuclear-waste vitrifica-
tion [4], etc. In the present paper, this approach has been chosen to 
carry out flow simulations around “infinitely thin” obstacles in the field 
of nuclear Pressurized Water Reactor (PWR) safety systems.

The increasing performance and safety requirements for the third 
generation of nuclear reactors led to new research and development 
studies. In this context, new innovative systems, especially based on hy-
draulic diodes, are designed to prevent or mitigate potential accidental 
or incidental situations. An example of the use of the hydraulic diode, to 
postpone PWR core dewatering in case of a large-break Loss Of Coolant 
Accident (LOCA), is what we call the advanced water accumulator for 
which a change in the discharge regime is leaded by a flow vortex cre-
ation [5]. In this paper, another passive system, imagined and patented 
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by CEA [6], is considered: the flow limiter. It is composed of fins which, 
during normal operation, let the regular flow heading into the vessel 
quite unchanged but, in accidental behavior (for instance fluid coming 
out from the vessel due a break on the cold leg), force the creation of 
a large vortex of fluid and so reduce the flowrate going outflow of the 
vessel (i.e. postpone the core dewatering). For more information about 
the background, the interested reader can refer to [7,8].

As a whole, the aimed application induces a compressible two-phase 
flow at low Mach number and with a thermodynamic disequilibrium. 
Keeping in mind the statistical optimization goal, a Homogeneous Equi-
librium Model (HEM) with disequilibrium closure laws [9] should be 
considered to preserve low computational times while taking into ac-
count two-phase aspects. However, for the sake of simplicity of the 
presentation, only one-phase dilatable Navier-Stokes equations are con-
sidered in this paper, (but two-phase flow illustration can be found 
in [8]).

From this point of view, projection schemes are often used to deal 
with those equations [10] at low Mach number. Moreover, most of 
CEA codes involving Computational Fluid Dynamics (CFD) use those 
fractional-step techniques.
At last, the flow regime, together with the complex geometry of the 
devices, also indicate that the turbulence will be a major phenomenon 
but will not be fully treated in this first approach – it will have to in 
future models – as only a scalar Schlichting’s model approach [11] is 
considered here.

In order to model the thin fins which compose passive safety systems 
such as the flow-limiter (cf. Section 1 while preserving low computa-
tion times, the FD approach, widely used for flows around complex 
geometries, has been chosen. Since this approach was introduced, many 
techniques have been proposed in different fields of physics. In any case, 
the common main idea, which is pretty well summarized by K. KHADRA

et al. in the context of the Navier-Stokes equations [12], is to solve 
Partial Derivative Equations (PDE) on a much simpler computation do-
main Ω (for instance a parallelepipedal box in 3D), called “fictitious 
domain”, in which the physical domain Ω𝑓 is embedded. Here, Ω𝑓 and 
Ω𝑠 are two subsets embedded in the FD Ω such as Ω = Ω𝑓 ∪ Ω𝑠 and 
dim(Ω𝑓 ∩ Ω𝑠) = dim(Ω) − 1. The interface between Ω𝑓 and Ω𝑠 – which 
can be a union of interfaces – is denoted Γ = 𝜕Ω𝑓 ∩ 𝜕Ω𝑠 ⧵ 𝜕Ω. This ap-
proach allows using simple mesh types and fast methods such as, for 
instance, Cartesian grid with an 𝑖𝑗𝑘 finite difference scheme.

The presence of the physical immersed boundaries or interfaces Γ is 
then taken into account by modifying the PDE on the fictitious domain 
or the numerical scheme used to solve these equations. A way to classify 
them is to discriminate between the ones which add new terms in the 
governing equations and the ones that modify the numerical operators. 
Without any claim to be exhaustive, we can mention:

• Adds new terms: the Lagrange Multipliers method [13,3,14], the 
Penalty method [15–17], the Fat Boundary Method [18,19], the 
Immersed Spread Interface method [20,21], the Immersed Bound-
ary Method [22–24], the diffuse domain approach [25], etc.

• Modifies the operators: the Immersed Interface Method [26–28], the 
Ghost [29–31] and Cut Cell methods [32], the Cartesian Grid Em-
bedded Boundary method [33–35], the Jump Embedded Boundary 
Conditions [36,21], the Finite Cell Method [37], the X-FEM-based 
FDMs [38], and so on.

For the aimed application, the class of Immersed Boundary Meth-
ods (IBM) has been chosen. Its original version was introduced by C. 
S. PESKIN to model cardiac mechanics and blood flow [22]. The idea 
was to take into account elastic boundaries via a backmoving force im-
posed at the interface by the mean of Dirac delta functions. This force is 
considered as a source term added to the governing equations at a con-
tinuous level. At a discrete level, this approach implies two meshes: a 
volumetric one – often Cartesian – on which the Eulerian variables are 
computed (fluid velocity, pressure, density, etc.) and a curvilinear one – 
2

corresponding to the immersed boundary – on which Lagrangian vari-
ables are computed (velocity and position of the immersed boundary, 
backmoving force, etc.). The backmoving force computed at the inter-
face is then distributed over several cells on each side of the boundary 
by the mean of discrete Dirac delta functions. The interested reader 
can refer to [23] for a more precise explanation, a review of different 
techniques and many references about this topic. This method is quite 
simple to implement and it preserves the use of a Cartesian Eulerian 
grid. However, the application of this method to immersed rigid bound-
aries leads to numerical instabilities.

Then J. MOHD-YUSOF developed a new IBM, based on the one of C.S.
PESKIN, often referred as “Direct Forcing” [39,40]. In his method, the 
local forcing term is added in the equations at a semi-discrete level (dis-
crete time and continuous space) and is constructed so that it cancels 
the inertia, viscous, pressure and Right-Hand-Side (RHS) terms along Γ, 
leaving only a backmoving force which tends to bring the value of the 
computed velocity back to value of the immersed Dirichlet BC. How-
ever, in practice, first, the forcing term is added at the discrete level on 
the degrees of freedom of Ω𝑓 near Γ and, second, the forcing term can-
not be computed implicitly (as it needs information about the values 
of the PDE terms). This implies two steps: one calculation without con-
sidering any boundary and another with the forcing term added to the 
RHS.

To preserve an implicit forcing term, M. BELLIARD et al. developed a 
new technique, called Penalized Direct Forcing (PDF) [41], inspired by 
the Direct Forcing methods and penalization techniques [16,15,42,17]. 
The PDF method has been applied to the incompressible Navier-Stokes 
equations in the framework of the finite volume method using a fi-
nite difference scheme [43]. Note that the PDF method is also coupled 
with a multi-directional linear interpolation of the imposed velocity 
in the vicinity of the immersed boundary in [43]. Generally speak-
ing, data reconstruction on a boundary/interface or in its vicinity is 
a key issue in the scope of fictitious domain methods. Thus, various 
techniques have been developed in order to reconstruct fields coming 
from a boundary on the computation domain (i.e. the computation of 
the velocity imposed by the IB in our case) or the contrary (reconstruc-
tion of stress on the envelope of an airfoil to compute aerodynamic 
forces for instance [44]). In this paper, we focus more specifically on 
interpolation techniques, widely used in all kind of fictitious domain 
methods [40,43,45–47]. Those techniques, aside from involving polyno-
mials or spline functions, can rather be directional (1D) [40] or spatial 
(multi-D) [43]. Those two variants are not used in the same frameworks 
and do not require the same type of information about the boundary/in-
terface.

In this paper, we propose an adaptation of the PDF method to a FE 
framework. Furthermore, as we plan, in near future, to use turbulent 
wall laws in order to interpolate the imposed velocity in the vicinity of 
the immersed boundary, we also propose, as a first step, a FE-based di-
rectional linear interpolation of the imposed velocity in the vicinity of 
the immersed boundary. After the presentation of the time and space 
discretization of the governing equations in Section 2, the adaptation of 
the PDF method to the fractional-step algorithm and the FE formulation 
is discussed in Section 3, as well as the directional linear interpolation 
technique. Numerical results concerning various academic 2D test cases 
and a quasi-industrial 3D test case for one-phase dilatable-fluid flows 
are the object of Section 4. Finally, the paper is concluded and perspec-
tives are outlined.

2. Preliminaries

2.1. Governing equations

As explained in Section 1, a HEM is considered for the two-phase 
flow [48]. Hence the governing equations reduce to the Navier-Stokes 
equations for an equivalent mixture with non-linear coefficients and 



source terms to take disequilibrium into account [9]. The mixture Equa-
tion Of State (EOS) is deduced from each phase EOS, given some 
hypothesis. Moreover, for the shake of computational efficiency and 
looking for stationary time-averaged flow regimes, we model a dilatable 
mixture fluid, neglecting the density waves (𝜕𝑡𝜌 ≡ 0) of a compressible 
fluid flow at low Mach number. Obviously these mixture balance equa-
tions boil down to the standard Navier-Stokes equations for one-phase 
incompressible flow.

Equally, in this paper, we assume that the viscous stress ̄̄𝜎 only de-
pends on the dynamic viscosity 𝜇 and on the strain rate tensor ̄̄𝜀, which 
is defined as follows:

̄̄𝜀 = 1
2
(
∇𝐮+∇𝐮𝑇

)
(1)

with 𝐮 the velocity of the fluid. Hence ̄̄𝜎 = 𝜇 ̄̄𝜀 with 𝜇 given by one-phase 
or mixture EOS or by a turbulent viscosity model.

2.2. Time discretization

Let denote 𝛿𝑡 ∈ ℝ+∗ the adaptive time step and 𝑁𝑇 ∈ ℕ the num-
ber of time steps. Given Ω ⊆ℝ𝑑 a 𝑑-dimensional open compact domain 
with a piecewise regular boundary denoted 𝜕Ω such as Ω=Ω ∪ 𝜕Ω and 
the sequence associated to the discrete time steps (𝑡𝑛)𝑛<𝑁𝑇 +1, we de-
fine 𝐮𝑛 ∶ Ω → ℝ𝑑 (resp. 𝑝𝑛 ∶ Ω → ℝ, 𝜌𝑛 ∶ Ω → ℝ and ̄̄𝜎𝑛 ∶ Ω → ℝ𝑑×𝑑 ) 
as the approximations of the velocity (resp. the pressure, the density 
and the viscous stress tensor) at time 𝑡𝑛. In order to enhance the read-
ability of this document, the inertia and viscous terms are gathered 
together by introducing the notations: ̄̄Ξ𝑛,𝑛+1 = 𝜌𝑛𝐮𝑛 ⊗ 𝐮𝑛+1 − ̄̄𝜎𝑛+1 and 
̄̄Σ𝑛,𝑛+1 = ̄̄Ξ𝑛,𝑛+1 + ̄̄𝐼𝑝𝑛. Considering a semi-implicit scheme with time-
implicit diffusive and (linearized) advective terms, the semi-discrete 
system can be written as follows:⎧⎪⎪⎨⎪⎪⎩
𝛿𝑡−1𝜌𝑛(𝐮𝑛+1 − 𝐮𝑛) + ∇ ⋅ ̄̄Ξ𝑛,𝑛+1 + ∇𝑝𝑛+1 = 𝜌𝑛𝐠 on Ω
∇ ⋅ (𝜌𝑛𝐮𝑛+1) = 0 on Ω
+BC on 𝜕Ω
+IC on Ω

(2)

In this system of equations, we have assumed that the physical quan-
tities as the density, the dynamic viscosity, etc. are computed with EOS 
involving the main variables 𝐮 and 𝑝 at the previous time step and are 
kept constant during the current time step.

2.3. Fractional-step algorithm

Projection schemes [10] are often used to solve the incompressible 
Navier-Stokes equations and are based on the Helmholtz-Hodge theo-
rem. Here, we present its extension to dilatable fluid (∇ ⋅ 𝜌𝐮 = 0). It 
reads as follows:

1. Prediction: only time, inertia, viscous and source terms are consid-
ered, the pressure term is kept at the previous time step. An inter-
mediate velocity, called predicted and denoted 𝐮∗ is computed.

𝜌𝑛

𝛿𝑡
𝐮∗ + ∇ ⋅ ̄̄Σ𝑛,∗ = 𝜌𝑛𝐠+ 𝜌𝑛

𝛿𝑡
𝐮𝑛 (3)

2. Projection: the pressure corrector field is computed using the pre-
dicted velocity and mass balance equation.

1
𝛿𝑡
𝜌𝑛

(
𝐮𝑛+1 − 𝐮∗

)
+∇𝜙𝑛+1 = 0 (4)

∇ ⋅ (4) ⇒Δ𝜙𝑛+1 = 1
𝛿𝑡
∇ ⋅

(
𝜌𝑛𝐮∗

)
(5)

3. Correction: the velocity is computed using the pressure corrector 
gradient.

𝐮𝑛+1 = 𝐮∗ − 𝛿𝑡

𝜌𝑛
∇𝜙𝑛+1 and 𝑝𝑛+1 = 𝑝𝑛 +𝜙𝑛+1 (6)

with 𝐮∗ a provisional variable called the predicted velocity and 𝜙𝑛+1 =
𝑝𝑛+1 − 𝑝𝑛 the pressure corrector.
3

2.4. Finite Element formulation

The computation domain Ω is divided in 𝑁𝐸 ∈ ℕ hexahedral el-
ements, each denoted 𝐾𝑒 with 𝑒 ∈ �1, 𝑁𝐸� and Ω𝑒 the portion of Ω
associated to the element 𝐾𝑒. Those elements are composed of nodes 
and the total number of nodes is denoted 𝑁𝑁 . The mixed FEM is used, 
which means that the discrete unknowns of the problem are decom-
posed in two different FE basis. For the velocity, a ℚ1 basis (i.e. trilinear 
decomposition at nodes) is used while, for pressure, a ℚ0 basis (i.e. the 
discrete pressure field is constant by element) is used. This pair of el-
ements is known to be unstable and can induce checkerboard pattern 
for the pressure but it is kept for two main reasons: i) it counts very 
few degrees of freedom per element – 8 for velocity and 1 for pressure 
compared to 27 and 8 when using a ℚ2–ℚ1 pair which, for instance, 
is stable – so it is quite fast; ii) the pressure instabilities are softened 
when the diffusivity is high enough – i.e. in laminar cases or when the 
turbulent viscosity is high, which is a case of interest for safety passive 
system design. Let us denote 𝐌𝑒 (resp. 𝐃𝑒, 𝐍𝑒 and 𝐁𝑒) the lumped (cf.
Section 3.2) mass (resp. diffusivity, advective and gradient-divergence) 
elemental matrix, 𝜆𝑛𝑒 (resp. 𝜆∗𝑒 and 𝑔𝑒) the components of the velocity 
(resp. predicted velocity and gravity vector) in the ℚ1 finite elements 
basis, 𝜙𝑛+1𝑒 (resp. 𝜌𝑛𝑒) the discrete pressure corrector (resp. fluid den-
sity) in an element 𝐾𝑒 (i.e. ℚ0) and, finally, 𝜆𝑛+1Γ the decomposition 
of the imposed velocity 𝐮𝑛+1Γ in the ℚ1 finite elements basis. Then, the 
space-discrete versions of the prediction equation (3) and projection 
equation (4) can be written as follows:( 1
𝛿𝑡
𝐌𝑒𝜌

𝑛
𝑒 +𝐃𝑒𝜇

𝑛
𝑒 +𝐍𝑒𝜌

𝑛
𝑒

)
𝜆∗𝑒 =

1
𝛿𝑡
𝐌𝑒𝜌

𝑛
𝑒𝜆

𝑛
𝑒 +𝐁𝑒𝑝𝑛𝑒 +𝐌𝑒𝜌

𝑛
𝑒𝑔𝑒 (7)

1
𝛿𝑡
𝐌𝑒𝜌

𝑛
𝑒

(
𝜆𝑛+1𝑒 − 𝜆∗𝑒

)
= 𝐁𝑒𝜙𝑛+1𝑒 (8)

Moreover, let us notice that the general idea of the PDF method 
(cf. Section 3) does not depend strongly on the space discretization. If 
needed, it could be adapted to another pair of elements with little effort 
and without changing the philosophy behind it. For general informa-
tion about solving the Navier-Stokes equations with the FEM, one can 
refer to [49]. For more detailed information about the Finite Element 
formulation used in this paper, the interested reader can refer to [9].

3. Penalized Direct Forcing method

3.1. Adaptation to the projection scheme

In the context of the dilatable Navier-Stokes equations considered in 
this paper, the forcing term has to be modified (in comparison to the 
one presented in [43] which considers an incompressible fluid) in order 
to preserve its good mathematical properties. It is defined as follows:

𝐟𝑛+1 ∶= 𝜒

𝜂𝛿𝑡
𝜌𝑛

(
𝐮𝑛+1Γ − 𝐮𝑛+1

)
(9)

with 𝜂 ∈ ℝ+∗ (such as 𝜂 ≪ 1) the penalty parameter, 𝜒 ∶ Ω → {0,1} the 
characteristic function of the immersed boundary and 𝐮𝑛+1Γ the velocity 
imposed by the immersed boundary (or immersed Dirichlet boundary 
condition). This formulation provides two advantages: it is implicit due 
to the penalization and has a suitable mathematical formulation that 
allows an easy adaptation to the projection of fractional-step schemes.

When using a projection scheme together with IBM, one has shown
that the forcing term should be split between the prediction and correc-
tion equations in order to preserve the accuracy of the method [45,50,
51]. Inspired by the work of M. BELLIARD and C. FOURNIER [41], the 
following splitting is defined (𝐟𝑛+1

𝑃
+ 𝐟𝑛+1

𝐶
= 𝐟𝑛+1):

𝐟𝑛+1
𝑃

∶=
𝜒

𝜂𝛿𝑡
𝜌𝑛

(
𝐮𝑛+1Γ − 𝐮∗

)
(10)

𝐟𝑛+1
𝐶

∶=
𝜒

𝜂𝛿𝑡
𝜌𝑛

(
𝐮∗ − 𝐮𝑛+1

)
(11)



where 𝐟𝑛+1
𝑃

and 𝐟𝑛+1
𝐶

are the parts of the forcing term respectively added 
during the prediction and correction steps.

Those two forcing terms (cf. equations (10) and (11)) are respec-
tively added in equations (3) and (4). Then, the fractional-step scheme 
becomes:

𝜌𝑛

𝛿𝑡
(𝐮∗ − 𝐮𝑛) + ∇ ⋅ ̄̄Σ𝑛,∗ = 𝜌𝑛𝐠+ 𝜒

𝜂𝛿𝑡
𝜌𝑛

(
𝐮𝑛+1Γ − 𝐮∗

)
(12)

𝜌𝑛

𝛿𝑡

(
𝐮𝑛+1 − 𝐮∗

)
+∇𝜙𝑛+1 =

𝜒

𝜂𝛿𝑡
𝜌𝑛

(
𝐮∗ − 𝐮𝑛+1

)
(13)

and, by gathering terms together in the correction equation (13), we 
obtain:

𝜌𝑛

𝛿𝑡
𝐮𝑛+1 + 𝜂

𝜂 + 𝜒
∇𝜙𝑛+1 = 𝜌𝑛

𝛿𝑡
𝐮∗ (14)

However, the characteristic function 𝜒 is discontinuous among the 
immersed boundary Γ. Therefore, the divergence cannot be directly ap-
plied to (14) to get the projection equation. The divergence is applied 
at a space-discrete level (cf. Section 3.2).

Beyond the preservation of the accuracy of the fractional-step 
method, equation (14) provides a way to isolate ∇𝜙𝑛+1 on one side of 
the immersed obstacle. It is similar to the standard Neumann condition 
∇(𝑝𝑛+1 − 𝑝𝑛) ⋅ 𝐧 = 0 on the obstacles, provided that the initial condition 
verifies it.

3.2. Adaptation to the Finite Element formulation

As already mentioned, the PDF method was initially developed in 
the finite-volume framework using a finite-difference MAC scheme. 
Here, we present a Galerkin Finite Element Method (FEM) version that 
has been implemented in a preexisting CEA application. As the location 
of the vector and scalar unknowns is completely different from the MAC 
scheme, new properties appear for the PDF projection equation (cf. Sec-
tion 3.2). Concerning the ℚ1-ℚ0 formulation of the PDF equations (12)
to (14), the first issue to address is the discretization of function 𝜒 (cf.
Fig. 1). We consider that the discrete characteristic function is equal to 
1 in the elements crossed by Γ and 0 elsewhere (i.e. the 𝜒 is decomposed 
in the ℚ0 FE basis). Thus, we can define 𝜒𝑒 and 𝜉𝑒 such as:

∀𝑒 ∈ �1,𝑁𝐸�,

{
𝜒𝑒 = 1 if Ω𝑒 ∩ Γ ≠ ∅

𝜒𝑒 = 0 else
and 𝜉𝑒 = 1 +

𝜒𝑒
𝜂

(15)

Then, the discrete version of the prediction equation (12) is ob-
tained from equation (7), adding the discrete forcing term 1

𝛿𝑡
𝐌𝑒𝜌

𝑛
𝑒 (𝜉𝑒 −

1) 
(
𝜆𝑛+1Γ − 𝜆∗𝑒

)
to the RHS. Here 𝜆𝑛+1Γ ∈ ℝ𝑚𝑒 are the components of the 

discrete imposed velocity on Γ in the ℚ1 FE basis (i.e. at nodes) with 
𝑚𝑒 = 𝑛𝑒𝑑 and 𝑛𝑒 ∈ ℕ the number of nodes belonging to the element 𝐾𝑒. 
At this stage, those components are considered as known values coming 
directly from the IB condition – what we call a direct assignment.

From equation (14), the discrete PDF projection equation is obtained 
the same way. Considering the discrete projection equation (8) and the 
discrete forcing term, we get:

1
𝛿𝑡
𝐌𝑒𝜌

𝑛
𝑒

(
𝜆𝑛+1𝑒 − 𝜆∗𝑒

)
− 1
𝜉𝑒
𝐁𝑒𝜙𝑛+1𝑒 = 𝟎ℝ𝑚𝑒 (16)

and, left multiplying this equation by 𝐵𝑇
𝑒 𝑀

−1
𝑒 and considering the dis-

crete mass balance, the projection equation, only depending on the 
pressure corrector, can be obtained (cf. Section 3.2). Finally, the full 
algorithm including PDF terms is summarized as follows:( 1
𝛿𝑡
𝐌̂𝑒𝜌

𝑛
𝑒 +𝐃𝑒𝜇

𝑛
𝑒 +𝐍𝑒𝜌

𝑛
𝑒

)
𝜆∗𝑒 =−𝐁𝑒𝑝𝑛𝑒 +

1
𝛿𝑡
𝐌𝑒𝜌

𝑛
𝑒

(
𝜆𝑛𝑒 + 𝑔𝑒

)
(17)

+ 1
𝛿𝑡
𝐌𝑒𝜌

𝑛
𝑒 (𝜉𝑒 − 1)𝜆𝑛+1Γ

𝐁𝑇𝑒 𝐌̂
−1
𝑒 𝐁𝑒𝜙𝑛+1𝑒 =− 1

𝛿𝑡
𝐁𝑇𝑒 𝜌

𝑛
𝑒𝜆

∗
𝑒 (18)

𝜆𝑛+1𝑒 =𝜆∗𝑒 + 𝛿𝑡𝐌̂−1
𝑒

1
𝜌𝑛𝑒

𝐁𝑒𝜙𝑛+1𝑒 (19)
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where 𝐌̂𝑒 = 𝐌𝑒𝜉𝑒 denotes a modified mass matrix. In the prediction 
equation, the PDF forcing is split into an implicit contribution (an ad-
dition to the mass matrix via the coefficient 𝜉𝑒) and an explicit source 
term. Using the matrix 𝐌̂𝑒 in the time terms, the PDF fractional-step al-
gorithm is very similar to the standard algorithm with the extra source 
term 1

𝛿𝑡
𝐌𝑒𝜌

𝑛
𝑒 (𝜉𝑒 − 1)(𝜆𝑛+1Γ − 𝜆𝑛𝑒) that vanishes when 𝜒𝑒 = 0. In a way, the 

proposed PDF method, when the forcing term is split, can be considered 
as hybrid (with respect to the categories presented in the introduction) 
because it involves both an addition of new terms (prediction equation) 
and a modification of operators (kind of Laplace operator in the projec-
tion equation).

One can also note that we consider a lumped mass matrix (i.e. the 
mass matrix is reduced to a diagonal matrix). Obviously, this involves 
a loss of information. However, in case of steady-state computations, 
the dynamic behavior is not of interest, neither the form of the mass 
matrix. And, in case of transient computations, R. L. T. BEVAN et al.
have shown that the impact of the lumping process on the results is 
moderate [52]. This approach motivated the idea to lump the implicit 
part of the contribution of the forcing term to the mass matrix. Indeed, 
the factor 𝜂−1, present in the forcing term, can badly degrade the mass 
matrix conditioning as 𝜂 ≪ 1. Thus, lumping the contribution of the 
forcing term in conjunction with the use of a diagonal preconditioner 
greatly enhances the robustness of the method without degrading the 
results too much (cf. Section 4).

As mentioned in Section 3.1, the matrix related to the Laplace op-
erator, in the projection equation (18), is not directly constructed from 
the weak form. Indeed, the discrete divergence matrix 𝐁𝑇𝑒 is applied at 
a discrete level to the correction equation (16), considering the fact that 
the discrete mass equation stands as 𝐁𝑇𝑒 𝜌𝑛𝑒𝜆𝑛+1𝑒 = 𝟎ℝ𝑚𝑒 .

Finally, let us note that, as all the components of the pressure-
correction gradient term 𝐌̂−1

𝑒 𝐁𝑒𝜙𝑛+1𝑒 are located at the same element 
nodes in this FEM scheme, the isolation mentioned in Section 3.1 oc-
curs for all the space directions contrary to the previous finite difference 
scheme (isolation in the face-normal direction only) [43].

3.3. FE-based directional linear interpolation

In this work, we consider a directional (1D) polynomial interpo-
lation to compute 𝐮𝑛+1Γ (as in case of laminar flows), even if, in our 
target applications, it is not sufficient to properly take into account spe-
cific phenomena (turbulent flows for instance) and information must 
be added by the means of analytical or empirical laws. For the turbu-
lent flows case, numerous turbulent wall laws have been developed and 
used to compute data on or in the vicinity of a boundary (see [53] for 
instance), but it will be treated in an upcoming paper.

Previously, we considered that the decomposition 𝐮Γ in the ℚ1 FE 
basis (needed to compute the value of the explicit source added in 
the prediction equation) was directly given by the IB condition. In a 
way, this amounts to saying that the nodes belonging to the elements in 
which 𝜒𝑒 is non-zero are precisely located on the immersed obstacle (i.e.
we have conforming boundaries like in a body-fitted case). Nonetheless, 
it is not actually true which means that, in order to enhance the fidelity 
of the method, the velocity imposed by the IB at those nodes has to be 
computed, or reconstructed, somehow. Otherwise, a direct assignment, 
using the obstacle boundary conditions onto the forced nodes, leads to 
a 2-norm space convergence of first order, as shown by theoretical 
or numerical studies [54,43]. This implies to have more geometrical 
information about the non-conforming boundary than its discrete char-
acteristic function alone. To be more specific, a position at which the 
velocity imposed by the IB is actually known (i.e. a point of the im-
mersed boundary) and the orientation of the IB at the given position 
are needed. A way to aggregate those two pieces of information is to 
consider the normal projection, on the IB, of the node at which 𝐮𝑛+1Γ is 
computed. Indeed, the boundary velocity (or its normal derivative in 
case of slip condition) is known at this position and the normal vector 
can be deduced from the coordinates of the two points. The following 



Fig. 1. Schematic representation of the computation grid and the collection of facets associated to the immersed boundary.
section described the method used to compute this projection point. In 
order to make the following explanations clearer, let us define some 
notations:

• 𝐽𝑒 =
{
𝑗 ∈ �1,𝑁𝑁 �

|||𝐱𝑗 ∈Ω𝑒

}
: the set of node numbers included in 

element 𝐾𝑒,
• 𝐸0

𝑗
=
{
𝑒 ∈ �1,𝑁𝐸� ||𝑗 ∈ 𝐽𝑒

}
: the set of element numbers which share 

the node 𝑗,
• 𝐸𝜒

𝑗
=
{
𝑒 ∈𝐸0

𝑗
||𝜒𝑒 = 1

}
: the set of element crossed by Γℎ which 

share the node 𝑗,
• 𝐽 = {𝑗 ∈ �1, 𝑁𝑁 � |∃𝑒 ∈ 𝐸0

𝑗
∕𝜒𝑒 = 1}: the set of node numbers for 

which a projection point need to be computed (points marked with 
a cross on Fig. 1).

3.3.1. Geometrical data reconstruction

From practical point of view, immersed boundaries are rather de-
scribed by an equation when their geometry is simple – planes, circles, 
cylinders, etc. – and by a spline surface or a collection of facets – meshes 
coming from Computer Assisted Design (CAD) software for instance – 
when their geometry is complex. With respect to the aimed applica-
tions and CEA tools, only collection of plane facets – although exact 
equations are used on simple cases for purpose of verification and val-
idation – are considered in the investigated approach. The projection 
of the nodes included in elements crossed by, at least one facets of the 
immersed boundary mesh, is achieved by using weighted data. The full 
process is detailed in this section. Although it does not depend on the 
problem dimension, it is illustrated with a 2D example for purpose of 
clarity.

We consider the collection of plane facets (i.e. polygons) 
(
𝑆𝑖
)
𝑖∈�1,𝑁𝑆�

, 
representative of the actual immersed boundary Γ, with their respective 
normal vectors 

(
𝐧𝑖
)
𝑖∈�1,𝑁𝑆�

, and Ω𝑒 the portion of Ω covered by the el-

ement 𝐾𝑒. The union of all facets can be seen as the approximation of 
the immersed boundary:

Γℎ =
𝑁𝑆⋃
𝑖=1

𝑆𝑖 (20)

Then, we can define 𝑆𝑖
𝑒, the portion of facet 𝑆𝑖 contained in Ω𝑒 (cf.

Fig. 1), as follows:

∀𝑒 ∈ �1,𝑁𝐸�,∀𝑖 ∈ �1,𝑁𝑆�, 𝑆𝑖 = 𝑆𝑖 ∩Ω𝑒 (21)
𝑒
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For each 𝑆𝑖
𝑒, we can compute an area, denoted 𝑖

𝑒, and a barycenter, 
denoted 𝐛𝑖𝑒 – note that 𝑆𝑖

𝑒 and 𝑆𝑖 share the same normal vector 𝐧𝑖 (cf.
Fig. 1). Using area weighting, we can compute elemental data:

∀𝑒 ∈ �1,𝑁𝐸�∕𝜒𝑒 = 1,

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

𝑒 =
𝑁𝑆∑
𝑖=1

𝑖
𝑒

𝐧𝑒 =
1
𝑒

𝑁𝑆∑
𝑖=1

𝑖
𝑒𝐧𝑖

𝐛𝑒 =
1
𝑒

𝑁𝑆∑
𝑖=1

𝑖
𝑒𝐛

𝑖
𝑒

(22)

In a way, the triplet 
(𝑒,𝐧𝑒,𝐛𝑒

)
represents a plane facet that is con-

sidered “equivalent” to the collection 
(
𝑆𝑖
)
𝑖∈�1,𝑁𝑆�

in the element 𝐾𝑒. 
Then, each node 𝑗 of element 𝑒 can be projected on this equivalent 
plane facet, which gives:

∀𝑒 ∈ �1,𝑁𝐸�∕𝜒𝑒 = 1,∀𝑗 ∈ 𝐽𝑒, 𝐩𝑗𝑒 = 𝐱𝑗 + 𝑙𝑗𝑒𝐧𝑒 (23)

with 𝐱𝑗 the coordinates of node number 𝑗, 𝐩𝑗𝑒 the coordinates of the 
projection of node number 𝑗 on the plane facet associated to 𝐾𝑒 and 
𝑙
𝑗
𝑒 = (𝐛𝑒 − 𝐱𝑗 ) ⋅ 𝐧𝑒 the oriented normal distance between the node 𝑗 and 

the plane facet associated to 𝐾𝑒. Finally, 𝐩𝑗𝑒 is assembled in a FE way to 
obtain:

∀𝑗 ∈ 𝐽 , 𝛼𝑗 =
∑
𝑒∈𝐸𝜒

𝑗

𝛼𝑗𝑒 , 𝐱𝑝
𝑗
= 1
𝛼𝑗

∑
𝑒∈𝐸𝜒

𝑗

𝛼𝑗𝑒𝐩
𝑗
𝑒 (24)

with 𝐱𝑝
𝑗
: the coordinates of the actual discrete projection of node 𝑗 and 

the weight 𝛼𝑗𝑒 . Several variants, depending on the value of 𝛼𝑗𝑒 , have been 
developed: arithmetic mean, area weighting, invert distance weighting 
and area over distance weighting. But, only the area weighting is con-
sidered in the rest of the paper.

3.3.2. Interpolation of the imposed velocity

With those new pieces of information coming from the geometry 
of the immersed boundary Γ, directional interpolation methods can be 
used to compute the imposed velocity 𝐮𝑛+1Γ (the time index exponent 
notation will be omitted in this section for purpose of readability, keep-
ing in mind that the imposed velocity is interpolated at each time step). 
Given the coordinates 𝐱𝑝

𝑗
of the approximate projection of node 𝑗, we 

can reconstruct an outward normal vector:



∀𝑗 ∈ 𝐽 , 𝐧𝑗 =
𝐱𝑗 − 𝐱𝑝

𝑗|𝐱𝑗 − 𝐱𝑝
𝑗
| (25)

Then, we find a point 𝐱𝑓
𝑗

in the prolongation of 𝐧𝑗 :

𝐱𝑓
𝑗
= 𝐱𝑗 + 𝑑

𝑓
𝑗
𝑐 𝐧𝑒 (26)

with the distance 𝑑𝑓
𝑗

, the maximum distance between a node 𝑗 and its 
neighbors, defined as follows:

∀𝑗 ∈ 𝐽 , 𝑑
𝑓
𝑗
= max

𝑒∈𝐸0
𝑗

(
max
𝑖∈𝐽𝑒

|||𝐱𝑗 − 𝐱𝑖
|||
)

(27)

and 𝑐 ∈ ]1,+∞] a coefficient. The velocity at this point 𝐱𝑓
𝑗

is computed 
using the FE basis functions:

𝐮
(
𝐱 = 𝐱𝑓

𝑗

)
≈

𝑁∑
𝑘=1

𝜆𝑘𝜑𝑘

(
𝐱 = 𝐱𝑓

𝑗

)
(28)

with 𝜆𝑘 ∈ ℝ𝑑 the component 𝑘 of the decomposition of the velocity 
in the FE basis and 𝜑𝑘 the ℚ1 basis function associated to the node 𝑘. 
However, as 𝜑𝑘 ∈ 

(
𝑘Ω

)
which means that the support of 𝜑𝑘 is compact 

and equal to 𝑘Ω with:

𝑘Ω=
⋃
𝑒∈𝐸0

𝑘

Ω𝑒 (29)

we can consider only the nodes belonging to the element 𝑓 which con-
tains the point 𝐱𝑓

𝑗
. Then equation (28) becomes:

𝐮
(
𝐱 = 𝐱𝑓

𝑗

)
≈ 𝐮𝑓

𝑗
=

∑
𝑘∈𝐽𝑓

𝜆𝑘𝜑𝑘

(
𝐱 = 𝐱𝑓

𝑗

)
(30)

Note that all nodes of 𝐽𝑓 have to be “purely fluid” which means they 
have to belong only to elements not crossed by the boundary or, said 
otherwise, we must have:

∀𝑘 ∈ 𝐽𝑓 ,∀𝑒 ∈𝐸0
𝑘
, 𝜒𝑒 = 0 (31)

in order for 𝐮𝑓
𝑗

to be clearly defined. Indeed, if it is not the case, we 
obtain a circular definition for 𝐮𝑗 . To prevent this from happening in 
practice, we take 𝑐 = 1.1 at first. Then, if the element 𝑓 is not “purely 
fluid”, we retry with 𝑐 = 2.1.

Finally, if we denote 𝐮𝑝
𝑗
= 𝐮 

(
𝐱 = 𝐱𝑝

𝑗

)
(given by the IB condition), we 

can interpolate the velocity at node 𝑗 as follows:

𝐮(𝐱 = 𝐱𝑗 ) ≈ 𝐮𝑗 = 𝐮𝑝
𝑗
+

𝐮𝑓
𝑗
− 𝐮𝑝

𝑗|𝐱𝑓
𝑗
− 𝐱𝑝

𝑗
| |𝐱𝑗 − 𝐱𝑝

𝑗
| (32)

4. Numerical results

These numerical results have been obtained with a specific applica-
tion based on the TRUST open-source platform [55,56], developed by 
the CEA, called GENEPI+, a component scale code used for the mod-
eling of steam generator. It has mainly been chosen because it already 
features an immersed obstacle model which can easily be modified, i.e.
turned into a PDF forcing term. Moreover, even if the numerical results 
provided in this Section are obtained for one-phase flows, it uses a re-
laxed homogeneous equilibrium model for two-phase flows. For more 
detailed information about the GENEPI+ code, the interested reader 
can refer to [57,9].

As a preamble, we detail our approximation of the aerodynamic 
force induced by the flow around an obstacle. At a fully continuous 
level, the definition of the aerodynamic force is the following:

𝐭Γ ∶= ∫
Γ

( ̄̄𝜎 − ̄̄𝐼𝑝) ⋅ 𝐧Γ = ∫
Ω𝑠

∇ ⋅ ( ̄̄𝐼𝑝− ̄̄𝜎) (33)

If we denote:
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Ωℎ
𝑠 =

⋃
𝑒∈

Ω𝑒 with  =
{
𝑒 ∈ �1,𝑁𝐸�∕Ω𝑒 ∩Ω𝑠 ≠ ∅

}
(34)

we can approximate the aerodynamic force at a time-discrete level:

𝐭Γ = ∫
Ω𝑠

∇ ⋅ ( ̄̄𝐼𝑝− ̄̄𝜎) ≈ ∫
Ωℎ
𝑠

∇ ⋅ ( ̄̄𝐼𝑝𝑛+1 − ̄̄𝜎𝑛+1) = 𝐭ℎΓ (35)

Then, if we consider the semi-discrete weak formulation of the com-
plete momentum balance equation on Ωℎ

𝑠 , the approximate value of the 
aerodynamic force can be computed as follows:

𝐭ℎΓ = ∫
Ωℎ
𝑠

𝐟𝑛+1 − ∫
Ωℎ
𝑠

[
𝜌𝑛

𝐮𝑛+1 − 𝐮𝑛
𝛿𝑡

+∇ ⋅ (𝜌𝑛𝐮𝑛 ⊗ 𝐮𝑛+1)
]

(36)

As a first approximation, the integral of the total derivative is as-
sumed negligible – i.e. steady state, uniformity and symmetry assump-
tions which can lead to incorrect estimations (cf. Section 4.3). Thus we 
have:

𝐭ℎΓ ≈ ∫
Ωℎ
𝑠

𝐟𝑛+1 = ∫
Ω

𝐟𝑛+1 (37)

4.1. Laminar 2D Poiseuille flow (channel aligned with the mesh)

4.1.1. Description

Poiseuille flow refers to a viscous fluid flow between two parallel 
plane plates, what we call channel, or within a cylindrical tube. In two 
dimension, which is our case of interest for verification purposes, both 
cases are equivalent. Thus we will only consider the flow between two 
plates. Fig. 2a gives our test case configuration where the Reynolds 
number ℜ is equal to 1, Ω𝑓 (resp. Ω𝑠) represents the physical (resp. 
non-physical) domain (Ω = Ω𝑓 ∪ Ω𝑠 is the computational or fictitious 
domain), Γ1 and Γ2 are the two immersed boundaries at which a no-
slip condition is considered, 𝑙 = 4𝑚 is the length of the channel, 𝑤 = 1𝑚
is the width of the channel and 𝐮∞ represents the inlet velocity field 
(given by the analytical solutions of the Poiseuille flow problem detailed 
hereafter) with 𝑈∞ = max

(|𝐮∞|) = 1 m.s−1. The distance between the 
plates is assumed widely smaller than the dimensions of the plates (i.e.
𝑤 ≪ 𝑙). Therefore, the lubrication theory is used to obtain analytical 
solutions.

4.1.2. Studies

The behavior of our method with respect to the penalty parame-
ter 𝜂 has been studied in the case of a 2D Poiseuille flow. The channel 
is aligned with the grid and the immersed boundaries are conforming 
to element interfaces in order to minimize the spatial error and focus 
on the penalty error. Fig. 3a shows the 2 and ∞ relative norms of 
the error of the component of the velocity oriented along the channel 
axis obtained from several values of the penalty parameter. The blue 
curve marked with empty circles corresponds to results obtained with 
the variant of the method in which the value of the imposed velocity is 
directly assigned to the immersed Dirichlet boundary condition value. 
The red curve marked with disks corresponds to the results obtained 
with the directional velocity interpolation technique described in Sec-
tion 3.3.2. In both cases, the numerical order of convergence is close to 
1, which is consistent with the conclusions of P. ANGOT et al. in [16,15]. 
However, it can be noted that the converged value of the relative er-
ror, in both norms, is higher when using the interpolation technique. 
It could be explained by the fact that the interpolation process adds a 
spatial error which is absent when using the direct assignment – in that 
case, the exact solution value is directly assigned to the imposed veloc-
ity because the immersed boundaries are conforming. The evolution of 
the pressure gradient with respect to the penalty parameter 𝜂 tends to 
be similar and so it is not shown in this paper. As pressure gradient is 
not interpolated, this tends to confirm the assumption about an added 
space error due to the interpolation process. Concerning pressure, in



Fig. 2. Schematic representation of the computational domain for the different laminar validation cases.

Fig. 3. Evolution of relative norms (2 and ∞) of the error related to the velocity along 𝑒𝑦 and related to the pressure with respect to the value of the penalty 
parameter 𝜂.
Fig. 3b, results are similar for both techniques and an order of conver-

gence of about 3∕4 is found – a value which is, once again, consistent 
with the conclusions of P. ANGOT.
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All the norms have been computed on a part of the fluid domain 
far from boundary to avoid boundary effects (i.e. for 0.5 < 𝑥 < 1.5 and 
1 < 𝑦 < 3).



Fig. 4. Evolution of azimuthal velocity along the radius and evolution of the relative 2 and ∞ norms of error of the azimuthal velocity with respect to the grid 
step.
4.2. Laminar Taylor-Couette flow

4.2.1. Description

Taylor-Couette flow refers to the flow between two infinitely long 
concentric circular cylinders which are rotating at different angular ve-
locities. Using previous notations, Fig. 2b gives a schematic view of the 
case configuration where Re = 1, 𝑟1 = 0.5𝑚 (resp. 𝑟2 = 1𝑚) is the radius 
of the inner (resp. outer) cylinder, 𝜔1 = 1𝑟𝑎𝑑.𝑠−1 (resp. 𝜔2 = −1𝑟𝑎𝑑.𝑠−1) 
is the angular velocity of the inner (resp. outer) cylinder, Γ1 (resp. Γ2) is 
the immersed boundaries corresponding to the inner (resp. outer) cylin-
ders (they correspond to a no-slip condition, which means a Dirichlet 
BC with the Dirichlet fluid velocities given by the cylinders velocities), 
𝑙 = 2𝑟2 +

1
4 is the side of the square domain and (𝑒𝑟, 𝑒𝜃) is the polar 

frame. The stability of this flow is ensured by a condition on the Taylor 
number, denoted Ta:

Ta ∶=
𝜔1

2𝑟𝑚(𝑟2 − 𝑟1)3

𝜈2
< Ta𝑐 with 𝑟𝑚 =

𝑟1 + 𝑟2
2

(38)

where Ta𝑐 ≈ 1.712 is the critical Taylor number computed by linear anal-
ysis [58]. The numerical application gives, in our case, Ta = 1.5, so the 
criterion is respected. This means that, using lubrication theory once 
again, we are able to compute a steady-state solution in which the fluid 
velocity is purely azimuthal.

4.2.2. Studies

The mentioned laminar Taylor-Couette case was used to carry out 
a mesh convergence study. The obtained results are good agreement 
with the analytical solution and the spatial convergence is numerically 
observed (cf. Fig. 4). Even if the orders of convergence (about 1.7 in 
2 norm and 1.1 in ∞ norm), when using interpolation, are not as 
close to 2 as the one computed for the tilted Poiseuille flow (results 
are not shown presented in this paper for purpose of concision, this 
technique greatly enhances the results (a factor 10−1 applied on the 
2 relative norm of error and a better agreement with the analytical 
solution observed on the profile view).

4.3. Laminar flow around a circular cylinder

4.3.1. Description

The flow around a circular cylinder is a widely studied problem in 
the field of fluid dynamics. Using previous notations, Fig. 2c gives the 
test case configuration where Γ is the immersed boundaries correspond-
ing to the surface of the cylinder, 𝑟 = 0.5𝑚 is the cylinder radius, 𝑙 = 120𝑟
8

is the side of the square domain. It is large to avoid boundary effects, 
𝐮∞ represents the uniform inlet velocity field and 𝜔 ∈ {0,2} is the an-
gular velocity of the cylinder. There is no analytical solution, but many 
experiments and simulations give macroscopic indicators, such as the 
drag and lift coefficients, as comparison elements in the static case (i.e.
𝜔 = 0). Some experimental data are also available for the rotating case.

4.3.2. Studies

First, a mesh convergence study was carried out using the whole so-
lutions for laminar steady cases (Re = 20) and the drag coefficients for 
laminar unsteady cases (Re = 100) – we use an adaptative time step 
which depends on the grid step, so the solutions of unsteady cases 
desynchronize when the mesh changes. As there is no analytical so-
lution for the Navier-Stokes equations in the case of a flow around a 
circular cylinder, the simulation results obtained using the finest grid 
are considered as a reference. Moreover, as we are only concerned with 
convergence aspects in this study, we can consider a smaller domain 
(10𝑑×10𝑑) without loss of generality. When looking at the mesh conver-
gence curves, in 2 and ∞ norm, for the static cylinder at Re = 20 (cf.
Figs. 5a and 5b), the conclusion is the same as the one formulated for 
the Poiseuille and Taylor-Couette flows: the linear interpolation of the 
velocity in the vicinity of the obstacles reduces the error between the 
computed and reference solutions while increasing the rate of conver-
gence (conclusion is also the same for the rotating cylinder at Re = 20, 
results are not shown in this paper for purpose of concision). However, 
the order of convergence is slightly lower than two in 2 norm when 
using the linear interpolation (in [1.4, 1.7]) and slightly larger than 1 
when using only direct assignment (in [1.2, 1.3]). This may be linked 
to the lack of analytical solution. This difference in convergence order 
is also noticed in the ∞ norm: in [1.2, 1.3] when using the linear in-
terpolation and in [0.7, 0.9] when using the direct assignment of the 
velocity. This analysis can be extended to unsteady cases at Re = 100
considering the evolution of the relative error of the drag coefficient 
with respect to the grid step (cf. Figs. 5c and 5d).

Second, a validation study has been carried out. The streamlines 
computed with our approach have been compared to the numerical so-
lutions, presented in [43], in both steady and unsteady cases (cf. Fig. 6
for examples). Globally, the shapes are in good agreement with the lit-
erature, even if the balancing tensor diffusivity (BTD) scheme – used 
to deal with the advective term – induces an extra numerical diffusion 
[59]. Global quantities such as drag and lift coefficients (respectively 𝐶𝑑
and 𝐶𝑙 with, in unsteady cases, their mean values denoted with a bar 
and their fluctuations denoted with an apostrophe), the angle between 



Fig. 5. Mesh convergence (relative error, 2 and ∞) of the velocity components and drag coefficients for the flow around a circular cylinder.
Table 1

Aerodynamic coefficients computed for the steady laminar flow around a static 
circular cylinder (Re = 20) using both direct assignment (label “A”) and linear 
interpolation techniques (label “B”) where 2𝑟∕ℎ represents the number of ele-
ments within the diameter of the cylinder.

2𝑟∕ℎ References

10 20 [43] [60] [61] [62] [63] [64] [65]

𝐶𝑑 A 2.245 2.154 2.059 2.03 2.02 2.06 2.06 2.00 2.09
B 2.142 2.075 2.054

𝐿𝑤 A 1.297 1.166 0.925 0.92 0.90 0.94 0.93 0.91 –
B 0.749 0.901 0.900

the aerodynamic force and the horizontal axis (𝛼) and the Strouhal 
number (St) have been computed and compiled in Tables 1, 2, 3 and 
4. Those values are in good agreement with the literature (physical 
and numerical experiments), even if some minor discrepancies are no-
ticed (lift-related coefficients and Strouhal number) in unsteady cases 
(Re = 100). Those discrepancies might be explained by the lack of the 
particular derivative of the velocity in the approximation of the aerody-
namic force (cf. preamble of Section 4) – this assumption will be tested 
in upcoming works.

4.4. Laminar flow past a NACA0012 airfoil

4.4.1. Description

The flow past a NACA airfoil is a typical issue in aerodynamics. 
Usually, due to the high velocity of flying objects such as planes, it in-
volves turbulence modeling. However, some laminar cases have been 
studied and simulated by R.C. SWANSON et al. [75]. This provides ele-
9

Table 2

Aerodynamic coefficients computed for the steady laminar flow around a ro-
tating circular cylinder (Re = 20) using both direct assignment (label “A”) and 
linear interpolation techniques (label “B”) where 2𝑟∕ℎ represents the number of 
elements within the diameter of the cylinder.

2𝑟∕ℎ References

10 20 [43] [66] [67] [68] [69]

𝐶𝑑 A 2.057 1.984 1.8608 1.888 1.85 1.925 2.000
B 2.002 1.913 1.8679

𝐶𝑙 A 3.181 3.032 2.9419 2.629 2.75 2.617 2.740
B 2.970 2.868 2.7745

𝛼(◦) A 57.11 56.79 57.68 54.31 56 53.66 53.87
B 56.02 56.29 56.05

Table 3

Aerodynamic coefficients related to the unsteady laminar flow around a static 
circular cylinder (Re = 100) where 2𝑟∕ℎ represents the number of elements 
within the diameter of the cylinder.

2𝑟∕ℎ References

20 40 [43] [67] [63] [61] [70] [71] [72] [73]

𝐶𝑑 1.338 1.319 1.347 1.337 1.340 1.340 1.350 1.317 1.376 –
𝐶𝑑

′ 0.010 0.012 0.009 0.009 0.009 0.011 0.012 0.009 0.010 –

𝐶𝑙
′ 0.276 0.285 0.326 0.326 0.333 0.315 0.303 0.349 0.339 0.227

St 0.145 0.161 0.165 0.165 0.166 0.164 0.167 0.170 0.170 0.164

ments of comparison and test configurations, detailed in Fig. 2d where 
𝜃 is the angle of attack, 𝑐 is the chord of the NACA airfoil, 𝑙 = 10𝑐 is the 



Fig. 6. Streamlines computed for various configurations of the flow around a circular cylinder.
Table 4

Aerodynamic coefficients related to the unsteady laminar flow around a rotat-
ing circular cylinder (Re = 100) where 2𝑟∕ℎ represents the number of elements 
within the diameter of the cylinder.

2𝑟∕ℎ References

20 40 [43] [67] [66] [74]

𝐶𝑑 1.143 1.097 1.12 1.1080 1.1890 1.0979
𝐶𝑑

′ 0.098 0.091 0.11 0.0986 0.1195 0.0988

𝐶𝑙 2.634 2.573 2.51 2.5040 2.4050 2.4833
𝐶𝑙

′ 0.285 0.291 0.37 0.3616 0.4427 0.3603

St 0.151 0.165 0.165 0.1658 0.1732 0.1650

side of the square domain and 𝐮∞ represents the uniform inlet velocity 
field with 𝑈∞ = max

(|𝐮∞|) = 0.5 m.s−1. We tested five configurations: 
10
𝜃 ∈ {0◦,1◦,2◦,3◦} at ℜ = 5000 and 𝜃 = 10◦ at Re = 500. All those config-
urations are supposed to reach a steady state, as stated in [75].

4.4.2. Studies

For the case with a 0◦ angle of attack, shapes and recirculation 
length are really similar to the one presented in [75] (about 0.17 m 
in both cases). Concerning aerodynamic coefficients, we gathered the 
steady regime results obtained for angles of attack of 0 and 1◦ in Ta-
ble 5. Taking into account that an angle difference of 1◦ can not be 
exactly reproduced using our immersed boundary geometrical model, 
we conclude that the aerodynamic coefficients are in a good agree-
ment. However, for cases involving an angle of attack superior to 1◦, 
our method was not able to recover steady state solutions so only the 
mean values of the aerodynamic coefficients are shown in Table 5. 
This can be induced by several phenomena such as: residuals being 



Fig. 7. Mesh configuration of the case involving a device representative of the flow limiter as well as the evolution of the head loss coefficient 𝐾 with respect to the 
equivalent grid step ℎ and streamlines computed with a grid composed of 164160 cells.
Table 5

Aerodynamic coefficients related to the laminar flow past a NACA airfoil. In to-
tal, the domain mesh counts 360,000 elements with approximatively 115 within 
the chord length of the airfoil.

𝜃 𝐶𝑑 𝐶𝑙

Interpolation [75] Interpolation [75]

0 0.0563 0.0555 0.0094 0.0000
1 0.0571 0.0559 0.0092 0.0184

too large because of high convergence criteria (as suggested by R.C.
SWANSON), boundary effects (the size of the used domain is smaller 
than the one used for the circular cylinder cases), grid being too coarse 
and not adapted to the problem (i.e. staircase description of the obstacle 
which could decrease the transition between steady / unsteady regimes 
in terms of Reynolds number) and the use of super-convergence algo-
rithm in the work of R.C. SWANSON.

4.5. Industrial case involving the flow limiter

4.5.1. Description

This case is representative of the flow into a hydraulic diode. As we 
can see in Figs. 7a and 7b, we have a volume mesh (which represents 
the fluid located in the downcomer of a PWR including the inlet and 
outlet vessel) and a surface mesh (which comes from a CAD software 
and represents the shape of the flow limiter). The combination of the 
two, gives a volume mesh with embedded data about the immersed 
boundary (characteristic function, normal vector, etc.).

The case in itself corresponds to a LOCA induced by a break on 
the cold inlet vessel. Thus, as the primary circuit is pressurized, the 
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flow comes from the bottom of the core, with a flowrate of 5.2 kg.s−1

(this estimation is coming from system scale computations), to the break 
(i.e. the inlet vessel). The outflow pressure is fixed at an ad hoc value 
of 50 bar. A Schlichting’s scalar turbulence model is also used with 
a characteristic length of turbulence 𝐿𝑇 = 0.3 m. For a more detailed 
description of the case, the interested reader can refer to [8].

4.5.2. Studies

Using our method, we were able to successfully run 3D flow limiter 
simulations. As shown on Fig. 7d, the expected behavior (i.e. the cre-
ation of a vortex to dissipate kinetic energy) is respected. However, we 
can note the appearance of a chessboard pressure pattern for this rather 
coarse mesh. Practically, this phenomena intensity is decreasing with 
the space step. Then, in order to soften this phenomenon, we should 
optimize the mesh configuration by increasing the density of the cells 
at the vicinity of the immersed boundaries while reducing it in the cold 
leg (in order to preserve the same number of cells and so a similar com-
putation time), cf. Fig. 7b.

We also used the results of those simulations to carry out a mesh con-
vergence study. We focused on the evolution of the head loss coefficient 
𝐾 over the different grids. As the grids are not uniform (cf. Fig. 7b), we 
define an average space step ℎ =𝑁− 1

3 with 𝑁 the number of cells of the 
considered grid. Alike previous mesh convergence studies with no ana-
lytical solution, the solution of the finest grid is considered as reference. 
The obtained results for the head loss coefficients are gathered in Ta-
ble 6. The values justify the preliminary study results [8] which use an 
approximated soft penalty added source term which is only present in 
the prediction equation. Moreover, those results show once again that 
the interpolation technique tends to enhance the spatial convergence 
(cf. Fig. 7c).



Table 6

Values of the head loss coefficient 𝐾 computed with the PDF method using both 
direct assignment and linear interpolation techniques for different grids.

𝐾

𝑁 ℎ (m) Direct assignment Interpolation

6,080 5.48 × 10−2 28.3 26.4
48,640 2.74 × 10−2 14 14.7
164,160 1.83 × 10−2 6.6 6.0
794,880 1.08 × 10−2 5.7 5.5
3,594,240 6.53 × 10−3 5.5 5.4

5. Conclusion and perspectives

In this document, the theoretical aspects of the Penalized Direct 
Forcing method (an IBM whose characteristics inherit from both penalty 
and direct forcing methods) are detailed: it involves solving the dilat-
able Navier-Stokes equations using a fractional-step algorithm and an 
additional source term representative of the modeled obstacles (some 
kind of backmoving force). It was initially developed and tested in 
the context of a space-time discretization based on a finite difference 
scheme. Here, we specify and test the method using a Galerkin finite el-
ement discretization with a lumping of the mass matrix. Moreover, an 
enhancement of the method is also proposed. It consists in a directional 
interpolation of the velocity in the vicinity of the obstacles. To be able 
to interpolate, new data about the immersed boundary are needed and 
the method to obtain them is also described here. A list of validation 
test cases is presented, as well as numerical results. The steady laminar 
Poiseuille and Taylor-Couette flows, for which analytical solutions are 
known, allowed us to carry out numerical convergence studies, with re-
spect to the penalty parameter and the grid step. It is worth noting that 
the new linear interpolation technique reduces the difference between 
the computation results and the analytical solution while increasing the 
spatial order of convergence (almost reaching two for the velocity in 2

norm). Another validation case presented in this document is the lami-
nar flow around a circular cylinder. It is declined in four configurations: 
steady regime with static cylinder, steady regime with rotating cylinder, 
unsteady regime with static cylinder and unsteady regime with rotating 
cylinder. Even if no analytical solution is available for the flow around 
a cylinder, a mesh convergence study is presented (the numerical re-
sults computed with the finest grid are considered as a reference) and 
shows, once again, that the interpolation technique increases the spa-
tial order of the method. The results obtained with our approach are 
also compared to experimental data and other simulations via quanti-
ties such as aerodynamic coefficients and the Strouhal number on the 
circular cylinder test case and a laminar flow past a NACA0012 airfoil 
test case. Globally, the values obtained are in good agreement with the 
literature which provides valuable validation data. An industrial study, 
involving a steady turbulent flow past a complex geometry (representa-
tive of a flow limiter) is also presented. Overall, the results are in good 
agreement with the previous preliminary studies [8]. Moreover, sim-
ulations involving finer grids have been carried out, showing that the 
present method is more robust than the one used in [8].

In the near future, two developments are considered. The first one 
consists in interpolating the normal component of the pressure gradi-
ent in the vicinity of the immersed boundaries. Indeed, the velocity 
is interpolated using the presented methodology but not the pressure 
gradient (nor pressure corrector). Yet, the pressure gradient appears in 
the Navier-Stokes prediction equation. An idea to deal with this issue 
could be to interpolate the normal pressure gradient or corrector (as 
we consider ∇𝑝𝑛+1 ⋅ 𝐧 = 0 as immersed boundary condition for the pres-
sure) using the same methodology as the one used of the velocity. The 
second one involves turbulence modeling: the idea is to extend the in-
terpolation process to turbulent wall laws (i.e. power wall law [53]). 
Thus, we will be able to carry out turbulent simulations of the flow lim-
iter involving well-established turbulent models as the wall laws, RANS 
and LES models. The modeling of other passive safety systems, such as 
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the advanced accumulator [5], is also considered to demonstrate the in-
terest of using our method to carry out design and shape optimization 
studies.
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