Real-Time Railway Traffic Management Problem: a Dynamic Decomposition Approach
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1 Introduction

Railway services are operated following a predefined timetable. However, their execution is often perturbed by unexpected events that make this timetable infeasible. Delay caused by these events is named primary delay, and it implies that trains occupy tracks at times that are different from the planned one. Depending on traffic and track layout, these late occupations may bring to conflicts, in which at least one train must slow down or even stop to preserve safe separation. This slowing down generates secondary delay, which may quickly propagate in the network. Dispatchers can take actions to limit delay propagation, as train rerouting and rescheduling. Several optimization approaches have been proposed in the literature to tackle this problem and support dispatchers [1]. This problem is named real-time Railway Traffic Management Problem (rtRTMP). Few papers try to coordinate traffic management decisions made on several microscopic parts of infrastructures, or on a somehow obtained decomposition of the overall problem (see [3, 5]). In this paper, we propose a neighborhood-based traffic management algorithm, following to some extent the problem conception of [5].

2 Modeling principles

We denote by BS and TC the set of block sections and track-circuits composing the infrastructure, respectively. We consider a set T of n trains traveling in the network. They may use different routes to reach their final destination: the set of the available routes for train t is denoted by \( R_t \). A train makes a decision upon alternative routes once it has reserved the block section where the switch that gives rise to the alternatives is located. We call route decision block section (RDBS) a block section where such decision is to be made.

We describe railway traffic as a discrete event system. Events occur at the latest times at which route or precedence decisions must be made. They are the situations in which a train must exit a RDBS. Hereinafter, with a little abuse of notation, when we write time \( k \) we understand the time instant of the occurrence of event \( k \). The state of the network at time \( k = 0,1,2,\ldots \) is identified by:

- the vector \( p(k) = [p_t(k) : t \in T] \) of the positions of all trains, that is the last block section reserved by \( t \);
- the set \( Y(k) = \{y_{t,t',tc}(k) : t, t' \in T, tc \in TC\} \) of the precedences previously defined and, hence, in force between times \( k-1 \) and \( k \), on common track-circuits. Specifically, a value
\( y_{t,t',tc} \in Y(k) \) is set equal to 1 (respectively to 0) if train \( t \) is planned to use \( tc \) before (respectively after) train \( t' \). If no precedence has been fixed yet, \( y_{t,t',tc} \) is undefined.

At a certain time \( \bar{k} \), the system is in its final state if all the trains reserved or crossed their final destination. Finally, given the state of the system at time \( k \), let \( S_t(k) \) be the set of block sections that must be considered in the traffic management decisions involving train \( t \). These are the block sections claimed by \( t \) at \( k \). They are the ones that \( t \) may use between \( p_t(k) \) and further RDBSs.

### 3 Solution algorithm

Our algorithm makes decisions asynchronously to solve the rtRTMP and it is based on a dynamic decomposition of the problem. Specifically, at time \( k \), train \( t \) for which decisions are to be made is identified. Its neighborhood is defined and the rtRTMP is locally solved by iteratively calling the optimization algorithm RECIFE-MILP [4]. The neighborhood constitutes a sub-instance of the overall problem. A sub-instance is defined by a pair \((Q_t(k), S(k))\), where \( Q_t(k) \subseteq T \) is a subset of trains and \( S(k) \subseteq BS \) is the subset of block sections claimed by the trains in \( Q_t(k) \), i.e. those along which they may travel. At the first iteration, the smallest possible sub-instance is defined, including trains that may interfere with \( t \) in the very near future. RECIFE-MILP is applied to this sub-instance. If a solution is found, the algorithm stops and the solution is the short-term strategy for managing traffic until the next event occurs. Otherwise, the sub-instance is extended, that is \( Q_t(k) \) and/or \( S(k) \) are enlarged, and the next iteration starts. If no extension is possible, then the infeasibility due to the current traffic state is returned to the dispatcher, who will operate emergency operations to restore feasibility. We observe that in the worst-case scenario the sub-instance may be extended to consider the entire network and all the trains travelling on it.

This algorithm allows to decompose the overall rtRTMP problem into small sub-problems, and it enjoys an important property if the network of interest can be modeled as a series-parallel graph [2]:

**Theorem 1** The algorithm always allows to reach the final state of the railway traffic system on rail networks that can be modeled as series-parallel graph, if at all possible.

In the paper, we will formally prove the validity of this theorem and we will provide a proof-of-concept of the applicability of the algorithm.
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