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A B S T R A C T 

Accurate measurements of the masses of neutron stars are necessary to test binary evolution models, and to constrain the neutron 

star equation of state. In pulsar binaries with no measurable post-Keplerian parameters, this requires an accurate estimate of 
the binary system’s inclination and the radial velocity of the companion star by other means than pulsar timing. In this paper, 
we present the results of a new method for measuring this radial velocity using the binary synthesis code ICARUS . This method 

relies on constructing a model spectrum of a tidally distorted, irradiated star as viewed for a given binary configuration. This 
method is applied to optical spectra of the newly disco v ered black widow PSR J1555–2908. By modeling the optical spectroscopy 

alongside optical photometry, we find that the radial velocity of the companion star is 397 ± 4 km s −1 (errors quoted at 95 per cent 
confidence interval), as well as a binary inclination of > 75 

◦. Combined with γ -ray pulsation timing information, this gives a 
neutron star mass of 1.67 

+ 0 . 15 
−0 . 09 M � and a companion mass of 0.060 

+ 0 . 005 
−0 . 003 M �, placing PSR J1555–2908 at the observed upper 

limit of what is considered a black widow system. 

Key words: techniques: spectroscopic – binaries: close – stars: neutron – pulsars: individual: PSR J1555-2908. 
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 I N T RO D U C T I O N  

ince the disco v ery of PSR B1957 + 20 (Fruchter, Stinebring &
aylor 1988 ), the so called ‘black widow’ systems have become 

ncreasingly important in understanding neutron stars. These systems 
ave rapidly rotating neutron star primaries (millisecond pulsars; 
SPs) which are heating and ablating their nearby, extremely low 

ass companions ( M Comp < 0.1 M �). They are mainly differentiated
rom their ‘redback’ cousins by their companion mass, as redbacks 
a ve much hea vier companions with ( M Comp > 0.1M �, Chen et al.
013 ). The underlying question of whether two distinct populations 
xist, or if redbacks evolve into black widows is still under intense
ebate (Ginzburg & Quataert 2020 ). 
The emergence of black widows as important systems in under- 

tanding neutron star physics was been heralded by two disco v eries.
he first is the measurement of the mass of the neutron star in PSR
1957 + 20 of M NS = 2.40 ± 0.12 M � (v an K erkwijk, Breton &
 E-mail: markkennedy@ucc.ie 
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rovided the original work is properly cited. 
ulkarni 2011 ; assuming a binary inclination of 65 ◦ as measured
y Reynolds et al. 2007 ; 1 σ error), making this neutron star one
f the most massive known to date. The second is the disco v ery of
he black widow PSR J0952–0607, whose 1.4 ms spin period is the
econd fastest of any known pulsar (Bassa et al. 2017 ). These two
isco v eries suggest that black widows are excellent candidates for
osting neutron stars with extreme properties. Most interestingly, 
lack widows and redbacks appear to have a higher median neutron
tar mass than other systems containing NSs (Strader et al. 2019 ;
inares 2019 ), making them ideal candidates for hunting for heavy
eutron stars which may help to constrain the equation of state of
uclear matter. 
Measuring the component masses in a binary requires combining 

he system’s mass ratio, 

 = 

M 1 

M 2 
= 

K 2 

K 1 
, (1) 

here M 1 and M 2 are the component masses and K 1 and K 2 are the
adial velocity amplitudes for star 1 and star 2 respectively, with the
y. This is an Open Access article distributed under the terms of the Creative 
h permits unrestricted reuse, distribution, and reproduction in any medium, 
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Table 1. Details of the optical photometry and spectroscopy taken of PSR 

J1555–2908 using ULTRACAM on the NTT and X-SHOOTER on Unit 2 
of the VLT. Orbital phase has been calculated using the timing parameters 
given in Table 2 . There are small gaps in both of the X-SHOOTER runs 
where additional wavelength calibration spectra were obtained as detailed in 
the text. 

Start time (UTC) Duration (hr) Phase co v erage 

ULTRACAM + NTT (photometry) 
2018-06-07 06:05:58.01 1.75 0.587–0.898 
2018-06-08 05:17:38.75 2.85 0.726–0.234 
2018-06-17 05:05:12.14 1.92 0.232–0.573 
2019-03-01 08:59:55.17 0.1 0.551–0.567 
2019-07-04 04:04:07.24 0.97 0.018–0.190 
2019-07-05 02:38:01.94 2.10 0.045–0.419 
2019-07-05 23:29:25.96 1.56 0.766–0.047 
2019-07-06 03:18:11.26 1.24 0.447–0.669 

X-SHOOTER + VLT (spectroscopy) 
2019-06-03 01:14:26.75 0.01 Arclamp 
2019-06-03 01:29:46.01 1.01 0.80–0.97 
2019-06-03 02:46:29.93 0.01 Arclamp 
2019-06-03 02:50:12.43 0.67 0.01–0.10 
2019-06-03 03:29:23.58 0.01 Arclamp 
2019-06-03 05:07:38.08 0.01 Arclamp 
2019-06-03 05:17:15.19 1.90 0.45–0.8 
2019-06-03 07:20:15.08 0.01 Arclamp 
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ass function 

M 1 sin 3 i 

(1 + 1 /q) 2 
= 

P orb K 

3 
2 

2 πG 

(2) 

here i is the binary inclination, P orb is the orbital period, and
 is Newton’s gravitational constant. At face value, this seems

traightforward. The pulsar’s radial velocity amplitude can be mea-
ured from the delay in the arri v al time of pulses across the binary
rbit. The companion’s radial velocity amplitude can be estimated
y measuring the motion of absorption lines from the companion
n optical and infra-red spectra of the binary . Finally , the orbital
nclination can be obtained through modeling of the optical light
urve. 

Ho we ver, inferring accurate masses in these binary systems is
ecoming an increasingly arduous task. In recent years, numerous
ight curves of black widows and redbacks have been identified with
symmetries that cannot be explained solely by uniform illumination
nd heating of the companion stars in these systems. Several models
ave been invoked to explain these asymmetries including: stellar
pots on the surface of the companion (van Staden & Antoniadis
016 ; Clark et al. 2021 ); additional optical light due to the effects
rom an intra-binary shock (Romani & Sanchez 2016 ); channeling
f material on to the magnetic poles of the companion (Sanchez &
omani 2017 ); heat redistribution across the surface of the compan-

on through convection and diffusion (Voisin et al. 2020 ; Kandel &
omani 2020 ). Which of these models is appropriate for any given

ystem is unclear, but results from these studies show that the
eco v ered binary parameters, particularly the system’s inclination,
an be heavily biased depending on which effects are included when
odeling the light curve. Coupled with the difficulties encountered
hen disentangling the projected radial velocity amplitude of a

tar’s centre of mass from the radial velocity of its centre of light
n the presence of strong irradiation gives constituent masses with
arge systematic uncertainties. To correct these, v an K erkwijk et al.
011 relied on estimates of the effect of the distribution of light,
hile Linares, Shahbaz & Casares 2018 took an empirical approach,
racketing the true velocities using measurements from lines selected
rom their temperature sensitivity to arise preferably on the inner or
uter hemispheres of the companion star. Our work follows on both
pproaches, matching observed spectra with model spectra integrated
 v er the visible face of the companion. 
One of the systems disco v ered in the hunt for new black widows,

nd the subject of this paper, is PSR J1555–2908. This system
as originally identified as a pulsar candidate in a search for steep

pectrum radio continuum sources coincident with unassociated γ –
ay sources from a preliminary 7-year Fermi Large Area Telescope
ource catalogue (Frail et al. 2018 ). A follow-up radio search with
he Green Bank Telescope revealed it to be a millisecond pulsar with
 low-mass companion and the detection of an optical counterpart
onfirmed its black widow nature (Ray et al. 2022 ). The detection of
amma-ray pulsations using the radio timing ephemeris provided a
2-year timing solution, in which the pulsar’s spin-down rate could
e measured, revealing it to be one of the most energetic millisecond
ulsars in the Galaxy. Combined with its orbital period of 5.6 hr, PSR
1555–2908 provides a unique test bed for investigating the effects
f extreme irradiation of the companion star. 
Here, we present optical photometry and spectroscopy of this new

pider system. Section 2 discusses the observations, while Section 3
ocuses on modeling of the optical data, using a method for modeling
he optical spectrum in a self-consistent way with the photometry for
he first time. Finally, Section 4 discusses the implications of the
inary parameters and Section 5 summarizes the work. 
NRAS 512, 3001–3014 (2022) 
Finally, throughout the paper, errors are quoted the 95 per cent
onfidence level, unless explicitly stated. This is largely due to
he fact that the posterior distributions on the samples for many
arameters when performing error analysis were non-Gaussian. As
uch, the commonly used 1 σ errors are not appropriate in accurately
escribing the full confidence range for these parameters. 

 OBSERVATI ONS  

.1 Optical photometry 

SR J1555–2908 was observ ed o v er sev eral nights in 2018 and 2019
sing ULTRACAM (Dhillon et al. 2007 ) mounted on the European
outhern Observatory’s 3.5m New Technology Telescope (NTT) as
etailed in Table 1 . ULTRACAM provides three simultaneous bands
f optical photometry with a readout time ∼ 24 ms. The data were
cquired with Super-SDSS u s , g s , and i s filters, which are filters that
o v er the same wavelength range as the traditional SDSS u ′ , g ′ , and
 

′ filters (Doi et al. 2010 ), but with a higher throughput (Dhillon et al.
021 ). The exposure times on each night of data were the same, with
ne frame read out every 10 s in both g s and i s channels, and one
rame read out every 30 s in u s to increase the signal-to-noise ratio
n this channel. 

The data were reduced using the ULTRACAM pipeline (Dhillon
t al. 2007 ), with night-to-night variations in the zeropoint and
ransparency corrected using ‘ensemble photometry’ (Honeycutt
992 ) based on five nearby stars present during each observation. 
The flux from PSR J1555–2908 was calibrated relative to nearby

tars which have measured Pan-STARRS1 (PS1; Chambers et al.
016 ; Magnier et al. 2020 ; Flewelling et al. 2020 ) magnitudes. The
S1 magnitudes were converted to SDSS magnitudes following the
rocedure given in Finkbeiner et al. ( 2016 ). 
Since there are no u ′ magnitudes in PS1, the u s zero-point of

he data taken on 2019-07-04 (the night during which observing
onditions were most stable) was found using observations of the



The mass of PSR J1555–2908 3003 

Figure 1. i s , g s , and u s frames around the position of PSR J1555–2908, which is marked with a red circle. There is a bright star off the top edge of the i s CCD, 
the artifacts of which prevent accurate band calibration of the i s data from night to night. 
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1 This means a readout mode of 100 kpixels per second with high gain and 
2x2 binning. To understand this mode fully, see the X-SHOOTER instrument 
paper (Vernet et al. 2011 ). 
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tandard star LP 617–36 during the same observing run. This zero- 
oint was then used to calculate the u s mags of the reference stars
n the field of PSR J1555–2908, and these calculated u s reference 
agnitudes were then used to calibrate the u s data of PSR J1555–

908 from each of the other nights of data. 
The calibrated g s and u s fluxes agree across every night of

bservation to within < 0.05 magnitudes, with the exception of data 
aken on 2018-06-16, when the data had a shift of 0.2 magnitudes
elative to the rest of the observations. The cause of this discrepancy is
nclear, but may be related to the diffraction spike from a nearby star,
hose angle changes as the rotator angle of ULTRACAM changes 
 v er the course of an observation, passing directly o v er the target
t this time. There are systematic offsets between every night of i s 
hich arise due to the effects of a nearby bright star on the i s CCD.
ig. 1 shows a cutout of the CCD around the target in all three bands

o highlight the contamination of the i s CCD, and Fig. 2 shows the u s ,
 s , and i s light curves in magnitudes after extraction and calibration.
We also include the SDSS- r band light curve of the companion

o PSR J1555–2908 presented in Ray et al. ( 2022 ). This light curve
as not used during the modeling process discussed in subsequent 

ections. This is primarily because while we can verify that the 
olours of the source were the same during the various ULTRACAM
bservations due to the multi-filter nature of the instrument, we 
annot do so for the single-filter SDSS-r ′ light curve of Ray et al.

hile it was taken reasonably close in time to the ULTRACAM data,
he heating effect in spiders is known to vary (see for example Bellm
t al. 2016 and Clark et al. 2021 ), so we deem it safer not to include
he Ray et al. r ′ light curve in our fits. Instead, we only use it to check
ur best fits to the ULTRACAM data can reproduce it. 

.2 Optical spectroscopy 

pectroscopy of PSR J1555–2908 was obtained on the night begin- 
ing 2019-06-02 using the X-SHOOTER instrument (Vernet et al. 
011 ) on Unit 2 (K ue yen) of ESO’s 8.2m Very Large Telescope
VLT) as part of ESO observing program 0103.D-0878(A). X- 
HOOTER has three Echelle spectrographs co v ering three different 
avelength ranges: the Ultraviolet-Blue (UVB; 2930 Å-5560 Å), 
isible (VIS; 5250 Å-10010 Å), and Near-infrared (NIR; 9820 Å- 
3770 Å) re gimes. The e xposure times of these cameras were 467,
79, and 490 s respectively. Both the UVB and VIS instruments read
ut modes were set to 100k/1pt/hg/2x2 1 to minimize readout time, 
eading to dead times of 19 and 25 s respectively. With this set up,
he time between the start of sequential exposures was ∼9 min. A
.9 

′′ 
slit was used for the VIS/NIR arms, while a 1.0 

′′ 
slit was used

or the UVB arm. This setup led to a spectral resolution (velocity
esolution) of 0.8 Å (56 km s −1 ) at 4300 Å in the UVB arm, 0.9 Å
34 km s −1 ) at 7850 Å in the VIS arm, and 3 Å (51 km s −1 ) at 17500

in the NIR arm. 
The observations were split into two main blocks. The first epoch

f observations consists of 12 exposures covering orbital phases 0.8–
.1 (where orbital phase 0.0 is defined at the pulsar ascending node).
t this point, a brief break was taken as the target approached time
f minimum light and was too faint for useful spectra to be obtained.
he second epoch encompasses 16 spectra co v ering 0.45–0.8 orbital
hase when PSR J1555–2908 was increasing in brightness. Seeing 
 v er the observations varied from 0.4 to 0.9 

′′ 
. Full details (including

he UTC times of observations) are given in Table 1 , which also gives
he times when arc lamps were obtained, leading to small gaps in the
hase co v erage. 
The spectra were reduced employing the public release of the 

SOREFLEX official X-SHOOTER pipeline (ver. 2.9.1; Freudling 
t al. 2013 ) with standard input parameters. Because the target
race becomes particularly faint during orbital phases 0.0–0.5 (the 
ulsar’s superior conjunction occurs at orbital phase 0.25), we used 
anual extraction mode for the localization of the trace on the image,

mposing a fixed centre and half-width of 1 . 5 arcsec for the aperture.
he spectra were flux-calibrated using the provided flux standard 
tars. Finally, as the spectra are reduced within the pipeline in the
opocentric reference frame, we proceeded to correct each spectrum 

rom the Earth velocity at the observation time, converting them all
o the barycentric reference frame. 

Fig. 3 shows the UVB and VIS spectra trailed versus orbital phase,
here the phase has been calculated using the ephemeris given in
able 2 . The data taken using the NIR arm are not discussed in this
aper, as the source was not detected at these wavelengths at any
rbital phase. 
MNRAS 512, 3001–3014 (2022) 

art/stac379_f1.eps
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M

Figure 2. Calibrated light curve of the companion of PSR J1555–2908 in 
each of the observed optical bands. Arrows denote upper limits. The grey 
data points in each plot represent the individual flux measurements from each 
science frame. The colour points show the data median combined o v er 200s, 
allowing us to combine upper limits to reach fainter magnitudes. Orbital 
phase has been repeated for clarity, and calculated using the parameters given 
in Table 2 . Error bars represent 1 σ uncertainties, and are typically too small 
to see in the brighter data points at this scale. 
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2 The flux from a given cell in ICARUS is computed as F = F base + F irr , where 
F base = σT 4 base is the flux due to the base temperature of the star, and F irr is 
irradiating flux caused by heating of the companion star, and is parameterised 
as σT 4 irr . See Breton et al. ( 2012 ) for further information. 
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 M O D E L I N G  O F  T H E  PHOTOMETRY  A N D  

PECTROSCOPY  

.1 Priors 

he optical light curves and spectra were modeled using the binary
tellar synthesis code ICARUS (Breton et al. 2012 ) along with stellar
tmosphere grids computed using ATLAS9 (Castelli & Kurucz 2003 )
see Appendix A for further details). In the following, we have
ssumed that the companion is tidally locked. 

The parameters which were fit for using ICARUS were the inclina-
ion of the system i , the Roche lobe filling factor f RL (measured as the
atio of the stars radius to the L1 point along the line joining both), the
NRAS 512, 3001–3014 (2022) 
ase temperature of the star T base , the irradiation temperature T irr , 2 

he systemic velocity of the system γ , the radial velocity amplitude
f the companion star K 2 , the distance to the source d , and the optical
eddening in the direction of the source E (g-r). We also include
arameters to account for a stationary absorption line present in
he spectra of PSR J1555–2908 which we attribute to interstellar
bsorption at the Ca II doublet, and hyper parameters to account
or correlation between neighbouring bins in the spectroscopy as
iscussed in the appendix. 
A prior that is uniform in cos( i ) was applied to the inclination,

n line with a distribution in orbital angular momentum direction
hat is isotropic o v er the sphere. The distance prior is constructed
rom combining the expected density of Galactic MSPs along the
ine of sight towards PSR J1555–2908 as taken from Levin et al.
 2013 ) with the distance estimate of 7.55 kpc inferred from the
ispersion measure of the pulsar’s radio signal (Ray et al. 2022 ;
ssuming the Galactic electron density model of Yao, Manchester &
ang 2017 ). This same procedure was done for the redback system

SR J2039–5617 (Clark et al. 2021 ). The prior information for E (g-
) comes from the dust maps of Green et al. ( 2019 ), which show
hat E( g − r ) = 0 . 12 + 0 . 03 

−0 . 02 for stars between 1 and 8 kpc away in the
irection of PSR J1555–2908(1 σ error). 
We also allow for band calibration offsets with an amplitude of

p to 0.05 magnitudes between each night (except for the previously
entioned data from 2018-06-16, for which we allow up to 0.2
agnitudes), and between our data and model fluxes to account for

alibration uncertainties. 

.2 Pr ocedur e 

he photometry and spectroscopy are capable of constraining dif-
erent sets of the orbital parameters. While a joint fit of both data
ets is possible, it can take a significant period of time ( ∼ weeks
o months; see Appendix A for specifications of the equipment this
as tested on) to converge to a solution and explore the parameter

pace sufficiently to allow parameter uncertainties to be estimated.
he dominant factor in the computing time is calculating the model
pectra for each set of parameters, which takes several seconds per
ikelihood e v aluation (for details see Appendix A ), while several

illion likelihood e v aluations are typically required for parameter
stimation. 

In contrast, the e v aluation of the photometry model is f ar f aster.
s such, we first fit the photometry with each of the physical models
iscussed below, with an uninformative top-hat prior on the radial
elocity of the companion star that is 1 inside the bounds (100 <
 2 < 500) km s −1 and 0 otherwise. This range, in combination with

he pulsar’s projected semi-major axis and the binary orbital period,
quates to a restriction on the neutron star mass of 0.5 < M NS <

.5 M �. The parameter space was explored to ensure the fit had found
he global minimum when considering the photometry data and to
stimate parameter errors using MULTINEST (Feroz & Hobson 2008 ;
eroz, Hobson & Bridges 2009 ; Feroz et al. 2019 ) as implemented

n PYTHON through PYMULTINEST (Buchner et al. 2014 ). MULTINEST

rovides the Bayesian evidence, ( Z ), which is used to calculate the
ayes factor and compare models between each other. The Bayes

art/stac379_f2.eps
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Figure 3. The trailed spectra of PSR J1555–2908 obtained using the UVB (top) and VIS (bottom) arms of the X-SHOOTER instrument. We have marked the 
positions of the main transition lines on the top axes of each of the trailed spectrum for clarity. The Hydrogen Balmer series and Ca II at 3933.66 Å are clearly 
visible in absorption. The Ca II line at 3968.47 Å is blended with the H ε line. The spectra convolved with a Gaussian of width σ = 3 pixels for clarity. There 
are several short gaps in the data which occur between exposures, and two long gaps which occurred when the source was too faint for detection, or when 
wavelength calibration spectra were being obtained. 
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actor is given by 

 1 , 2 = 

Z 1 

Z 2 
. (3) 

ollowing the criteria set out in Jeffreys ( 1939 ), a ratio in evidence of
 1 suggests model 2 is preferred o v er model 1, a ratio of 1-10 is weak

vidence, a ratio of 10–150 is moderate, and a ratio > 150 is strong
vidence that model 1 is preferred o v er model 2. This follows the
onvention set out by Hobson et al. ( 2009 ), where a formal definition
f Z may also be found. 
In order to incorporate the posterior of the photometry models 

nto the spectroscopy models, the posterior distributions of all the 
t parameters from the photometry modeling were then used as 
riors for the fit parameters when fitting the spectroscopic data. This
nsures that when modeling the spectroscopy data, parameters which 
he spectroscopy fit are insensitive to are sampled in a similar way to
hotometry fitting. The posterior distributions of the fit parameters 
rom the photometry were modeled using a Gaussian mixture model 
GMM) as implemented in Pedregosa et al. ( 2011 ). In order to
elect the most appropriate number of components for the GMM, 
e iterated through 1 to 20 components, and selected n = 16 as the
ost appropriate value as it gave the lowest Bayesian Information 
riteria (BIC; Schwarz 1978 ) score. The spectroscopy data were 

hen fit using MULTINEST with this GMM prior. We restricted this
tting procedure to the UVB arm of the spectroscopy data to save
n computation time, choosing this arm due to the higher S/N and
umber of stellar features when compared to the VIS arm. The best-
tting model had a χ2 of 495284.42 for 234000 degrees of freedom. 
fter whitening the residuals according to the procedure described 

n Section A , this impro v ed to 189668.09. After fitting the UVB arm,
e computed the model spectra for the VIS arm using the best-fitting
odel parameters to ensure that the model was consistent with the 

bserved data in this arm. 
The mass ratio q = M NS / M Comp was computed using the pulsar’s
easured radial velocity (known from a preliminary γ -ray pulsation 

iming solution which is within the uncertainties of the solution as
resented in Ray et al. 2022 ) and the best-fitting radial velocity of
he secondary from fitting the spectroscopy. Individual masses were 
hen computed using the mass ratio in combination with the measured
nclination and orbital period P orb of the system. 

.3 Models 

e veral dif ferent models were fit to the data. The first considered was
 simple direct heating model, where the inner face of the companion
tar is heated symmetrically by the neutron star. This model assumes
hat there is no redistribution of heat around the companion’s surface,
nd that the trailing face (the side of the star opposite the direction
f orbital motion) of the companion star is as equally heated as the
eading face (the side facing the direction of orbital motion). The
ymmetric heating model provides a χ2 

R = 1.17 (where χ2 
R is the 

2 per degree of freedom for a model) and predicts a pulsar mass of
 NS = 2.9 ± 0.1. The χ2 

R is given purely for completeness, and was
ot used for model selection. Such a high pulsar mass is at odds with
ven the most exotic neutron star equation of state (see for example
ebeler et al. 2013 ). The log-evidence of this model (log ( Z )) as

stimated by MULTINEST was −5243.349. 
Considering the high spin-down luminosity of this pulsar, it is 

ikely there is a very large temperature difference between the 
ront and back of the star, and that this energy may be diffused
 v er the companion’s surface. In effect, this diffusion enables the
erminator region between the night and day side of the companion
o extend further around the back side of the companion star than
n the usual symmetric heating model and is very similar to the
ituations encountered when modeling the black widow systems 
SR B1957 + 20 (Reynolds et al. 2007 ), PSR J1311–3430 (Romani,
MNRAS 512, 3001–3014 (2022) 
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M

Table 2. The best posterior parameters from fitting the optical light curves and spectra. The parameter values from photometry acted as prior values for the 
spectroscopy fitting. Errors are quoted at the 95% level (the errors in brackets are at the 68%). The base temperature is not the same as the coldest temperature 
element which occurs on the surface of the star due to dif fusion ef fects. Similarly, the hottest surface element is not equal to a simple combination of the base and 
irradiating temperatures. As such, we provide the coldest and hottest surface elements in each model after irradiating and diffusion effects have been accounted 
for. The γ –ray timing parameters come from Ray et al. ( 2022 ). The χ2 value for the spectroscopy fit is the value after whitening the residuals using the Gaussian 
Process kernel described in Appendix A . 

Parameter 
Photometry 68%c.l. 95%c.l. Spectroscopy 68%c.l. 95%c.l. 

E (g-r) 0.15 ±0.02 ±0.04 
d (kpc) 5.1 + 0 . 5 

−0 . 7 
+ 0 . 8 
−1 . 1 

i ( ◦) 79 + 3 
−2 > 75 

γ (km s −1 ) – 3 ±1 ±2 
K 2 (km s −1 ) – 397 ±2 ±4 
f RL 0.98 + 0 . 01 

−0 . 02 
+ 0 . 02 
−0 . 03 0.95 + 0 . 02 

−0 . 01 
+ 0 . 04 
−0 . 02 

T base (K) 2600 < 2900 < 3100 
T irr (K) 9400 ±140 ±260 9380 ±40 ±80 
κ (W K 

−1 m 

−2 ) 1 × 10 5 ±0.1 × 10 5 + 0 . 3 
−0 . 2 × 10 5 

	 6.3 ±0.4 + 0 . 6 
−0 . 8 

λAbs ( Å) – 3933.4 ±0.1 ±0.2 
σAbs ( Å) – 0.6 + 0 . 2 

−0 . 1 
+ 0 . 4 
−0 . 2 

D Abs – 0.5 ±0.1 ±0.2 

Fit statistics 
χ2 9735.63 (8942) 189668.09 (234000) 
log ( Z ) −4877.58 –

Derived parameters 
q 28.0 ±0.1 ±0.3 
M NS (M �) 1.67 + 0 . 07 

−0 . 05 
+ 0 . 15 
−0 . 09 

M Comp (M �) 0.060 + 0 . 003 
−0 . 002 

+ 0 . 005 
−0 . 003 

T min (K) 2122 
T max (K) 8720 
ε 0.32 ±0.007 ±0.01 

γ -ray pulsation timing parameters 
T asc (MJD) 57785.539361(1) 
P orb (day) 0.2335002682(2) 
x (light-second) 0.151442(6) 
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ilippenko & Cenko 2015 ), and PSR J1810 + 1744 (Romani et al.
021 ). As such, we allowed for diffusion across the surface of the star
s discussed in Voisin et al. ( 2020 ), but with an additional component
 the strength of diffusion between cells was given a temperature
ependence in the form of a power law with index 	 (for further
nformation on this extension of the model presented in Voisin et al.
020 see Stringer et al. 2021 ). This model resulted in a χ2 

R = 1.09,
nd had substantially stronger evidence than the direct heating model
log ( Z ) = −4877.58 versus log ( Z ) = −5243.349). 

To see if further impro v ement of the fit to the data could be
chieved, we tested an additional source of heating on the com-
anion’s surface, as the residuals after subtracting our best-fitting
iffusion model suggested there may be an asymmetry present in the
ight curve. Such additional sources have been found in many systems
reviously, and have been ascribed to convection of energy around the
urface of the star (Voisin et al. 2020 ; Kandel & Romani 2020 ), intra-
inary shocks (Romani & Sanchez 2016 ), and cold and hot spots on
he surface of the secondary (van Staden & Antoniadis 2016 ; Clark
t al. 2021 ). We tested both the convection model with a Gaussian
elocity profile, and the hotspot model for PSR J1555–2908. While
he slight asymmetry in the residuals was less obvious with these

odels, both the evidence and χ2 
R of the fit prefer the simple diffusion

odel o v er both of these asymmetric models but, most importantly,
he asymmetric models gave the same binary parameters for PSR
NRAS 512, 3001–3014 (2022) 

o

1555–2908 as was found using the diffusion model discussed in the
revious paragraph. 
The corner plot from the MULTINEST analysis for the diffusion
odel is given in Appendix B , while the top panel of Fig. 4 shows

he light curves and residuals for the diffusion model. Finally, Fig. 5
hows a temperature map of the surface after the effects of diffusion
ave been accounted for. 

 DI SCUSSI ON  

.1 Binary inclination and companion radial velocity 

odeling of the optical light curve and spectroscopy constrains the
nclination of the binary to be > 75 ◦ at 95 per cent confidence. Such
 high inclination is supported by γ -ray observations of PSR J1555–
908. The γ -ray pulse profile shown in Ray et al. ( 2022 ) shows two
arrow peaks which are separated by half a rotation of the NS. When
ompared to the theoretical pulse profiles from Watters et al. ( 2009 ),
his distinct γ -ray pulse profile suggests the pulsar’s spin axis is close
o being perpendicular to our line of sight. Coupled with the theory
hat the spin axis should have been aligned with the orbital axis
uring the period of accretion which spun up the pulsar, the γ -ray
ulse profile supports the high inclination found through modeling
f the optical data. 



The mass of PSR J1555–2908 3007 

Figure 4. Model fits and residuals to the u s , g s , r , and i s light curves (top) and spectroscopy (bottom) of PSR J1555–2908. The number in brackets beside the 
χ2 in each subplot is the degrees of freedom for that band of data. The solid line in each light curve plot shows the theoretical model in that band, while the 
dashed line (most easily seen in the i s plots) shows the model after accounting for band calibration uncertainties in each night of data. The grey data are the raw 

data which the model is fit to, while the coloured solid data points show the data after binning each night of data into 100 s exposures, and is done for illustrative 
purposes only. For the spectroscopy, the top plot shows the raw data and the second plot shows the data convolved with a Gaussian to smooth pix el-to-pix el 
v ariations for illustrati ve purposes only. The third plot shows the model spectrum for each observation after rescaling of the model to match the data, and the 
bottom plot shows the residuals from subtracting these models from the raw data. 
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Traditionally, the radial velocity of the companion star in a binary 
s estimated by measuring the motion of a set of absorption lines
 v er the orbit. This radial velocity measurement is not necessarily
he velocity of the centre of mass of the companion. Rather, it is
hat of the centre of light for that particular set of absorption lines,
nd must be multiplied by a correction factor to obtain the radial
elocity of the centre of mass when the star is subjected to extreme
rradiation, as first done in Wade & Horne ( 1988 ) and shown in
etail for spiders in both v an K erkwijk et al. ( 2011 ) and Linares et al.
 2018 ). Alternatively, template spectra for a range of spectral types
ust be cross correlated with the observed spectrum at different 

imes in the orbit. 
The method presented here o v ercomes this limitation by generat-

ng the exact spectrum an irradiated star should produce, therefore 
ccounting intrinsically for any change in the centre of light with
espect to the centre of mass. This allows us to directly measure the
MNRAS 512, 3001–3014 (2022) 
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Figure 5. The temperature distribution maps for the companion star in 
PSR J1555–2908 for the diffusion model. Here, the co-ordinates follow the 
convention set out in Icarus, where (0 ◦, 0 ◦) corresponds to the north pole of 
the companion, (0 ◦, 90 ◦) is the nose of the star and is the closest part of the 
star to the L1 point, and (180 ◦, 90 ◦) is the back side of the star. The abo v e 
coordinates are given in (longitude,latitude). The black contour marks the 
theoretical location of the terminator assuming no heat redistribution, while 
the white contour encompasses all cells with temperatures below 3500 K, 
which is the lower limit of the atmosphere grid. The atmosphere grids have 
been extrapolated below this temperature, and are unreliable. However, as 
discussed in the text, this area of the stars surface contributes negligible flux 
to the light curves and spectra. 
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adial velocity of the centre of mass without the need for a correction
actor. The modeling presented abo v e constrains the radial velocity
f the companion, K 2 , to be 397 ± 4 km s −1 . 
It should also be noted that this technique has advantages o v er tech-

iques such as Roche tomography, which is capable of reconstructing
n image of the surface of the secondary (Rutten & Dhillon 1994 ;
atson & Dhillon 2001 ). This is achieved through reconstruction of

he observed line profiles, but is limited to doing this on a line-by-line
asis, or by modeling the average absorption line profile which is not
ppropriate when different line species are coming from different
arts of the star. 
When we apply traditional cross-correlation and compare the

bserved spectra with the normalised synthetic spectrum of a
 eff = 8000 K and log ( g ) = 4.5 star, using the spectral ranges
f 3750 − 4500 Å and 4700 − 5200 Å to simultaneously co v er
he Balmer series and Ca II doublet, we find an amplitude K obs =
66 ± 3 km s −1 (see Fig. 6 ). Due to the strong temperature difference
etween the night and day sides of the star, we expect these species to
rack the hotter day side of the star, hence the lower value for the radial
elocity than the method discussed previously which fits directly
or the centre-of-mass velocity. Ho we ver, care must be taken when
nterpreting these results, as there may be weak metallic lines within
his wavelength range which are highly sensitive to temperature,
nd indeed the line species we have chosen are themselves highly
ensitive to the temperature. 

To compare these methods directly, we can predict the minimum
atio of K obs / K 2 = 1 − f eff R nose / a 2 = 0.85, following van Kerkwijk
t al. ( 2011 ) and where a 2 is the distance between the companion
tar and the centre of mass of the binary. If we assume the nominal
ass ratio from Section 4.2 , a Roche lobe filling companion and all

ight coming from its innermost point ( f eff = 1). Our actual value of
66/397 = 0.92 falls within this range and implies an ef fecti ve centre-
f-light midway between the innermost point of the companion and
ts centre-of-mass. 

We also attempted a classical approach to determine the rota-
ional velocity of the companion star ( vsin ( i )) by employing the
forementioned template. We first degraded the synthetic template
o the velocity resolution of X-SHOOTER on the VLT under the
NRAS 512, 3001–3014 (2022) 
bservational configuration shown in Section 2.2 . Then, a rotational
rofile with a linear limb darkening law as defined in Gray ( 2005 )
as applied to simulate the rotational broadening for the companion.
e compared this template with two spectra: 1) the spectrum

btained at the brightest epoch, and 2) the weighted average of
he full normalised set of spectra after correcting them from the
ompanion radial velocity derived above. In case 1, we obtained
est-fitting results of v sin ( i) = 47 + 10 

−16 km s −1 and in case 2 we find
 sin ( i) = 64 + 6 

−7 km s −1 . Case 1 uses only the brightest spectra, which
llows us to minimize the effect of the spectral type change o v er the
rbital phase. The better precision of case 2 arises from the higher
ignal to noise ratio of the averaged spectra, but the effects of the
hanging spectral type are completely neglected. Both of these results
re consistent with the spectral broadening derived from our best-
tting parameters, which assumed corotation ( vsin ( i ) = 62 km s −1 ,
ade & Horne 1988 ), but also show the limitations of the classic

pproach when applied to irradiated spiders. 

.2 Mass ratio, pulsar mass, and companion mass 

he measurement of the companion’s radial velocity can be com-
ined with the pulsar’s semi-major axis of 0.151442 light-seconds
o give a mass ratio for PSR J1555–2908 of q = M NS / M Comp =
8.0 ± 0.3. 
Combining this mass ratio with the measured inclination leads

o an estimated neutron star mass of M NS = 1 . 67 + 0 . 15 
−0 . 09 M � and a

ompanion mass of M Comp = 0.060 ± 0.005 M � at the 95 per cent
onfidence level. Fig. 7 shows the component masses for all known
lack widows and redbacks for which a reliable mass measurement
xists. 

The mass of the pulsar in PSR J1555–2908 is typical of those
ound in other neutron star binaries, ho we ver the companion star’s
ass is one of the heaviest recorded for any black widow system. 
An outstanding question surrounding spider systems is whether

edbacks and black widows are two distinct populations, and where
he boundary between the populations may lie. In previous studies,
he boundary has been suggested to lie between 0.05 and 0.1 M �
Chen et al. 2013 ). The factor which dictates whether a system
volves into either a redback or a black widow has been ascribed
o the efficiency of the mechanism behind the e v aporation of the
ompanion, or perhaps the magnetic field strength of the pulsar
Ginzburg & Quataert 2020 ). The disco v ery of heavy companions in
oth PSR J1555–2908 and in PSR J1810 + 1744 suggest the mass gap
etween the two populations is not as wide as previously thought,
nd further theoretical modeling of the populations is required to
stablish whether both populations are independent or related. 

.3 Companion parameters and heating efficiency 

oth the photometry and spectroscopy suggest the companion star
n PSR J1555–2908 is close to filling its Roche lobe. Modeling of
he photometry constrains the filling factor through the strength of
he ellipsoidal modulation required to fit the optical light curve, and
uggests a filling factor of 0.98 + 0 . 02 

−0 . 03 . Additionally, the spectroscopy
onstrains this parameter through the width of the absorption features
n the spectrum, and gives a filling factor of 0.95 + 0 . 04 

−0 . 02 . Ho we ver,
iven that this filling factor implies a vsin ( i ) of 62 km s −1 which
s comparable to the velocity resolution of 56 km s −1 in UVB arm,
his suggests the spectroscopy measurement is being dominated by
he photometry prior. This filling factor is the ratio of the distance
rom the star’s centre to its nose, measured along the axis joining the
ompanion and the pulsar, to the the distance from the star’s centre

art/stac379_f5.eps
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Figure 6. The radial v elocity curv e for PSR J1555–2908 obtained using traditional cross-correlation techniques. Here, the radial velocities of the companion at 
each orbital phase were measured using the spectral ranges of 3750 − 4500 Å and 4700 − 5200 Å to simultaneously co v er the Balmer series and Ca II doublet. 
The bottom panel shows the residuals in km/s. The significant difference between the radial velocity measured using this technique and the value obtained using 
our new method arises due to the significant heating occurring in this source. 

Figure 7. The companion mass versus neutron star mass for all redbacks 
(red points) and black widows (black points) for which a reliable mass 
measurement exists. Data for redbacks have been taken from Strader et al. 
( 2019 ) and references within, while the data for black widows comes from 

Linares ( 2019 ) and references within, with the addition of PSR J1653-0158 
from Nieder et al. ( 2020 ), PSR J1810 + 1744 from Romani et al. ( 2021 ), and 
PSR J2039-5617 from Clark et al. ( 2021 ). 
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o the L1 point. The volume averaged filling factor is much higher,
ith a value > 0.99. 
The base temperature of the companion is less than 3000 K. Such

 low temperature is in line with the base temperature of other black
idows, but also introduces a caveat to the modeling presented here. 
he atmospheric grids used in this work to model the photometry 
nd spectroscopy only extend down to 3500 K, as at temperatures 
ower than this, molecular features begin to dominate the spectrum, 
nd are not treated in the model atmosphere code ATLAS9 which we
sed. Fortunately, the parts of the star with temperatures lower than
his threshold only occupy a small fraction of the stellar surface (as
een in Fig. 5 ). For the best fitting model parameters, we find that the
ntegrated flux from all areas of the surface which have a temperature
 < 3500 K contributes less than 1 μJy to the i s light curve, making

heir contribution negligible to both the model light curves (aside 
rom a narrow range of orbital phase around the minimum) and the
pectra. 

The inner face of the companion reaches a temperature of 8700 K,
onsistent with an early A type star. The observed spectra are well fit
y a synthetic spectrum which has a metallicity of Z = 0. Modeling
f the spectra constrain the maximum temperature to be 8720 ± 80 K.
his temperature is likely to be dependant on the underlying model
tmospheres which are used to construct the spectroscopy grid. While 
ssessing this dependence is difficult, stellar atmospheres for high 
emperatures tend to be relatively reliable. With only a grid made
sing the ATLAS9 suite of programs available to us to generate the
pecific intensities which are in turn used to create spectroscopy 
rid, we are unable to better quantify how strong this dependency 
ay be. As a test, the photometry was modeled using an atmosphere

rid constructed using the PHOENIX stellar atmosphere code (Husser 
t al. 2013 ) which extends down to 2,300 K. This grid is not of
pecific intensities, but rather of integrated spectra, making them 

nsuitable for spectroscopic modeling. The posterior distributions of 
ll parameters from the MULTINEST analysis of the photometry using 
his grid were identical to those found using the ATLAS9 grid. 

There is excellent agreement between the observed spectra and 
odel spectra, with no evidence for any emission lines of any

tomic species. This suggests that the heating of the companion’s 
urface is not occurring high in the companion’s atmosphere. If it
ere, then we would expect a thin layer of ionised material to exist

n the chromosphere of the star, leading to emission lines in the
pectrum like the weak emission features seen in PSR B1957 + 20
v an K erkwijk et al. 2011 ). Instead, the heating must be occurring
eep enough such that the mean free path of any photons emitted
MNRAS 512, 3001–3014 (2022) 
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ue to excitation by the heating source is less than the heating depth,
eaning there is no temperature inversion in the atmosphere. 
Table 2 also lists the deri ved v alue for the heating efficiency of the

ystem, ε = L irr / ̇E = 0 . 32 ± 0 . 01. This is slightly higher than the
alue of the 0.2 often found in spider systems (Breton et al. 2013 ).
igher efficiencies are not unheard of, with the notable example of
SR J2215 + 5135 for which efficiency has been shown to be highly
odel dependent ranging from ∼0.5 to ∼1.0 (Kandel & Romani

020 ; Voisin et al. 2020 ). There are many reasons why the efficiency
an vary so dramatically between systems, but also between models.
he heating efficiency depends on both the pulsar wind power
f fecti vely intercepted by the cross-section of the companion star,
nd then the amount of energy that reaches below the photosphere.
he first point concerns the denominator Ė , and is biased by the

act that the pulsar wind is actually anisotropic and Ė should depend
n direction. The second point concerns the numerator of ε which
epends on the penetration depth of the irradiating high-energy
articles (e.g. Zilles et al. 2020 ), and thereby on the composition of
he pulsar wind in terms of particle species and their energy spectra,
s well as on the structure of the companion’s atmosphere abo v e the
hotosphere. 

.4 Source distance 

odeling of the photometry suggests the source is at a distance of
.1 + 0 . 8 

−1 . 1 kpc, with the distance being strongly correlated with the radial
elocity amplitude of the companion (see Fig. B1 ). This correlation
rises as the photometery constrains the base temperature, irradiation
emperatures, and filling factor of the companion. As such, if the
istance to the binary is increased, then in order to have the model
ux match the observed flux, the physical size of the companion
ust be increased. Given that the Roche lobe filling factor is close to

, Icarus can only achieve this by increasing the binary separation,
hich in turn alters K 2 . 
When combined with the radial velocity of 397 ± 4 km s −1 

btained from modeling the spectroscopy, the distance is refined
o 5.1 ± 0.2 kpc. This lies firmly between the 2.6 and 7.55 kpc
istance inferred to the source from the radio dispersion measure
sing to the NE2001 (Cordes & Lazio 2002 ) and YMW16 (Yao et al.
017 ) Galactic electron density models, respectively. We note that
he 7.55 kpc distance was used in the distance prior, but was assigned
 large uncertainty due to the errors associated with distances inferred
sing the dispersion measure. 
The best-fitTING model prefers a reddening of E ( g − r ) =

.15 ± 0.04 which is slightly higher than, but consistent with,
he prior range of E( g − r ) = 0 . 12 + 0 . 03 

−0 . 02 obtained from Green et al.
 2019 ). 

 C O N C L U S I O N S  

n this paper, we have presented detailed multi-band optical light
urves and spectra of the black widow system PSR J1555–2908, and
odeled these data using the binary synthesis program ICARUS . 
Modeling of the multi-band light curves of PSR J1555–2908

onstrains the binary inclination to be > 75 ◦. The model which
est describes the observed data contains a companion in which
 significant amount of the pulsar’s energy that is absorbed by
he companion is redistributed o v er its surface. There is a large
emperature difference of > 6000 K between the day side and night
ide of the companion, in line with the very high spin-down energy
f the pulsar. The companion also seems to be very close to filling
NRAS 512, 3001–3014 (2022) 
ts Roche lobe, with the Roche lobe filling factor constrained to be
 0.95. 
Through the use of a new technique for measuring the radial

elocity of a star in a binary system, the companion’s radial velocity
mplitude is found to be 397 ± 4 km s −1 . This technique works
y generating a synthetic spectrum of the star which accounts for
he large temperature difference which exists across the surface, the
istortion of the companion’s surface due to it filling its Roche lobe,
nd the viewing angle of the binary. 

The modeling of both the light curve and spectra allows for an
ccurate measurement of the binary’s component masses. The mass
f the pulsar, M NS = 1 . 67 + 0 . 15 

−0 . 09 M � at the 95 per cent confidence level,
s standard for a pulsar in a spider system (Linares 2019 ). The mass of
he companion in PSR J1555–2908, M Comp = 0 . 060 + 0 . 005 

−0 . 003 M �, means
hat it joins PSR J1810 + 1744 as one of the heaviest black widow
ompanions known to date (Romani et al. 2021 ). Even with these
asses, there still appears to be a gap between the companion masses

n redbacks and black widows. Further theoretical studies using using
inary evolution models will be required to decide if there truly is a
ass gap that differentiates black widows from redbacks and, if so,
here this mass gap exists. 
Finally, the spectroscopic modeling presented here allows for

 measurement of the radial velocity amplitude which is fully
onsistent with the temperature distribution on the companion star’s
urface. Application of this technique to the published spectra of
nown black widows and redbacks will be performed in the coming
onths to see how the published values for their radial velocity

mplitudes compares with the values obtained using this method.
his will pave the way for neutron star mass measurements in spider
ystems which are more precise, and hopefully more accurate. 
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PPENDI X  A :  SPECTROSCOPIC  M O D E L I N G  

 paper on generating high resolution synthetic spectra of binary 
tars with ICARUS is in preparation (Breton et al., in prep), and a
etailed discussion is beyond the scope of this paper. Ho we ver, in
his section we aim to give a brief overview of the assumptions
urrounding the modeling of the optical spectra in this paper. 

Before computation of a synthetic spectrum, a grid of specific 
ntensities co v ering the required range in temperature, surface gravity 
log 10 ( g )), cosine of the angle between the normal to the surface and
he line to the observer ( μ), and observed wavelength is required.
he specific intensity grid used in this paper was generated using the
TLAS9 suite of programs (Castelli & Kurucz 2003 ) and the available
odel atmospheres. 3 The specific intensities were computed with a 

esolution ( R = �λ/ λ) of 300 000 from 2500 Å up to 25 000 Å and
o v er a temperature range in kelvin of 3500 < T < 13 000 in steps of
50 K, and a surface gravity range of 2.5 < log ( g ) < 5.0 in steps of
.5, with solar metallicity assumed. These grids were then degraded 
o match the resolution of X-SHOOTER on the VLT by convolving
MNRAS 512, 3001–3014 (2022) 
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M

Figure A1. An example of a model spectrum (green) rescaled (orange) to match an observed spectrum (blue). The top panel shows the data and model, while 
the bottom panel shows the residuals before (blue) and after (orange) accounting for the correlated noise using a Gaussian Process. 
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he spectra with a truncated Gaussian to represent spectral broadening
y the seeing, truncated by the slit. Finally, to compute the model
pectrum, the emergent spectrum from each surface element on the
essellated surface of the companion is computed using this grid. 

We also account for the effects of smearing of the spectrum due
o the orbital motion of the companion star. For a spectra taken at
rbital phase φ and lasting a duration of d φ, the maximum velocity
hift between the start and end of the exposure is computed. This
elocity is then compared to the velocity resolution of the data. If the
 xpected v elocity change o v er the e xposure time is larger than the
elocity resolution of the data, then 5 synthetic spectra are computed
panning φ − d φ/2 up to φ + d φ/2. The model spectrum is then
omputed by integrating these 5 spectra. 

A single likelihood e v aluation requires the flux from 3072 surface
lements to be extracted from the atmosphere models and a 4D
nterpolation performed at 12 854 wavelengths for each of the 26
pectra, for 16 billion memory look-ups per likelihood e v aluation.
o achieve reasonable computation times, we store the degraded
tmosphere models on an NVIDIA TITAN RTX graphics card, whose
4GB of memory is sufficient to store the 11GB set of atmosphere
odels, and have implemented the atmosphere model retrie v al and

nterpolation using the CUDA framework. This is called by ICARUS

sing the PYCUDA module (Kl ̈ockner et al. 2012 ). With this setup, a
ull likelihood e v aluation takes ∼30s. 

We do not use information from the continuum of optical spec-
roscopy when calculating the log likelihood of a given model, as flux
alibration typically requires fitting a high order polynomial to the
bserved spectrum of a standard star. The fact that the standard star
s observed at different airmass and seeing conditions than the target,
NRAS 512, 3001–3014 (2022) 
ombined with potential errors derived from the polynomial fit, com-
romise the reliability of the target’s flux calibration and made them
nsuitable to be compared with the continuum of our synthetic grid.
nstead, per observed spectrum, we generate a synthetic spectrum
hich is then rescaled to match the flux calibrated spectrum through
tting of a 4th order polynomial, with no information from the
ontinuum used to constrain any of the orbital parameters. Instead we
ely on the information derived from the depth, width, and position of
he absorption lines in the spectrum. The parameters that can then be
onstrained from matching the absorption lines within the observed
nd synthetic spectra are the parameters related to the temperature of
he star, the inclination, the filling factor, the systemic velocity, and
he radial velocity of the companion star. Fig. A1 shows an example
f one of the observed spectra along with one of the model spectra
fter scaling the continuum of the model by the 4th order polynomial.

There is significant correlation between neighboring pixels in
he X-SHOOTER data, which has been ascribed to the co-addition
f nodding exposures by the ESO pipeline when producing the
ndividual spectra (a known effect previously reported in other works,
ee e.g. L ́opez et al. 2016 ). We model this correlation as a Gaussian
rocess with a Radial Basis Function kernel of the form 

( x i , x j ) = h exp 

(
−d( x i , x j ) 2 

2 l 2 

)
(A1) 

here h is a hyper parameter controlling the absolute amplitude of the
ernel, k ( x i , x j ) is the strength of the correlation between datapoints x i 
nd x j , d ( x i , x j ) is the distance between points x i and x j , and l is a hyper
arameter controlling the length scale of correlation. Further details
n this method will be included in the upcoming paper describing
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he spectroscopy module. For further reading on Gaussian Process 
odeling, see Rasmussen & Williams ( 2006 ). 
To account for correlations between neighboring pixels, we 

whiten’ the residuals by transforming with the covariance matrix, 
 , 

 ij = k( x i , x j ) + �f 2 i δij , (A2) 

here � f i are the flux uncertainties, and δij is the Kronecker 
elta function (i.e. the uncertainties are added in quadrature to 
igure B1. The corner plot generated from the MULTINEST analysis of the light curv
nd 3 σ . The priors applied to the specific parameters discussed in the text are plotte
0 per cent, and 97.5 per cent levels of the CDF. 
he diagonal of the covariance matrix. The likelihood is computed 
ccording to equation (6) of Czekala et al. ( 2015 ), which includes
 normalization term that penalizes unnecessarily large covariance 
unctions. 

PPENDI X  B:  MULTINEST  C O R N E R  PLOTS  
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e of the companion to PSR J1555–2908. Contours are plotting at the 1 σ , 2 σ , 
d as solid curves along the diagonal. The dashed lines mark the 2.5 per cent, 
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Figure B2. The corner plot generated from the MULTINEST analysis of the spectroscopy of the companion to PSR J1555–2908. Contours are plotting at the 1 σ , 
2 σ , and 3 σ . A prior based on a Gaussian Mixture Model has been applied to all parameters that are in common with the photometry corner plot. The dashed 
lines mark the 2.5 per cent, 50 per cent, and 97.5 per cent levels of the CDF. h UVB and l UVB are the hyper parameters associated with the Gaussian Process 
Modeling procedure detailed in Appendix A . 
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