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Abstract: To understand the phenotypic capabilities of organisms, it is useful to characterise cellular
metabolism through the analysis of its pathways. Dynamic mathematical modelling of metabolic
networks is of high interest as it provides the time evolution of the metabolic components. However, it
also has limitations, such as the necessary mechanistic details and kinetic parameters are not always
available. On the other hand, large metabolic networks exhibit a complex topological structure
which can be studied rather efficiently in their stationary regime by constraint-based methods.
These methods produce useful predictions on pathway operations. In this review, we present
both modelling techniques and we show how they bring complementary views of metabolism. In
particular, we show on a simple example how both approaches can be used in conjunction to shed
some light on the dynamics of metabolic networks.

Keywords: metabolic network; kinetic modelling; constraint-based modelling; elementary flux modes

1. Introduction

Metabolism is a core process in cellular life. Its main role is to manage the uptake
of nutrients to produce what cells need to grow and survive: energy and precursors
for molecular components such as the lipid membranes. Studying and understanding
metabolism is important for various reasons. For example, given its central role, it is
linked to a majority of other cellular processes such as the cell division cycle. To have a
better understanding of these processes, it is important to understand how they are linked
to metabolism in order to shed light on the dynamical behaviour of the cell. Another
example lies in the fact that some diseases such as cancer [1] affect the metabolism and
can disturb it in some way. A better knowledge of metabolism’s dynamics could thus
help understand those diseases and lead to the discovery of new therapeutic targets. A
last example we present is the industrial interest. As a production process, metabolism is
used in pharmaceutical industry to produce for instance monoclonal antibodies [2] or in
petrochemical industry to produce for instance bioethanol [3,4].

Analysing the dynamics of cell metabolism is not an easy task. First, even in simple
organisms the metabolic network comprises numerous biochemical reactions, involving lots
of components, either metabolites or enzymes. For example, the model of Escherichia coli
metabolism in [5] is composed of more than 2000 reactions and about 2500 components, and
the model of human metabolism in [6] is composed of more than 13,000 reactions and 17,000
components. In addition to its size, the network’s topology contributes to its complexity
as some metabolites are used in numerous reactions across the network. Beyond this
purely static view, one also has to comprehend a metabolic network as a dynamical process.
Indeed, as cells are exposed to changing environments or have to perform time-dependent
functions (during cell cycle for example [7,8]), metabolism evolves in time.
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To adapt metabolic function to its needs, a cell has to control its metabolism. This
control is exerted mainly through metabolic enzymes. There are two main ways to control
enzymatic activity, either by acting directly on the concentration of enzymes, or on their
catalytic efficiency. As enzymes are proteins, their production is controlled by gene expres-
sion. It is, therefore, regulated at different levels, from the inhibition or the enhancement of
the transcription to post-translational modifications such as ubiquitination, that increases
the degradation rate of the protein. By maintaining the concentration of certain enzymes
while modifying the production or degradation rates of other, cells are thus able to adapt
their metabolism through time, in response to changing external environment. The second
way for cells to control their metabolism is through the so-called allosteric regulations.
The understanding of this mechanism is mainly based on the Monod-Wyman-Changeux
model [9]. According to this model, enzymes have active sites binding to molecules of
substrate and also allosteric or regulatory sites. When a molecule, called an effector, binds
to an allosteric site, the shape of the enzyme changes, leading to a stronger (respectively
weaker) affinity with the active site. The regulation is thus called an activation (resp. an
inhibition) and the effector an activator (resp. an inhibitor). The term allosteric regulation
comes from the allosteric site; however sometimes in this term are abusively included other
mechanisms such as the competitive inhibition where the inhibitor binds to the active site,
blocking the access to the substrate.

To shed light on the dynamics of such a complex network, mathematical models are a
key. There are two major approaches that are used in the literature to model metabolism:
kinetic models and constraint-based models. Each approach uses a different point of view.
In kinetic models, the temporal evolution of the concentration of metabolites is made
explicit. They are thus very demanding in information, either on the precise enzymatic
mechanisms or on the numerous kinetic parameters. On the other hand, constraint-based
models (CBM) provide an interesting alternative, less demanding in information. They are
based on the hypothesis that the metabolic network has reached a stationary regime, and
they do not represent explicit concentrations of metabolites but only fluxes. Each approach
has its advantages and drawbacks and the selection of one or the other highly depends
on the size of the network, the amount of available data and obviously of the purpose of
the model.

In this review, we propose highlighting some strengths and weaknesses of both types
of models. After a brief summary of each approach, we review recent efforts in the literature
to draw both frameworks closer, notably by adding temporal features in CBM. In the last
part, we review in more detail two particular techniques proposed in the literature that
specifically combine the two approaches. They are applied to the same example network
to emphasize the complementarity of the two approaches.

2. Kinetic Models and Constraint-Based Approaches: Two Complementary Views of
Metabolic Dynamics
2.1. Using Kinetic Models to Analyse the Dynamics of Metabolism

In metabolic network analysis, kinetic models aim to study the dynamical behaviour
of metabolic components (mainly metabolites and enzymes) by describing how these
components interact with each other. This description is given by a (more or less detailed)
list of reactions and all the information needed to compute their rate: reversibility, rate
law expression (simple mass action or Michaelis-Menten terms, for instance), kinetic
parameters. . . When available, information about regulations may also be given.

Various types of kinetic models exist. One can cite the models based on Gillespie
algorithm [10], such as [11,12], which are stochastic and agent-based models and aim to
simulate the evolution of the number of molecules. Petri-Net models are another example
of kinetic models. They are directed bipartite graph (two types of nodes: the places and
the transitions) in which tokens move from place to place through transitions. They are
used to model different types of systems, including biological processes such as signalling
and regulation networks as well as metabolism [13]. These two examples illustrate the
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wide range of mathematical formalisms that can be used to model the kinetics of metabolic
networks, from stochastic to deterministic models or from discrete to continuous models.

In this article, we focus on the formalism of ordinary differential equations (ODE),
which is one of the most widely used framework to model the dynamics of metabolism.
Indeed, they efficiently describe the evolution of metabolite concentrations and metabolic
fluxes. To fix some notation, we propose the following summarised ODE model of a
metabolic network. In this system, the state variable is determined by the concentrations
of metabolic components. This state at time t is thus represented by a vector x(t) ∈ Rn

+

containing the amounts of n metabolites. Usually, in such systems, enzymes are simply
modeled through their kinetic parameters as their concentrations are often supposed con-
stant.

The model describes the rate of change of metabolite concentrations through the
differential system:

∀t,
dx(t)

dt
= F(k, x(t)),

where k is a p-dimensional vector of parameters and F is a vector field of Rn → Rn. Even
if such ODE systems can be stochastic, in the present article we focus on deterministic
systems [14–16].

System (1) models the growth of a cell population in a reactor with input and output
flows. In this system, the population is assumed homogeneous and its growth exponential.

dxext(t)
dt = Sextν(t)xb(t) +

Fin
V(t) (Cin − xext)

dxint(t)
dt = Sintν(x(t))− µxint(t)

dxb(t)
dt = µxb(t)− Fin

V(t) xb(t)
dV(t)

dt = Fin − Fout.

(1)

In this system, the state vector is

x(t) =


xext(t)
xint(t)
xb(t)
V(t)


where

• xext(t) ∈ Rmext
+ (mM) is the vector of the concentration of extracellular metabolites i.e.

metabolites being outside the cells, directly in the reactor,
• xint(t) ∈ Rmint

+ (mol(nbcells)−1) is the vector of the concentration of intracellular
metabolites i.e. metabolites being inside the cells, expressed as a quantity of matter
per cells (per 106cells for example),

• xb(t) ((nbcells)L−1) represents the cell population,
• V(t) (L) is the volume of the reactor.

In Equation (1), Sext ∈ Rmext×r and Sint ∈ Rmint×r are the two sub-matrices of
the stoichiometric matrix S ∈ Rm×r. Sext (resp. Sint) regroups the rows of S corre-
sponding to the extracellular metabolites (resp. intracellular metabolites). ν(x(t)) ∈ Rr

(mol(nbcells)−1h−1), is the vector of reaction rates, also called flux vector. The rate of a
reaction (also called its speed, or velocity) is defined by the concentration of product formed
per unit time. Those reaction rates are often based on Michaelis-Menten or Hill laws, or
on even more empiric laws such as lin-log law, power law . . . (see [17] for more details).
As a consequence, the vector ν(x(t)) is in general highly nonlinear and this nonlinearity
contributes to the complexity of the system analysis. In (1), µ (h−1) is the growth rate of
the cell population. In lots of models, µ is considered constant, meaning the population is
supposed to be in exponential growth. In others such as [2,15], it depends on time, notably
through the vector of concentrations x(t). Fin and Fout (L h−1) are the input and output
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flow rate and Cin (mM) is the vector of concentrations of extracellular metabolites in the
input flow.

As presented, System (1) models the growth of a cell population in a reactor with
input and output flows but it can be adapted to other types of reactor such as:

• batch reactor with Fin = Fout = 0
• fedbatch reactor (continuously fed) with Fin > 0 and Fout = 0
• chemostat with Fin = Fout > 0.

It could also be adapted to represent perfusion reactor [1] or used in a model where
the medium is assumed to be constant in time [8].

In general, the construction of an ODE model is not an easy task, especially in cell
biology. A lot of information is required on the modeled phenomenon, ranging from
qualitative information (the mathematical description of rate laws is not always known)
to quantitative information, consisting on numerous kinetic parameters. For metabolic
networks in particular, if Michaelis-Menten laws are commonly accepted to model enzy-
matic catalysis, the representation of the different regulations (whether genetic or allosteric)
can be much more delicate. In [18], Steuer et al. propose an approach called Structural
Kinetic Modelling (SKM) to study dynamical behaviours of an implicit differential system
near an equilibrium with only global knowledge and relatively few assumptions about
the kinetics of the reactions. This method has the advantages of stoichiometric analysis,
mainly the possibility to study large-scale models, while incorporating dynamic aspects
and allowing the investigation of allosteric regulation on a quantitative level. This method
has been used in different ways. For instance, in [19,20], it is used to analyse the stability of
metabolic equilibria. In [21], Girbig et al. combine it with supervised machine learning to
detect patterns of enzyme-metabolite interactions that have a major role in the stability of
the system.

2.2. Using Constraint-Based Approaches to Describe Metabolic Configurations

Constraint-based modelling (CBM) is a widely used approach to analyse genotype-
phenotype relationships. It models cell steady-state phenotypes during exponential growth
phase and the internal metabolites are supposed to be at quasi-steady state. This is mathe-
matically expressed by : dxint(t)

dt = 0 which means Sintν(xint)− µxint = 0. Furthermore, in
CBM the dilution term µxint is considered small with respect to the other fluxes affecting
the same metabolite. Therefore, the term can be neglected and the equation reduces to
Sintν(xint) = 0. When all the parameters are known, the equation can be numerically
solved for xint. As it is often not the case due to the complexity of metabolic kinetics, this
equation is solved directly in ν, resulting in:

Sintν = 0. (2)

when compared to System (1), note that both systems use the product Sν, which captures
the core of the metabolic network. However, both representations are quite different in
nature. System (1) is focused on x(t), which are the pools (concentrations) of the metabolites,
and is used to represent their temporal evolution. System (2), in contrast, consider only
metabolic fluxes ν and in this system, it is assumed that the metabolic network has reached
a stationary regime whereas System (1) can also be used to represent the network in
transient states. In CBM, besides the hypothesis of the stationary regime, fluxes are also
constrained by thermodynamics. The reversibility of a reaction can be computed based
on its Gibbs free energy (∆G). A reaction is generally treated as irreversible if its ∆G is
always of the same sign. From that, we define Iirrev the list of irreversible reactions and
we impose:

∀i ∈ Iirrev vi ≥ 0.

Any flux vector that satisfies Equation (2) and the irreversibility equation captures
all metabolic phenotypes of the system. All of these flux vectors form the solution space
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which is a convex polyhedral cone (pointed when all reactions are irreversible), also called
the flux cone:

C = {ν ∈ Rr|Sintν = 0, ∀i ∈ Iirrev vj ≥ 0} (3)

C is the central element of CBM and can be very large. Indeed, while the cone C lies itself
in Rr (where r is the number of reactions), its number of edges grows exponentially as the
complexity of the network increases. In general, the solution space C can be explored in
two different ways: either by characterising its set of edges, or by searching specific points
in C that verify additional constraints. These two approaches are detailed thereafter.

The solution space C can be characterised by its extreme rays which are a minimal
finite-set of flux vectors able to generate all C. In metabolic pathway analysis, the main
used generator vector set is the set of elementary flux modes. These generator vectors have
been introduced by Schuster and Hildtag [22]. An elementary flux mode e, also called EFM,
is defined by:

1. e ∈ C,
2. e is nondecomposable, i.e. there is no nonzero vector ν ∈ C such that supp(ν) ⊆

supp(e) where supp(ν) = {i|νi 6= 0}.
Elementary flux modes are interesting from a biological point of view as they represent

the list of all minimal pathways going from input(s) to output(s) at steady-state. Such
pathway definition provides therefore a rigorous basis to systematically characterise cellular
phenotypes as well as the robustness and fragility of the cell. This characterisation facilitates
the understanding of cell physiology. EFMs analysis is a useful tool to identify the structure
of a metabolic network that links the cellular phenotype to the corresponding genotype.
Nevertheless, their computation is often limited by the size and the complexity of the
metabolic network. Indeed, the number of EFMs greatly increases with these elements
and from a certain point, we cannot compute them anymore. Hunt et al. [23] developed
a method based on a network splitting algorithm to compute an average two billions of
EFMs for a metabolic network of only 318 reactions. However, it has been shown that
counting EFMs is #P-complete [24] (a complexity class of counting problems associated
with decisions problems in NP).

The EFMs have also been extended into:

• Minimal Constraint Flux Modes (MCFMs) by Morterol et al. [25] to take into account
Boolean constraints on the reactions,

• Elementary Flux Vectors (EFV) by Klamt et al. [26] to take into account linear constraint
on the reaction rates’ values,

• Elementary Growth Modes (EGM) by Müller [27] to bring ODEs and CBM closer by
taking into account the dilution term in the definition of CBM.

Another way to explore the solution space is to search, within the cone C, specific flux
distributions that verify additional properties. For example, FBA [28] is one of the most
common constraint-based method to analyse metabolic networks. This method proposes
optimising an objective function represented by a linear function in ν: f (ν) := ctν. Hence,
the problem of finding a flux vector that optimise this objective can be written as a linear
programming (LP) problem, which can be efficiently solved for genome scale networks.
The full mathematical description of the problem uses additional constraints bounding the
reaction rates, leading to the following formulation:

max
ν

f (ν) = ctν (Objective function)

s.t. ν ∈ C (In solution space)

l ≤ ν ≤ u (Flux constraints),

(4)

By linearity of C and the objective function f , the problem defined in Equation (4) is
guaranteed to have a global optimum. However, it does not guarantee its unicity. To check
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if other optimal solution occurs, Flux Variability Analysis (FVA) has to be performed to
find the range of different steady state fluxes for which the solution remains optimal [29].

Choosing the right objective function is in itself an interesting and delicate question.
Classically, f is built to represent the production of biomass, modeling the fact that the
system is supposed to have reached a stationary regime (exponential growth). However
in [30,31], different ways to build objective functions are reviewed. The classical max-
imisation of biomass production works relatively well for the study of microorganism
populations, especially those studied in laboratory. However, in normal conditions nutri-
tionally rich environments are more an exception rather than the norm and other objective
functions should be investigated to model different conditions. In particular, in [32] Mon-
tezano et al. propose to use proteomics data to define specific objective functions that lead
to better results than the maximisation of biomass. Historically, linear objective functions
have been chosen for simplicity but it is not a strict limitation. More generally, the convexity
of the flux space C allows the use of convex optimisation techniques.

2.3. Comparison of the Two Approaches

If the stoichiometric matrix S , that represents the list of metabolic reactions, is central
for both the kinetic model (1) and the constraint-based cone (3), these two approaches
are different in the dynamical features they focus on, and in the quantity of information
they require.

The building of a constraint-based model needs relatively few parameters. Indeed
we are able to compute EFMs and thus to have a representation of the solution space only
given S (the stoichiometry of the network) and Iirrev (basic thermodynamical information
on the reactions of the network). To obtain a complete FBA model, we need to add a few
parameters: the lower and upper bounds of the reaction rates and the objective function.
Nevertheless, if C requires few parameters to be built, it can contain flux vectors that
may not be biochemically feasible. To avoid such fluxes, we can add constraints as in [33]
where thermodynamically infeasible EFMs are removed. That leads to reducing C to a
more biochemically relevant solution space. Reducing C and limiting the non biochemical
fluxes is a common issue in constraint-based modelling we discuss in more details later.
Another limitation of constraint-based models is the fact that metabolites’ concentration is
implicit. In particular, this renders the modelling of regulation quite delicate, as they are
often dependent on the concentration of the regulator. Finally, constraint-based models
generally make the general hypothesis that the system has reached an equilibrium, and so
they are not adapted if one is interested in the transient behaviours of metabolism.

On the contrary, kinetic models give access to such information. Indeed, in a kinetic
model, metabolite concentrations are explicit as well as the reaction rates. We thus know
how they evolve through time. This allows us, when the information is available, to directly
include regulations into kinetic models. For example, if we want to model the inhibition of
the reaction A→ B by an inhibitor I, we can simply adapt the reaction rate

ν(t) := νmax
a(t)

a(t) + Km
,

a classic Michaelis-Menten law, into

ν(t) := νmax
a(t)

a(t) + Km

Ki
Ki + i(t)

.

For more details, see [34]. However, this gain in information goes hand in hand
with higher requirements in available data and therefore, with a loss in the network’s
size. Indeed, a kinetic model needs a lot of parameters to be built and these parameters
are often difficult to obtain and context specific. For example, the catalytic activity of
enzymes depends on various conditions (temperature, pH, . . . ). Therefore, even if genome-
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scale kinetic models exist [35–37], obtaining the kinetic parameters for such models is an
important limit of this type of modelling.

In brief, constraint-based and kinetic models are complementary methods that do not
model the same aspects of metabolism and give access to different kind of information. In
the next part, we present frameworks that extend FBA, EFM or kinetic models and include
temporal behaviour or genetic regulation.

3. Review of Different Frameworks to Study the Dynamics of Metabolism

As presented before, kinetic and constraint-based models both have their strengths
and weaknesses. Different extensions aiming to overcome these weaknesses have been
proposed. First, we present extensions from the literature of the classical FBA method in
which the time is explicitly taken into account. Then, we review different extensions in
which regulations are integrated in classical constraint-based methods. We then investigate
how the inclusion of enzyme costs improves classical constraint-based methods and pro-
vides additional dynamical insights. Finally, we review some tentatives to exploit different
kind of biological information in the construction and analysis of dynamical systems of the
metabolic network. Figure 1 gives a graphical representation of the main methods evoked
in this part, together with the main links between them.

Kinetics models

Constraint-based models

ODE

HCM MRN

L-HCM

EFM

MCFM

r-deFBA

rFBA

uFBA

dFBA

FBA

ME

RBA

dynamical
RBA

dynME

deFBA

explicit tim
e

enzym
e cost

re
gu

la
tio

n

Figure 1. Graphical representation of the different frameworks evoked in this paper and their links.
Each framework is categorised depending on its type: constraint-based or kinetic, and depending
on some dynamical features it provides: explicit time, regulations or enzyme cost. An arrow from
framework A to framework B indicates that B is an extension of A.
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3.1. Incorporation of Time into FBA
3.1.1. Dynamic Flux Balance Analysis (dFBA)

To explicitly integrate time into FBA models, in 1994 Varma and Palsson created the
framework Dynamic Flux Balance Analysis (dFBA) [38]. This framework extends FBA to
help understand the temporal dynamic of metabolic systems. In [38], it is applied to predict
the behaviours of E. coli during several batch cultures. dFBA is an iterative process based
on the division of time into small intervals into which the metabolism is assumed to be in
steady-state. In practice, dFBA consists of solving successive FBA problems, representing
the metabolic state at different times. Each time, the environment, the accumulated biomass
and the nutrient availability are updated by integration of{

dxext
dt = Sextνixb(t)

dxb
dt = µixb(t),

where νi and µi are obtained by solving the i-th FBA problem.
This first attempt to explicitly include time into FBA has been improved and three

main versions of dFBA exist in the literature.

Static Optimisation Approach (SOA)

In [39], Mahadevan et al. formalised the approach of Varma and Palsson and suggest
to add more constraints such as positive concentrations and a limitation on the evolution
rate of fluxes. As in the approach of Varma and Palsson, the SOA approach divides time
into several intervals (∆T) and solves an optimisation problem at the beginning of each
interval to obtain the flux distribution at a particular instant. The dynamic equations are
then integrated assuming that the fluxes are constant over the interval :

max
ν(t)

f (ν(t)) (Objective function)

s.t. ν(t) ∈ C (In solution space)

l(xext(t)) ≤ ν(t) ≤ u(xext(t)) (Flux constraints)

xext(t + ∆t) := xext(t) + Sextν(t)xb(t)∆t (Update of xext)

xb(t + ∆t) := xb(t) + µ(t)xb(t)∆t (Update of xb)

xext(t + ∆t) ≥ 0 (Positive concentrations)

|ν(t)− ν(t− ∆t)| ≤ ν̇max∆t (Flux change limited),

(5)

where µ(t) is given by a function of ν(t), often f (ν(t)), the objective function itself. Non-
linear constraints on ν(t) and xext(t) could also be included in Equation (5) as presented by
Mahadevan et al. in [39]. In that case, other tools than LP should then be used.

This static approach is useful to obtain feasible nutrient and biomass dynamics but
it cannot resolve the optimisation problem over the complete timescale of interest. To
answer this question, Mahadevan et al. present another version of dFBA: the Dynamic
Optimisation Approach also called DOA [39].

Dynamic Optimisation Approach (DOA)

The DOA approach, written in Equation (6) is a generalisation of the SOA approach
with a global objective function over the entire time interval [t0, t f ]. Equation (6) is an
optimisation problem involving a bilinear system that could be solved by dividing time
into finite intervals and the use of orthogonal collocation method.
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max
ν(t),xext(t),xb(t)

Φ(xext(t f ), xb(t f ), ν(t f )) +
∫ t f

t0

L(xext(t), xb(t), ν(t))dt

s.t. ν(t) ∈ C (In solution space)

l(xext(t)) ≤ ν(t) ≤ u(xext(t)) (Flux constraints)

µ(t) = CTν(t) (Growth rate)

dxext(t)
dt

= Sextν(t)xb(t) (Update of xext)

dxb(t)
dt

= µ(t)xb(t) (Update of xb)

xext(t) ≥ 0 (Positive concentrations)

|dν(t)
dt
| ≤ ν̇max (Flux change limited)

xext(t0) = xext0 (Initial condition)

xb(t0) = xb0 (Initial condition)

(6)

where Φ is a terminal objective function and L an intermediate objective function.
As for SOA, nonlinear constraints could be added, transforming this problem into a

nonlinear programming (NLP) problem. That limits its extensibility to bigger networks as
the complexity increases with the size of the network which is not an issue for LP problems.

Direct Approach (DA)

In [40], Höffner et al. summarised different applications of dFBA. As well as SOA and
DOA, they also present the direct approach (DA). According to Höffner et al., Hjersted
and Henson would be the first to introduce this approach [41]. In DA, the LP solver is
included in the right-hand side of the differential equations. It generates an extended
dynamic system for which the LP always has a solution.

Those different versions of dFBA have been widely used to study the dynamics
of metabolism. For instance, dFBA has been used to study the optimisation of citrate
production in Yarrowia lipolytica [42]. In this article, da Veiga Moreira et al. apply the
SOA approach on a genome-scale model (about 2000 reactions and metabolites) and find
that by adding n-Propyl Gallate, an inhibitor of the alternative oxidase, the production
of citrate is substantially increased. The SOA approach has also been used in [43] on a
genome-scale model of Escherichia coli to evaluate the performance of the high-shikimic-
acid-producing strain. dFBA has also been used to assess the effectiveness of mixed
cultures in the production of specific bioproducts of interest. In [44], Hanly and Hanson
apply the DA approach on the combination of two genome-scale models (two E. coli
strains, or one E. coli strain with one Saccharomyces cerevisiae), obtaining a network of
about 2000 reactions and metabolites. Among the different approaches, the iterative one
(SOA) is, for now, the most widely used [40]. This approach is indeed relatively simple
to implement as it consists of a succession of FBA problems. This method is also less
computationally demanding compared to the DOA approach as the optimisation is done
locally. However, new approaches are still presented to include more constraints such
as nonlinear objective function [45] or linear kinetic constraints [46] or to improve the
computation of the simulations [47,48].

3.1.2. Unsteady-State FBA (uFBA)

In dFBA, the intracellular metabolites are assumed to be at steady-state. Another way
to include time into FBA is to relax this hypothesis as in unsteady-state FBA (uFBA) [49].
uFBA is a workflow that aims to predict reaction rates from experimental metabolite
concentration changes. The evolution of metabolite concentration through time is often
non-linear. Thus, the first step of uFBA is to divide the time into intervals where the
evolution of metabolite concentration is supposed linear. A linear regression is applied on
each interval i to estimate evolution rates of concentration and to compute a confidence
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interval [bi
1, bi

2] from the data. Finally, the problem described by Equation (7) is solved
and a transient flux distribution is estimated. We want to highlight that in Equation (7),
the whole stoichiometric matrix S is used and not only the submatrix corresponding to
extracellular or intracellular metabolites.

max
νi

f (νi)

s.t. bi
1 ≤ Sνi ≤ bi

2

l ≤ νi ≤ u.

(7)

In [49], Bordbard et al. apply uFBA on a metabolic network composed of 216 reac-
tions of human red blood cells. By taking into account the evolution of 93 metabolites
(about 43% of coverage) they were able to predict that a reaction of the TCA cycle oc-
curs in the opposite direction that the one predicted by FBA. This prediction was then
experimentally confirmed.

Although dFBA and uFBA extend FBA and both make the time explicit in the mathe-
matical description, these frameworks have limitations. uFBA is a data-driven approach
and as such requires extensive experimental data. In particular, to improve predictions
made by FBA, uFBA needs a sufficient percentage of measured metabolites which can be
quite delicate to obtain according to the organism under study. dFBA is less demanding in
experimental data but cannot predict some metabolic behaviours such as the diauxic shift
when a cell population is growing on two or more carbon sources. One way to overcome
this specific limitation is to include genetic regulations into CBM, as reviewed next.

3.2. Integration of Gene Regulations into CBM

Different methods have been proposed to include gene regulations into classical
constraint-based models.

3.2.1. Regulatory Flux Balance Analysis (rFBA)

Regulatory Flux Balance Analysis (rFBA) [50] is an extension of dFBA (the original
formulation of Varma and Palsson). In this framework, Covert et al. combine a dFBA model
with a Boolean regulatory network that represents transcriptional regulations. Similarly to
dFBA, time is divided into small steps where the metabolism is assumed to be at steady-
state, and as in dFBA, at each time step, a FBA problem is solved and the extracellular
concentrations and the biomass are updated according to the computed flux distribution.
In addition, all the variables of the Boolean regulatory network are also updated according
to the values of the concentrations, the biomass and the flux distribution. Finally, these
Boolean variables modify the values of l and u, the lower and upper bounds of the FBA
problem, setting, for example the bounds of a reaction rate to 0 when the corresponding
gene is (temporarily) not transcribed. Then, the next time step starts. Covert et al. apply
their framework on different growth conditions (growth on two carbon sources, with a
sudden unavailability of oxygen, on complex media . . . ) and successfully predict the
growth of the cells [50]. In particular they predict the diauxic shifts that occur with these
growth conditions, predictions that cannot be done with dFBA. In this article, the network
is quite simple and only composed of about 20 reactions and metabolites. However, in [51],
the same framework is used to reconstruct the first genome-scale (about 1000 reactions)
computational model combining a metabolic network with transcriptional regulations.
Covert et al. extend rFBA into integrated FBA (iFBA) by coupling a rFBA model with
a differential system to model a more detailed part of the metabolism [52]. Min Lee
et al. propose a similar framework called integrated dynamic FBA (idFBA) [53] where
the regulation network and the signaling pathways are included into the stoichiometric
matrix. A limitation to these frameworks is the fact that we do not always know what the
regulation network is. Thuillier et al. suggest in [54] a method to infer regulatory networks
from experimental data that work with rFBA.
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3.2.2. Genetic Regulation and EFMs: SMT/ASP

Logic-based methods have been used to compute Elementary Flux Modes (EFMs) [25,55]
without the complete enumeration and allowed easily the inclusion of Boolean constraints
representing transcriptomic regulations. Moreover, it has been shown that EFMs no longer
characterise the solution space constrained by positive clauses, but that this space is gener-
ated by combinations of EFMs called MCFM for minimal constraints flux modes which are a
set of all constraint support-minimal solutions. Thus, depending on the complexity of the
Boolean constraints, the flux cone can be restructured and contains minimal and generating
vectors which are not EFMs. More recently, Mahout et al. [56] developed a method based on
a hybrid computational tool Clingo[LP] [57] based on Answer Set Programming (ASP) and
Linear Programming (LP) that allows the computation of EFMs while implementing many
different types of constraints (thermodynamics, gene regulation, operating costs which are
Boolean and linear).

3.3. Integration of Enzyme Cost Production Recovers Complex Dynamical Behaviours

Metabolism is a production system: it produces energy and precursors from nutrients.
However, it is not a classical production system as it has to produce the machinery needed
to produce this energy and these precursors. Indeed, enzymes, which are the key element
for metabolism to work, are made with amino acids and energy which are themselves
produced by the metabolic network, in a general feedback loop. Enzymes, and more
generally proteins, are at the center of all major cell processes. For this reason, including
the production cost of proteins and in particular enzymes into the study of metabolism will
bring important insights into the understanding of metabolism. In particular, it allows the
classical stationary method to reproduce typically dynamical features, such as the diauxic
shift evoked earlier. Several frameworks were proposed to take into account the cost of
enzyme production into constraint-based models.

3.3.1. Resource Balance Analysis (RBA)

Resource Balance Analysis (RBA) was proposed to include enzyme costs in the optimi-
sation problem and thus significantly improve the quality of predictions [58–61]. Contrary
to FBA, RBA is not based on the maximisation of an objective function representing growth
rate, but rather on the feasibility of a growth rate. Given a (fixed) growth rate µ, RBA
determines if it is achievable by computing the corresponding optimal configuration of the
cell (metabolic fluxes distribution, concentrations of enzymes, ribosomes and other molec-
ular machines such as chaperones). The constraints used in RBA include, in addition to
classical conservation constraints, the production of enzymes and other macromolecules of
the network (from elementary bricks), the capacity of molecular machinery functioning, as
well as the limitation on cellular density and membranes’ occupancies. The feasibility of a
given growth rate is a LP problem. Furthermore, the maximisation of the growth rate can be
achieved by an iteration of LP problems. Therefore, its complexity is similar to FBA and the
method can also be applied to genome-scale models. For example, two genome-scale RBA
models are available on the RBA website (https://rba.inrae.fr/index.html, accessed on 12
July 2021): a model of Bacillus subtilis metabolism with about 600 reactions, 500 metabolites
and more than 1200 elements relating to the enzyme cost, and a model of Escherichia coli
metabolism with about 4000 reactions, 2000 metabolites and more than 5000 elements to
represent the enzyme cost. As for FBA, RBA requires quantitative information to build
the mathematical system. In particular, enzyme efficiencies can be inferred from protein
quantification data and fluxomics, as described in [60].

As said earlier, with respect to FBA, RBA is able to predict complex dynamical be-
haviours such as the hierarchy of use of carbon sources, as shown in [62] by integrating
a Boolean formalism. Furthermore, Jeanne et al. propose a dynamical version of RBA
in [63,64] which integrates a simplified resource allocation model of cells and the bioreactor
operating in batch mode in a dynamical model. The maximisation criterion is given by the
ratio between the concentration of the product at the final time and the culture duration.

https://rba.inrae.fr/index.html
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In the same vein, Metabolism and Macromolecular Expression (ME) models [65] also
integrate the cost of enzyme production. They extend FBA models by taking into account
the links between metabolism and the enzyme machinery into the stoichiometric matrix
(S). The incorporation of the cost of enzyme production into the stoichiometric matrix
leads to a considerable increase of reactions and components. For example, Liu et al. built a
E. coli ME model from the metabolic model iJO1366. While this model is composed of about
2000 metabolites and 2500 reactions, their ME model, named iJL1678-ME, is composed of
about 80,000 reactions and 70,000 components [66]. In [67], Lloyed et al. present COBRAme,
a framework for genome-scale ME models to build and simulate such models. They applied
their framework on the ME model of Liu et al. and reduced it to the model named iJL1678b-
ME, containing “only” about 13,000 reactions and 7000 components. The ME framework
has been extended into a dynamic framework named dynME in [68].

3.3.2. Dynamic Enzyme-Cost FBA (deFBA)

Dynamic enzyme-cost FBA (deFBA), proposed by Waldherr et al. [69], extends dFBA
models (DOA approach) by including constraints on enzyme capacity as well as their cost.
This method also provides a detailed description of biomass through the new variable xP
that represents macromolecules (gene products, large metabolites, . . . ) needed to build the
cell. Reactions that convert intracellular metabolites into macromolecules or the opposite
are included into the stoichiometric matrix and thus also in Sint. SP regroups the rows
of S corresponding to the macromolecules. Similarly to the DOA approach, an objective
function over the entire time interval [t0, t f ] is optimised. This method is described by
Equation (8).

max
ν(t),xext(t),xP(t)

Φ(xext(t f ), xP(t f )) +
∫ t f

t0

L(xext(t), xP(t), ν(t))dt

s.t. ν(t) ∈ C (In solution space)

l(xext(t)) ≤ ν(t) ≤ u(xext(t)) (Flux constraints)

HCν(t) ≤ HExP(t) (Enzyme capacity constraint)

HbxP(t) ≤ 0 (Biomass composition constraint)

dxext(t)
dt

= Sextν(t) (Update of xext)

dxP(t)
dt

= SPν(t) (Update of xP)

xext(t) ≥ 0 (Positive concentrations)

xP(t) ≥ 0 (Positive concentrations)

xext(t0) = xext0 (Initial condition)

xP(t0) = xP0 (Initial condition)

(8)

where Φ is a terminal objective function and L an intermediate objective function. HC
regroups the catalytic constant of the enzymes, HE serves as a filter to have the right inequal-
ities and HB contains information about the cell composition. See [69] for more details.

In the previous parts, we have presented frameworks that extend the classical constraint-
based models FBA and EFMs by including dynamical elements, such as explicit time,
regulations and the cost of enzyme production (see Figure 1). In particular, those extensions
show that constraint-based models are adjustable frameworks. However, in these models,
the concentration of the intracellular metabolites is still implicit. To have access to this
information, we still have to turn to kinetic models. In the next part, we present how
regulation and enzyme cost could be integrated into such systems.
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3.4. Hybrid Models Extending Dynamical Systems by Incorporating Regulations and Enzyme
Cost Production

In theory, adding specific information into a dynamical model such as (1) is relatively
straightforward: new variables can be inserted in the state vector x(t) and the mechanisms
involving these variables are then included in the vector field F(k, x(t)). In practice,
this modelling step is delicate as it is strongly dependent on the level of information
available for those mechanisms. In biology, those mechanisms may be unknown or partially
known. Even when they are fully known, they are dependent on numerous parameters that
generally need large datasets to be estimated. The construction and analysis of differential
models in biology is obviously a very rich field, that goes beyond the present paper.
Nevertheless, in the following we review two different methods that have been developed
recently and that seem interesting in helping design and analyse efficient dynamical models
of metabolism.

3.4.1. Hybrid Cybernetic Models

The cybernetic control principle [70] offers a promising approach to include genetic
regulations as well as the cost of enzyme production into a differential system. Cybernetic
models include these controls through cybernetic variables that represent the fractional
allocation of resource for enzyme synthesis and the genetic regulation modulating the
activity of each enzyme. This approach has been extended by Young et al. into Hybrid Cy-
bernetic Modelling (HCM) [71]. In this approach, each EFM is viewed as a “single enzyme”
to simplify the metabolic network and reduce the number of variables and parameters.
The kinetic parameters and cybernetic variables associated with each “enzyme” represent
the regulations of all the reactions of the corresponding EFM. The HCM approach [72,73]
describes the dynamic behaviour of the biological system taking into account a feasible
subset of active EFMs, the dynamic of the process in form of a differential system and
information about cellular regulation through cybernetic variables. It describes the uptake
flux to be optimally distributed among active EFMs and the cybernetic variables allow the
system to switch between the growth phases. With HCM, the network’s size is reduced by
the use of EFMs. This framework is thus limited to medium-scale networks whose EFMs
are computable. To overcome this limitation, Song et al. suggest to use EFMs families
instead of EFMs and present in [74] the Lumped-HCM (L-HCM). They describe distribu-
tion of cellular resources in the network in terms of lumped EFMs, which are weighted
averages of EFMs, classified in families according to similarity of metabolic function. It
provides dynamic models for large networks, such as the one of Shewanella oneidensis MR-1,
composed of about 700 reactions and metabolites [75].

Recently, this framework has been extended using the maximum entropy principle [76]
to provide a dynamic theory of metabolic resource allocation in the face of environmen-
tal uncertainty.

3.4.2. Hybrid Automata

Another way to include changes in enzyme expression or cost of production into a differ-
ential system is to combine it with a discrete automaton, thus obtaining a hybrid automaton.

An automaton is a set of discrete states. The automaton switches from a state to
another according to some given rule. In a hybrid automaton, each state is linked to a
specific differential system or a specific set of parameters. When the automaton is in a
certain state, the differential system is simulated until a certain switching condition is
reached. The switch from a discrete state to another one is assumed instantaneous. For
more details about hybrid automata, we advise the reading of [77].

Hybrid automata are a great framework to combine discrete phenomena with con-
tinuous ones. For example, in [8] a hybrid automaton is used to depict the central carbon
metabolism during the cell cycle. In this model, the discrete transitions represent the G1 to
S and S to G2 switches. For each phase, a set of parameters representing the specificities
of the enzymatic concentrations and activities of the phase is chosen according to the
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literature. The differential system is then simulated for the G1 phase, then switches to S
and then to G2.

The automaton could also be more complex. In [78], Liu et al. present a framework
named Metabolic Regulatory Network (MRN). It consists of a differential system repre-
senting the metabolism network as well as the enzyme production machinery (ribosomes,
regulatory proteins, enzymes themselves, . . . ) coupled to a Boolean network represent-
ing the transcription regulation. This hybrid automaton thus takes into account genetic
regulation as well as the cost of enzyme production.

Liu et al. extend their MRN framework into a CBM framework named regulatory
dynamic enzyme-cost flux balance analysis (r-deFBA) [79]. r-deFBA is a dynamic opti-
misation version of MRN that aims to model the dynamic of metabolism while taking
into account resource allocation and transcriptional regulations. Similarly to deFBA, they
optimise the production of biomass over a time interval and add constraints to represent
the different elements they model. See the article ([79]) for more details on these constraints.
They obtain a mixed-integer linear optimisation problem. Although such problems are not
as easy to solve as LP problem, there are some effective solvers. In [79], Liu et al. compare
deFBA and r-deFBA. They find that by adding regulatory constraints into deFBA (and thus
obtain r-deFBA) they get more accurate predictions of the metabolic behaviour. They also
compare r-deFBA to MRN and find equivalent results. We can note that MRN provides
more information than r-deFBA. In particular, MRN provides the transient behaviour
and the concentration of the intracellular metabolites that are assumed at steady-state in
r-deFBA. However, MRN models are limited in size as the number of automaton states
increases exponentially with the number of Boolean variables in the regulatory network.
Changing a MRN model into a r-deFBA model is a possible solution to overcome this limit
and model large networks.

4. Combination of a Kinetic Model and Constraint-Based Approaches

As we saw in the previous part, kinetic and constraint-based models are two inter-
esting approaches to model metabolism. As they do not focus on the same aspects, they
are rather complementary. On the one hand, a kinetic model is preferred to study detailed
dynamical behaviours on a quantitative level while constraint-based approaches such as
EFMs offer a global, genome scale view of the network and allow qualitative analysis. On
the other hand, a kinetic model needs a lot of information (kinetic laws, parameters) while
constraint-based approaches generally need less detailed information. In this part, we
review the articles of Machado et al. [80] and of Schwartz and Kanehisa [81,82]. These
papers effectively use the complementarity of constraint-based and kinetic models and
show how both modeling approaches can be used in conjunction to obtain interesting
results. We propose to illustrate their work on the simple network depicted in Figure 2. We
thus build the following differential system:

dA(t)
dt = u1(t)− v1(t)

dB(t)
dt = v1(t)− v2(t)− v3(t)− v4(t)

dC(t)
dt = v3(t)− v6(t) + v8(t)

dD(t)
dt = −v5(t) + 5

2 v6(t) + 3
2 v7(t)− p2(t)

dE(t)
dt = 1

2 v4(t)− v7(t)− v8(t)− p3(t)
dF(t)

dt = 2v2(t) + 1
2 v5(t)− p1(t),

(9)
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where

v1(t) = 100
A(t)

A(t) + Km1

v2(t) = 100
B(t)

B(t) + Km2

Ki
Ki + F(t)

v3(t) = 100
B(t)

B(t) + Km3

v4(t) = 100
B(t)

B(t) + Km4d
− 100

E(t)
E(t) + Km4r

v5(t) = 100
D(t)

D(t) + Km5d
− 100

F(t)
F(t) + Km5r

v6(t) = 200
C(t)

C(t) + Km6d
− 100

D(t)
D(t) + Km6r

v7(t) = 100
E(t)

E(t) + Km7

v8(t) = 100
E(t)

E(t) + Km8

p1(t) = 100
F(t)

F(t) + Kmp1

p2(t) = 100
D(t)

D(t) + Kmp2

p3(t) = 100
E(t)

E(t) + Kmp3

u1(t) = 100
Ae(t)

Ae(t) + Kmu1
.

(10)

Figure 2. Example of a production system. Inspired by [83].

To simplify, we assume that the extracellular concentration Ae(t) is constant and fixed
to 5. The other parameters are:

Name Kmu1 Km1 Km2 Ki Km3 Km4d Km4r Km5d Km5r
Value 0.5 10 1 5 100 3.4 0.1 0.1 0.5
Name Km6d Km6r Km7 Km8 Kmp1 Kmp2 Kmp3
Value 7 0.1 4 10 1 10 0.1

We also build a constraint-based model from this network. This model is represented by:

C := {ν ∈ R12|Sintν = 0, ∀i ∈ Iirrev, νi ≥ 0}, (11)

where Sint is the stoichiometric matrix of the network of Figure 2 which is also used in the
differential system (9) and Iirrev = [|1, 12|] \ {5, 6, 7}. In Figure 3, we present the elementary
flux modes of C. To compare the flux distributions obtained with the differential system
and those obtained with the constraint-based model, we bound the fluxes of C by the
corresponding νmax (100 or 200) of (10). By an abuse of language, we call this bounded
cone C. In Figure 4, we show a graphical representation of this cone by projecting it on
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different couples of reaction fluxes. This figure has been done by projecting the elementary
flux vectors [26].

1 2 3

4 5 6

7 8 9

Figure 3. Graphical representation of the nine elementary flux modes of C defined by Equation (11).
The bold lines represent the reactions that are active in each EFM. This figure was automatically
drawn with EFMdraw [33].

4.1. Using the Differential System to Reduce the Solution Space

We now present how we can use the differential system (9) to help analyse the cone C.
The following is inspired from [80] by Machado et al.

By simulating System (9), we observe that for a large range of parameters (and of
initial conditions), the system seems to converge towards an equilibrium point denoted
by x∗. For an equilibrium state x∗, ν(x∗) ∈ C since by definition Sintν(x∗) = 0. Thus, the
kinetically feasible solution space of our example, as defined in [80] by

D := {ν(x∗)|x∗ is an equilibrium of (9)}

is a subset of C. The reason behind this is the fact thatD and C share the same stoichiometric
matrix Sint and the same set of irreversible reactions. It is still true when C is bounded by
the maximal values of the reaction rates of the system as in Figure 4.

In [80], Machado et al. numerically prove on their example (the model of central
carbon metabolism of Escherichia coli from Chassagnole et al. [16]) that D is equal to
C. In our example, we visually compared these two spaces. To visualise D, we sample
the parameter space by allowing each parameter to vary between 10−5 and 105 times
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their default value to mimic unbounded parameters and we run simulations to find the
equilibria. By projecting each equilibrium flux, we obtain the same figure as in Figure 4,
numerically showing that the pairwise projections of D and C overlap.

Figure 4. Pairwise projection of the solution space C defined by Equation (11). Only the 6 first
reactions are presented. The full picture is in Supplement Figure S1. On each plane, the black lines
are the limits of the projection of the solution space while the grey area represents its interior. To
obtain these figures, we project the Elementary Flux Vectors (EFV) on each plane. Each projection
of EFV is seen as a point on the plane. As all EFV in our model are bounded, we determine the
projection of the solution space by finding the bigger polygon (in the sense of inclusion) we can make
from each point.

Therefore, by simulating the differential system with different parameter values and
projecting the corresponding equilibria, we can directly visualise the impact of kinetic
parameters on the cone C. Let us assume for instance that the parameter Kmu1 only varies
between 4 and 6 while the other parameters vary in a large range: between 10−5 and
105 times their default value. We then obtain Figure 5.

We can see on this figure how Kmu1 directly impact the values of u1 and v1 at steady-
state. We are also able to see how the effects of this parameter propagate into the network
and limit the range of the fluxes in the cone C. In [80], Machado et al. also study how
the reduction of the range of variation could reduce D and by extension C. In particular,
they define a relative volume estimation to measure how much C is reduced when the
parameter range is reduced. They apply this on two versions of the model: the model with
normal uptake of glucose and the model with maximal uptake of glucose. They find that
they could halve C by limiting the parameter variation between 10−2 and 102 times their
initial values for the normal uptake of glucose model and between 10−3 and 103 for the
maximal uptake ones.

Thus, the use of a differential system allows the direct integration of information into
CBM we cannot integrate otherwise. In the next part, we present the opposite: how we can
use the elementary flux modes to help the analysis of a differential system.
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Figure 5. Effects of parameter Kmu1 on C. Pairwise projection of ν(x∗) on the solution space C when
Kmu1 varies between 4 and 6 and when the other parameters vary between 10−5 and 105 time their
default value. Only the 6 first reactions are presented. The full picture is in Supplement Figure S2.

4.2. Using EFMs to Help Analyse the Differential System

Analysing a differential system is not an easy task. In particular, in the case of
metabolism, it requires understanding the complex reaction network in order to be able to
interpret the simulations of the system. As presented, elementary flux modes represent a
useful tool to interpret metabolic network [84]. In particular, EFMs represent elementary
metabolic functions and they provide a basis for the functional interpretation of a biochem-
ical system [82]. Thus, in our example, since flux distributions at equilibrium lie in C, we
can use the elementary flux modes to decompose them and help the analysis of this system.

Inspired by [82], we numerically computed the equilibrium of System (9) for different
values of Km2 and we decomposed into elementary flux modes the equilibrium fluxes. We
present in Figure 6 (left) the evolution of this decomposition according to Km2. On this
figure, we can observe how the metabolic behaviour changes with Km2 and in particular
the shifts in which pathway(s) the system uses. As expected, the use of EFM 4 and EFM 5,
the two EFMs using ν2, decreases when Km2 increases. We can also see on this figure how
our system redirect the input flow on EFMs 6 and 8. On the right part of this figure, we
regrouped the EFMs by the metabolite they produce (D, E and F). We can note on this figure
that the production of E and F are highly affected by Km2: the increase of this parameter
leads to an increase in the production of E and a decrease in the production of F. It seems
that when the system cannot use the pathway represented by EFM 4, it switches to the
EFM 6. On this figure, we can also notice that the production of D is little affected by Km2,
EFM 8 compensating the decrease of use of EFM 5. Thus, decomposing flux distributions
at equilibrium into EFMs helps us to understand how our system reacts to change in
parameter(s) and more generally it helps us to understand its behaviours.
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Figure 6. Effects of parameter Km2 on the decomposition into elementary flux modes (EFMs) of
flux distributions of system (9) at equilibrium. Left: Proportion of each EFM. Right: The EFMs are
grouped according to the metabolite they produce.

To obtain the decomposition of flux distribution into EFMs, we used a property of
our differential system: when ν5 is negative and when we impose a conformal sum (a
sum without cancellation), the solution of Eλ = ν∗, where E is the matrix of EFMs, ν∗

the flux distribution to be decomposed and λ the coefficient of the decomposition, is
unique. To force ν5 to be negative, we change Km5d and Km5r to 300 and 0.001. In general
however, the decomposition is not unique and we have to choose a criterion to select a
solution. In [85], Poolman et al. use the Moore-Penrose generalized inverse of the matrix of
EFMs to decompose a flux distribution. This method presents advantages: it is possible to
decompose a partially known flux distribution and it can estimate the error of experimental
measure. In [81,82], Schwartz and Kanehisa decompose a flux distribution by minimising
the euclidean norm of the coefficient vector to promote EFMs that are close to the actual
flux distribution. They apply this method to analyse the equilibrium flux of a differential
system. They measure how parameter perturbations affect this system and identify a
subset of parameters that have a important impact on the equilibrium. Nookaew et al.,
on the contrary, maximise the number of active EFMs in their decomposition, as the cells
are likely to use as many pathways as possible to assure their robustness [83]. All of
these methods need the computation of all the EFMs to be used and as explained before,
it can be a limitation when the number of EFMs is too important. Chan and Ji in [86]
decompose a flux distribution ν without the computation of all the EFMs based on the
notion of non-decomposability of the EFMs. They define a recursive algorithm based on
the question: is the current flux distribution νi decomposable? If the answer is no, then this
flux distribution is an EFM and is part of the distribution flux ν we want to decompose.
If the answer is yes, then we have to find νi+1 ∈ C such that supp(νi+1) ( supp(νi) and
restart the algorithm with νi+1. This method allows us to decompose steady-state flux
distribution of large network and ensure the conformity of the decomposition.

The power of EFMs to describe metabolic behaviours is also used in the analysis of
fluxomics data. Principal Component Analysis (PCA) is a classical tool to analyse such data.
However the principal components, one of the output of a PCA, are difficult to analyse
from a biological point of view due to the absence of link with the structure of the metabolic
network. Various authors suggest to combine PCA with EFMs by forcing the principal
components to be EFMs [87–89]. Folch-Fortuny et al. [88] as well as Bhadra et al. [89] are
even able to decompose flux distributions that are not in C, which is not (yet) possible for
one flux distribution at a time.

5. Conclusions

In this review, we presented the two main approaches to model metabolism dynam-
ics: kinetic and constraint-based modelling (CBM). These two approaches represent the
metabolism from two complementary points of view: kinetic models depict the evolution
of metabolite concentrations in time in networks where detailed enzymatic mechanisms
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are known while constraint-based models focus on metabolic fluxes at steady-state of
genome-scale networks.

Constraint-based models have been improved over the years to overcome certain
limitations. First, time has been made explicit into FBA models in the framework dFBA.
Then, this framework has also been extended by combining it with Boolean networks to
incorporate genetic regulations. This extension allowed the modelling of some metabolic
behaviours that were not recovered by dFBA alone. Another breakthrough has been made
with the integration of enzymes cost, key element of metabolism, into the constraint-based
modelling process. On the other hand, kinetic models have been improved to incorporate
new features of metabolism. In particular, efforts have been made to include some aspects
of metabolic enzymes (their regulations, their production, . . . ) into ODE systems.

Finally both frameworks prove rather complementary to analyse the dynamical be-
haviours of a metabolic network. On an example, we showed two aspects of this comple-
mentarity. First simulating a kinetic model allows reducing the flux cone and observe the
effects of certain parameters on the set of admissible fluxes. Second, qualitative features
given by a CBM, such as EFM, prove a valuable tool to interpret asymptotic behaviours
of an ODE model. The latter is limited to asymptotics, as only equilibrium fluxes are
in the cone. Other decompositions, such as Elementary Growth Modes proposed by
Müller [27], may be used to generalise this approach and go toward a decomposition of a
whole trajectory.
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