HAL
open science

# A variational approach for joint image recovery-segmentation based on spatially varying generalised Gaussian models 

Emilie Chouzenoux, Marie-Caroline Corbineau, Jean-Christophe Pesquet, Gabriele Scrivanti

## To cite this version:

Emilie Chouzenoux, Marie-Caroline Corbineau, Jean-Christophe Pesquet, Gabriele Scrivanti. A variational approach for joint image recovery-segmentation based on spatially varying generalised Gaussian models. 2022. hal-03591742v1

## HAL Id: hal-03591742 <br> https://hal.science/hal-03591742v1

Preprint submitted on 28 Feb 2022 (v1), last revised 18 Mar 2024 (v3)

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L'archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d'enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.

# A VARIATIONAL APPROACH FOR JOINT IMAGE RECOVERY-SEGMENTATION BASED ON SPATIALLY VARYING GENERALISED GAUSSIAN MODELS 

É. CHOUZENOUX*, M.-C. CORBINEAU* $\dagger$, J.-C. PESQUET*, AND G. SCRIVANTI* $\ddagger$


#### Abstract

The joint problem of reconstruction / feature extraction is a challenging task in image processing. It consists in performing, in a joint manner, the restoration of an image and the extraction of its features. In this work, we firstly propose a novel nonsmooth and nonconvex variational formulation of the problem. For this purpose, we introduce a versatile generalised Gaussian prior whose parameters, including its exponent, are space-variant. Secondly, we design an alternating proximal-based optimisation algorithm that efficiently exploits the structure of the proposed nonconvex objective function. We also analyze the convergence of this algorithm. As shown in numerical experiments conducted on joint segmentation/deblurring tasks, the proposed method provides high-quality results.
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1. Introduction. Variational regularisation of ill-posed inverse problems in imaging relies on the idea of searching for a solution in a well-suited space. A central role in this context is played by $\ell_{p}$ spaces with $p \in(0, \infty)$, and the power $p$ of the corresponding norms when $p \geq 1[32,39,50,58,63]$ or seminorms when $p \in(0,1)$ $[22,38,73]$. For every vector $u=\left(u_{i}\right)_{1 \leq i \leq n} \in \mathbb{R}^{n}$ and $p \in(0,+\infty)$, the $\ell_{p}$ (semi)norm is denoted by $\|u\|_{p}=\left(\sum_{i=1}^{n}\left|u_{i}\right|^{p}\right)^{1 / p}$. We usually omit $p$ when $p=2$, so that $\|\cdot\|=\|\cdot\|_{2}$. The case $p \in(0,1)$ has gained rising credit, especially in the field of sparse regularisation. An extensive literature has been focused on challenging numerical tasks raised by the nonconvexity of the seminorms and the possibility to combine them with linear operators to extract salient features of the sought images [37, 42]. In [51] the more general notion of $F$-norm is introduced in order to establish functional analysis results on products of $\ell_{p_{i}}$-spaces with $p_{i} \in(0,2]$. For some $x=\left(x_{i}\right)_{1 \leq i \leq n} \in$ $\mathbb{R}^{n}$, this amounts to studying the properties of penalties of the form $\sum_{i=1}^{n}\left|x_{i}\right|^{p_{i}}$, for some positive exponents $\left(p_{i}\right)_{1 \leq i \leq n}$. This approach offers a more flexible framework by considering a wider range of exponents than the standard $\ell_{p}$-based regularisation. However, it extends the problem of choosing a suitable exponent $p$ to a whole sequence of exponents $\left(p_{i}\right)_{1 \leq i \leq n}$. In image restoration, a related approach consists in adopting space variant regularisation models built around a Total Variation-like functional with a variable exponent $\sum_{i=1}^{n}\left\|(\nabla x)_{i}\right\|^{p_{i}}$ where $\nabla$ is a discrete 2 D gradient operator. The rationale is to select the set of parameters $\left(p_{i}\right)_{1 \leq i \leq n}$ in order to promote either edge enhancement $\left(p_{i}=1\right)$ or smoothing $\left(p_{i}>1\right)$ depending on the spatial location encoded by index $i$. This model was introduced in [8] and then put into practice firstly for $p_{i} \in[1,2]$ in [23] and then for $p_{i} \in(0,2]$ in [46]. In all of these works, the so-called space variant $p$-map (i.e., $\left.\left(p_{i}\right)_{1 \leq i \leq n}\right)$ is estimated offline in a preliminary step and then kept fixed throughout the optimisation procedure.
[^0]In this paper, we address the problem of joint image recovery and features extraction. Image recovery amounts to retrieving an estimate of an original image from a degraded version of it. The degradation usually corresponds to the application of a linear operator (e.g., blur, projection matrix) to the image, and the addition of a noise. Feature extraction problems arise when one wants to assign to an image a small set of parameters which can describe or identify the image itself. Image segmentation can be viewed as an example of features extraction, which consists of defining a label field on the image domain so that pixels are partitioned into a predefined number of homogeneous regions according to some specific characteristics. Texture retrieval is a second example. This task relies on the idea of assigning a set of parameters to each coefficients of the image, in some transformed space, so that the combination of all parameters defines a "signature" that represents the content of various spatial regions. Joint image recovery and feature extraction consists in performing, in a joint manner, the image recovery and the extraction of features in the sought image. A powerful and versatile approach for features extraction, that we will adopt here, assumes that the image data follow a mixture of generalised Gaussian probability distribution $(\mathcal{G G D})[30,33,74]$. In our case, this leads to the minimization of a non-smooth and non-convex cost function. The $\mathcal{G G \mathcal { D }}$ model results in a sum of weighted $\ell_{p_{i}}$-based terms in the criterion, with general form $\sum_{i=1}^{n} \vartheta_{i}\left|x_{i}\right|^{p_{i}}$ with $\left\{\vartheta_{i}\right\}_{1 \leq i \leq n} \subset[0,+\infty)$. We thus aim at jointly estimating an optimal configuration for $\left(\vartheta_{i}, p_{i}\right)_{1 \leq i \leq n}$, and retrieving the image. Under an assumption of consistency within the exponents values of a given region of the features space, we indeed obtain the desired feature extraction starting from the estimated $p$-map.

The specific structure of the objective function we will propose suggests the use of an alternating minimisation procedure. In such an approach, one sequentially updates a subset of parameters through the resolution of an inner minimization problem, while the other parameters are assumed to be fixed. This approach has a standard form in the Block Coordinate Descent method (BCD) (also known as Gauss-Seidel algorithm) [41]. In the context of nonsmooth and nonconvex problems, the simple BCD may show instabilities [65], which resulted in an extensive construction of alternative methods that efficiently exploit the characteristics of the functions, and introduce powerful tools to improve the convergence guarantees of BCD , or overcome difficulties arising in some formulations. In this respect, a central role is played by proximal methods [26, 27]: a proximally regularised BCD (PAM) for nonconvex problems was studied in [5]; a proximal linearised method (PALM) and its inertial and stochastic versions were then proposed in [11] resp. [57] and [40]; in [35] the authors investigated the advantage of a hybrid semi-linearised scheme (SL-PAM) for the joint task of image restoration and edge detection based on a discrete version of the Mumford-Shah model. A structure-adapted version of PALM (ASAP) was designed in [53] to exploit the block-convexity of the coupling terms and the regularity of the block-separable terms arising in some practical applications such as nonnegative matrix factorisation and blind source separation. The extension to proximal mappings defined w.r.t. a variable metric was firstly introduced in [18], leading to the so-called Block Coordinate Variable Metric Forward Backward. An Inexact version and a linesearch based version of it were presented in [25] and [13], respectively. In [59] the authors introduced a Majorisation-Minimisation strategy in a Variable Metric Forward-Backward algorithm to tackle the challenging task of computing the proximity operator of composite functions. We refer to [14] for an in-depth analysis of how to introduce a variable metric into first-order methods. To conclude this brief overview, let us also mention generalisations to proximal mappings defined according
to Bregman distances proposed in [2] and [47], which extend to the block coordinate case the attempt in [9, 12] to relax the common assumption of Lipschitz continuity on the gradient of the smooth term.

In the problem formulation we will be interested in, the objective function includes a quadratic term, hence Lipschitz differentiable, that is restricted to a single block of parameters. This feature makes the related subproblem well-suited for a splitting procedure that involves an explicit gradient step with respect to this term. None of the aforementioned methods provide a proper framework for this purpose. In order to exploit the described particular structure, we thus propose a new BCD method that mixes standard and linearised proximal regularisations on the different blocks (as in SL-PAM). The novelty lies in the fact that we include a preconditioned and structureadapted linearised step to obtain more efficient and faster proximal computations (as in ASAP). We refer to the proposed method as the Preconditioned Semi-Linearised Structure Adapted Proximal Alternating Minimisation (P-SASL-PAM). We investigate the convergence properties for this algorithm based on the framework designed in [6]. Under analytical assumptions on the objective function, we show the global convergence toward a critical point of any sequence generated by the proposed method. Then, we explicit the use of this method in our problem of image recovery and feature extraction. The performance of the approach is illustrated by means of examples in the field of ultrasound imaging, in which we also show quantitative comparisons with state-of-the art-methods for the joint deconvolution-segmentation task.

The contributions of this work are (i) the proposition of an original variational model for the joint image recovery and features extraction problem; (ii) the design of a new block coordinate descent algorithm to address the resulting minimisation problem; (iii) the convergence analysis of this scheme based on [6]; (iv) the illustration of the performance of the proposed method through two numerical examples in the field of image processing.

The paper is organised as follows. In Section 2 we introduce the degradation model and report our derivation of the objective function for image recovery and feature extraction, starting from statistical assumptions on the data. In Section 3, we describe the proposed P-SASL-PAM method to address a general non-smooth non-convex optimization problem; secondly we show that the proposed method converges globally, in the sense that the whole generated sequence converges to a (local) minimum. The application of the P-SASL-PAM method to the joint reconstructionsegmentation problem is described in Section 4. Some illustrative numerical results are shown in Section 5. Conclusions are drawn in Section 6
2. Model Formulation. In this section, we describe the construction of the objective function associated to the joint reconstruction-feature extraction problem. After defining the degradation model, we report the Bayesian model that is reminiscent from the one considered in [30, 74] in the context of ultrasound imaging. Then, we describe the procedure that leads us to the definition of our addressed optimization problem.
2.1. Observation Model. Let $x \in \mathbb{R}^{n}$ and $y \in \mathbb{R}^{m}$ be respectively the vectorized sought-for solution and the observed data, which are assumed to be related according to the following model

$$
\begin{equation*}
y=K x+\omega, \tag{2.1}
\end{equation*}
$$

where $K \in \mathbb{R}^{m \times n}$ is a linear operator, and $\omega \sim \mathcal{N}\left(0, \sigma^{2} \mathbb{I}_{m}\right)$, i.e. the normal distribution with zero mean and covariance matrix $\sigma^{2} \mathbb{I}_{m}$ with $\sigma>0$ and $\mathbb{I}_{m}$ states for the $m \times m$ identity matrix. We further assume that $x$ can be characterised by a finite set of $k$ features that are defined in a suitable space, where the data are described by a simple model relying on a small number of parameters. The Generalised Gaussian Distribution ( $\mathcal{G G} \mathcal{D}$ )

$$
\begin{equation*}
(\forall t \in \mathbb{R}) \quad \mathrm{p}(t ; p, \alpha)=\frac{1}{2 \alpha^{1 / p} \Gamma\left(1+\frac{1}{p}\right)} \exp \left(-\frac{|t|^{p}}{\alpha}\right), \quad(p, \alpha) \in(0,+\infty)^{2} \tag{2.2}
\end{equation*}
$$

has shown to be a suitable and flexible tool for this purpose [30, 33, 74]. Each feature can be identified by a pair $\left(p_{j}, \alpha_{j}\right)$ for $j \in\{1, \ldots, k\}$, where parameter $p$ is proportional to the decay rate of the tail of the probability density function (PDF) and parameter $\alpha$ models the width of the peak of the PFD. Taking into account the role that $p$ and $\alpha$ play in the definition of the PDF profile, these two parameters are generally referred to as shape and scale parameter.

Assuming that $K$ and $\sigma$ are known, the task we address in this work is to jointly retrieve $x$ (reconstruction) and obtain a good representation of its features through an estimation of the underlying model parameters $\left(p_{j}, \alpha_{j}\right)$ for $j \in\{1, \ldots, k\}$ (feature extraction). Starting from a similar statistical model as the one considered in [30, 74], we infer a continuous variational framework which does not rely on the a priori knowledge of the exact number of features $k$. We derive this model by performing a Maximum a Posteriori estimation, which allows us to formulate the Joint Image Reconstruction and Feature Extraction task as a nonsmooth nonconvex optimisation problem involving a coupling term and a block-coordinate separable one.
2.2. Bayesian Model. From (2.1), we derive the following likelihood

$$
\begin{equation*}
\mathrm{p}\left(y \mid x, \sigma^{2}\right)=\frac{1}{\left(2 \pi \sigma^{2}\right)^{n / 2}} \exp \left(-\frac{\|y-K x\|^{2}}{2 \sigma^{2}}\right) \tag{2.3}
\end{equation*}
$$

Assuming then that the components of $x$ are independent conditionally to the knowledge of their feature class, we define $x$ as a mixture of $\mathcal{G G D}$ s

$$
\begin{equation*}
\mathrm{p}(x \mid p, \alpha)=\prod_{j=1}^{k} \frac{1}{\left(2 \alpha_{j}^{1 / p_{j}} \Gamma\left(1+\frac{1}{p_{j}}\right)\right)^{N_{j}}} \exp \left(-\frac{\left\|\bar{x}_{j}\right\|_{p_{j}}^{p_{j}}}{\alpha_{j}}\right) \tag{2.4}
\end{equation*}
$$

Hereabove, for every $u \in \mathbb{R}^{n}$ and a feature labels set $j \in\{1, \ldots, k\}$, we define $\bar{u}_{j} \in \mathbb{R}^{N_{j}}$ as the vector containing only the $N_{j}$ components of $u$ that belong to the $j$-th feature. The shape parameters are assumed to be uniformly distributed on a certain interval $[a, b] \subset \mathbb{R}^{+*}$, while uninformative Jeffreys priors are assigned to the scale parameters:

$$
\begin{equation*}
\mathrm{p}(p)=\prod_{j=1}^{k} \frac{1}{b-a} \mathrm{I}_{[a, b]}\left(p_{j}\right) \tag{2.5}
\end{equation*}
$$

$$
\begin{equation*}
\mathrm{p}(\alpha)=\prod_{j=1}^{k} \frac{1}{\alpha_{j}} \mathbf{I}_{\mathbb{R}_{+}}\left(\alpha_{j}\right) \tag{2.6}
\end{equation*}
$$

Hereabove, $\mathrm{I}_{S}$ represents the characteristic function of some subset $S \subset \mathbb{R}$, which is equal to 1 over $S$, and 0 elsewhere.
2.3. Variational Model. In order to avoid to define a priori the number of features, we regularise the problem by considering the 2D Total Variation (TV) of the $\mathcal{G G D}$ parameters $(p, \alpha) \in(0,+\infty)^{n} \times(0,+\infty)^{n}$. The idea of using Total Variation to define a segmentation procedure is studied in [15, 16, 17, 19, 20, 55] by virtue of the co-area formula: the authors propose to replace the boundary information term of the Mumford-Shah (MS) functional [52] with the TV convex integral term. This choice yields a nontight convexification of the MS model that does not require to set the number of segments in advance. The overall segmentation procedure is then built upon two steps: the first one consists of obtaining a smooth version of the given image that is adapted to segmentation by minimising the proposed functional with convex methods; the second step consists of partitioning the obtained solution into the desired number of segments, by e.g. defining the thresholds with Otsu's method [54] or the $k$-means algorithm. The strength of our approach is that the second step (i.e. the actual segmentation step) is independent from the first one, hence it is possible to set the number of segments (i.e., labels) without solving the optimisation problem again.

In the considered model, the introduction of a TV prior leads to a minimization problem that is nonconvex w.r.t $\alpha$. Preliminary experimental results suggested the use of the following reparameterisation for the scale parameter. Let $\beta=\left(\beta_{i}\right)_{1 \leq i \leq n} \in \mathbb{R}^{n}$ be such that for every $i \in\{1, \ldots, n\}$,

$$
\begin{equation*}
\beta_{i}=\frac{1}{p_{i}} \ln \alpha_{i} \tag{2.7}
\end{equation*}
$$

and let us choose for this new variable a normal prior with zero-mean and standard deviation $\sigma_{\beta}$. Replacing $\alpha$ with $\beta$ and introducing the TV regularisation (weighted by the regularisation parameters $\lambda>0$ and $\zeta>0$ ) leads to the following re-parameterization of distributions (2.4)-(2.6):

$$
\begin{equation*}
\mathrm{p}(x \mid p, \beta)=\prod_{i=1}^{n} \frac{1}{2 \exp \left(\beta_{i}\right) \Gamma\left(1+\frac{1}{p_{i}}\right)} \exp \left(-\left|x_{i}\right|^{p_{i}} \exp \left(-p_{i} \beta_{i}\right)\right) \tag{2.8}
\end{equation*}
$$

$$
\begin{equation*}
\mathrm{p}(p)=\exp (-\lambda \mathrm{TV}(p)) \prod_{i=1}^{n} \frac{1}{b-a} \mathrm{I}_{[a, b]}\left(p_{i}\right) \tag{2.9}
\end{equation*}
$$

$$
\mathrm{p}(\beta)=\exp (-\zeta \operatorname{TV}(\beta)) \prod_{i=1}^{n} \frac{1}{\sqrt{2 \pi} \sigma_{\beta}} \exp \left(-\frac{\beta_{i}^{2}}{2 \sigma_{\beta}^{2}}\right)
$$

The joint posterior distribution is determined as follows:

$$
\begin{align*}
\mathrm{p}(x, p, \beta \mid y) & \propto \mathrm{p}(y \mid x, p, \beta) \mathrm{p}(x, p, \beta) \\
& \propto \mathrm{p}(y \mid x, p, \beta) \mathrm{p}(x \mid p, \beta) \mathrm{p}(p) \mathrm{p}(\beta) \tag{2.11}
\end{align*}
$$

Let us take the negative logarithm of (2.11), then computing the Maximum a Posteriori estimates (i.e., maximising the joint posterior distribution) is equivalent to the following optimization problem, which we refer to as the Joint Image Reconstruction
and Features Extraction Problem:

$$
\begin{aligned}
\operatorname{minimize}_{(x, p, \beta) \in \mathbb{R}^{n} \times \mathbb{R}^{n} \times \mathbb{R}^{n}} & \Theta(x, p, \beta)=\frac{1}{2 \sigma^{2}}\|y-K x\|^{2} \\
& +\sum_{i=1}^{n}\left(\left|x_{i}\right|^{p_{i}} e^{-p_{i} \beta_{i}}+\ln \Gamma\left(1+\frac{1}{p_{i}}\right)+\iota_{[a, b]}\left(p_{i}\right)+\beta_{i}+\frac{\beta_{i}^{2}}{2 \sigma_{\beta}^{2}}\right) \\
& +\lambda \operatorname{TV}(p)+\zeta \operatorname{TV}(\beta) .
\end{aligned}
$$

We notice that, when restricted to variable $x$ for a given set of parameters $(p, \beta)$, the above minimisation problem boils down to the flexible sparse regularisation model

$$
\begin{equation*}
\underset{x \in \mathbb{R}^{n}}{\operatorname{minimize}} \frac{1}{2 \sigma^{2}}\|y-K x\|^{2}+\sum_{i=1}^{n}\left|x_{i}\right|^{p_{i}} e^{-p_{i} \beta_{i}} \tag{2.13}
\end{equation*}
$$

where the contribution of the $\ell_{p_{i}}$ regularisation term is itself weighted in a space varying fashion.

Function $\Theta$ in (2.12) is nonsmooth and nonconvex. It reads as the sum of a coupling term and three block-separable terms. In particular, the block-separable data-fit term relative to $x$ is quadratic, and hence has a Lipschitz continuous gradient. Our proposed algorithm aims at leveraging this property, which is generally not accounted for by other BCD methods. To this aim, we exploit a hybrid scheme that involves both standard and linearised proximal steps. The details about the proposed method are presented in the next section.
3. Preconditioned Structure Adapted Semi-Linearised Proximal Alternating Minimisation (P-SASL-PAM). In this section, we introduce a BCD-based method to address a class of sophisticated optimization problems including (2.12) as a special case. We start the section by useful preliminaries about subdifferential calculus. Then, we present the Kurdyka-Eojasiewicz property, which plays a prominent role in the convergence analysis of BCD methods in a nonconvex setting. Finally, we define problem (3.4), itself generalising (2.12), for which we derive our proposed BCD-based algorithm, and show its convergence properties. The so-called Preconditioned Structure Adapted Semi-Linearised Proximal Alternating Minimisation (P-SASL-PAM) approach mixes both standard and preconditioned linearised proximal regularisation on the different coordinate blocks of the criterion.
3.1. Subdifferential Calculus. Let us now recall some definitions and elements of subdifferential calculus that will be useful in the upcoming sections. For a proper and lower semicontinuous function $f: \mathbb{R}^{n} \rightarrow(-\infty, \infty]$, the domain of $f$ is defined as

$$
\operatorname{dom} f=\left\{u \in \mathbb{R}^{n} \mid f(u)<+\infty\right\}
$$

Firstly, we recall the notion of subgradients and subdifferential for convex functions.
Definition 3.1 (Subgradient of a convex function). Let $f: \mathbb{R}^{n} \rightarrow(-\infty, \infty]$ be a proper convex lower semicontinuous function. The subdifferential $\partial f\left(u^{+}\right)$of $f$ at $u^{+} \in \mathbb{R}^{n}$ is the set of all vectors $v \in \mathbb{R}^{n}$, known as subgradients of $f$ at $u^{+}$, such that

$$
\forall u \in \mathbb{R}^{n} \quad f(u) \geq f\left(u^{+}\right)+\left\langle v, u-u^{+}\right\rangle .
$$

If $u^{+} \notin \operatorname{dom} f$, then $\partial f\left(u^{+}\right)=\varnothing$.

Secondly, we consider the more general notion of (limiting)-subdifferential for non necessarily convex functions, as proposed in [61, Definition 8.3].

Definition 3.2 (Limiting Subdifferential). Let $f: \mathbb{R}^{n} \rightarrow(-\infty,+\infty]$ be a proper and lower semicontinuous function. For a vector $u^{+} \in \mathbb{R}^{n}$,

- the Fréchet subdifferential of $f$ at $u^{+}$, written as $\hat{\partial} f\left(u^{+}\right)$, is the set of all vectors $v \in \mathbb{R}^{n}$ such that

$$
\left(\forall u \in \mathbb{R}^{n}\right) f(u) \geq f\left(u^{+}\right)+\left\langle v, u-u^{+}\right\rangle+o\left(\left\|u-u^{+}\right\|\right) ;
$$

if $u^{+} \notin \operatorname{dom} f$, then $\hat{\partial} f\left(u^{+}\right)=\varnothing$;

- the limiting-subdifferential of $f$ at $u^{+}$, denoted by $\partial f\left(u^{+}\right)$, is defined as

$$
\partial f\left(u^{+}\right)=\left\{u \in \mathbb{R}^{n} \mid \exists u^{k} \rightarrow u^{+}, f\left(u^{k}\right) \rightarrow f\left(u^{+}\right), v^{k} \rightarrow v, v^{k} \in \hat{\partial} f\left(u^{k}\right)\right\} .
$$

If $f$ is lower semicontinuous and convex, then the three previous notions of subdifferentiality are equivalent, i.e. $\hat{\partial} f\left(u^{+}\right)=\partial f\left(u^{+}\right)$. If $f$ is differentiable, then $\partial f\left(u^{+}\right)=\left\{\nabla f\left(u^{+}\right)\right\}$. Now it is possible to formalise the notion of critical point for a general function:

Definition 3.3 (Critical point). Let $f: \mathbb{R}^{n} \rightarrow(-\infty,+\infty]$ be a proper function. A point $u^{*} \in \mathbb{R}^{n}$ is said to be a critical (or stationary) point for $f$ if $0 \in \partial f\left(u^{*}\right)$.

Eventually, we define the notion of proximal map relative to the norm induced by a positive definite matrix.

Definition 3.4. Let $\mathcal{S}_{n}$ be the set of symmetric and positive definite matrices in $\mathbb{R}^{n \times n}$. For a matrix $A \in \mathcal{S}_{n}$, the weighted $\ell_{2}$-norm induced by $A$ is defined as

$$
\begin{equation*}
\left(\forall u \in \mathbb{R}^{n}\right) \quad\|u\|_{A}=\left(u^{\top} A u\right)^{1 / 2} \tag{3.1}
\end{equation*}
$$

Definition 3.5. Let $f: \mathbb{R}^{n} \rightarrow(-\infty,+\infty]$ be a proper and lower semicontinuous function, let $A \in \mathcal{S}_{n}$ and $u^{+} \in \mathbb{R}^{n}$. The proximity operator of function $f$ at $u^{+}$with respect to the norm induced by $A$ is defined as

$$
\begin{equation*}
\operatorname{prox}_{f}^{A}\left(u^{+}\right)=\operatorname{argmin}_{u \in \mathbb{R}^{n}}\left(\frac{1}{2}\left\|u-u^{+}\right\|_{A}^{2}+f(u)\right) . \tag{3.2}
\end{equation*}
$$

Note that $\operatorname{prox}_{f}^{A}\left(u^{+}\right)$, as defined above, can be the empty set. It is nonempty for every $u^{+} \in \mathbb{R}^{n}$, if $f$ is lower-bounded by an affine function. In addition, it reduces to a single-valued operator when $f$ is convex.
3.2. The KL-Property. Most of the works related to BCD-based algorithms rely on the framework developed by Attouch, Bolte, and Svaiter in their seminal paper [6] in order to prove the convergence of block alternating strategies for nonsmooth and nonconvex problems. A fundamental assumption in [6] is that the objective function satisfies the Kurdyka-Eojasiewicz (Kも) property [45, 48, 49]. We recall the definition of this property as it was given in [11]. Let $\eta \in(0,+\infty]$ and denote by $\Phi_{h}$ the class of concave continuous functions $\varphi:[0,+\infty) \rightarrow \mathbb{R}_{+}$satisfying the following conditions:
(i) $\varphi(0)=0$;
(ii) $\varphi$ is $\mathcal{C}^{1}$ on $(0, \eta)$ and continuous at 0 ;
(iii) for every $s \in(0, \eta), \varphi^{\prime}(s)>0$.

For any subset $S \subset \mathbb{R}^{n}$ and any point $u^{+} \in \mathbb{R}^{n}$ ，the distance from $u^{+}$to $S$ is defined by

$$
\operatorname{dist}\left(u^{+}, S\right)=\inf _{u \in S}\left\|u^{+}-u\right\|
$$

with $\operatorname{dist}\left(u^{+}, \varnothing\right)=+\infty$.
Definition 3.6 （Kも property）．Let $f: \mathbb{R}^{n} \rightarrow(-\infty,+\infty]$ be a proper and lower semicontinuous function．
（i）Function $f$ is said to satisfy the Kurdyka－Łojasiewicz property at $u^{+} \in \operatorname{dom} \partial f$ if there exist $\eta \in(0,+\infty]$ ，a neighbourhood $U$ of $u^{+}$，and a function $\varphi \in \Phi_{\eta}$ such that，for every $u \in U$ ，
（3．3）$f\left(u^{+}\right)<f(u)<f\left(u^{+}\right)+\eta \quad \Rightarrow \quad \varphi^{\prime}\left(f(u)-f\left(u^{+}\right)\right) \operatorname{dist}(0, \partial f(u)) \geq 1$.
（ii）Function $f$ is said to be a Kも function if it satisfies the $K \not$ property at each point of $\operatorname{dom} \partial f$ ．

3．3．Proposed Algorithm．Consider the general problem

$$
\begin{equation*}
\underset{(x, p, \beta) \in\left(\mathbb{R}^{n}\right)^{3}}{\operatorname{minimize}}(\theta(x, p, \beta)=q(x, p, \beta)+f(x)+g(p)+h(\beta)) \tag{3.4}
\end{equation*}
$$

associated to the following set of assumptions：
Assumption 1.
（i）Function $q:\left(\mathbb{R}^{n}\right)^{3} \rightarrow \mathbb{R}$ is bounded from below and differentiable with Lipschitz continuous gradient on bounded subsets of $\left(\mathbb{R}^{n}\right)^{3}$ ．In other words，for every bounded subsets $S$ of $\left(\mathbb{R}^{n}\right)^{3}$ ，there exists $L_{q, S}>0$ such that，for every $(x, p, \beta) \in$ $S$ and $\left(x^{+}, p^{+}, \beta^{+}\right) \in S$ ，

$$
\begin{align*}
\| \nabla q(x, p, \beta)-\nabla q\left(x^{+}\right. & \left., p^{+}, \beta^{+}\right) \|  \tag{3.5}\\
& \leq L_{q, S}\left(\left\|x-x^{+}\right\|^{2}+\left\|p-p^{+}\right\|^{2}+\left\|\beta-\beta^{+}\right\|^{2}\right)^{1 / 2}
\end{align*}
$$

（ii）Function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is differentiable with globally Lipschitz continuous gradient of constant $L_{f}>0$ ，and is bounded from below．
（iii）Functions $g: \mathbb{R}^{n} \rightarrow(-\infty,+\infty]$ and $h: \mathbb{R}^{n} \rightarrow(-\infty,+\infty]$ are proper，lower semicontinuous and bounded from below．
（iv）$\theta$ is a Kも function．
We propose a block alternating algorithm to solve problem（3．4）which sequentially updates one of the three coordinate blocks $(x, p, \beta)$ involved in function $\theta$ ，through proximal and gradient steps．This yields Algorithm 3．1，that we call P－SASL－PAM．

```
Algorithm 3.1 P-SASL-PAM
Initialize \(x^{0}, p^{0}\) and \(\beta^{0}\)
Set \(A \in \mathcal{S}_{n}\)
Set \(\gamma_{1} \in(0,1), \gamma_{2}>0, \gamma_{3}>0\)
For \(\ell=0,1, \ldots\).
\[
\begin{align*}
& x^{\ell+1} \in \operatorname{prox}_{\gamma_{1} q\left(\cdot, p^{\ell}, \beta^{\ell}\right)}^{A}\left(x^{\ell}-\gamma_{1} A^{-1} \nabla f\left(x^{\ell}\right)\right)  \tag{3.6}\\
& p^{\ell+1} \in \operatorname{prox}_{\gamma_{2} \theta\left(x^{\ell+1,}, \cdot \beta^{\ell}\right)}\left(p^{\ell}\right)  \tag{3.7}\\
& \beta^{\ell+1} \in \operatorname{prox}_{\gamma_{3} \theta\left(x^{\ell+1}, p^{\ell+1}, \cdot\right)}\left(\beta^{\ell}\right) \tag{3.8}
\end{align*}
\]
```

Our P-SASL-PAM approach is inspired from the rich literature on proximal versions of BCD. We refer in particular to SLPAM [35] and ASAP [53] since our algorithm mixes both standard and linearised proximal regularisation on the coordinate blocks as in the former work, while inverting the splitting in order to gain more efficient proximal computations as in the latter. More precisely, we took advantage of the differentiability assumption on $f$ to perform a linearised step for the update of variable $x$, while $p$ and $\beta$ are updated according to a standard proximal step. In addition, in order to accelerate the convergence, we introduced a preconditioned version of the linearised step which relies on the variable metric forward-backward strategy from [24]. As in [24], the preconditioning matrix $A \in \mathcal{S}_{n}$ is set so as to fulfill the following majorisation condition:

AsSumption 2.
(i) The quadratic function defined, for every $x^{+} \in \mathbb{R}^{n}$, as

$$
\begin{equation*}
\left(\forall x \in \mathbb{R}^{n}\right) \quad \phi\left(x, x^{+}\right)=f\left(x^{+}\right)+\left(x-x^{+}\right)^{\top} \nabla f\left(x^{+}\right)+\frac{1}{2}\left\|x^{+}-x\right\|_{A}^{2} \tag{3.9}
\end{equation*}
$$

is a majorant function of $f$ at $x^{+}$, i.e.

$$
\begin{equation*}
\left(\forall x \in \mathbb{R}^{n}\right) \quad f(x) \leq \phi\left(x, x^{+}\right) \tag{3.10}
\end{equation*}
$$

(ii) There exist $(\underline{\nu}, \bar{\nu}) \in(0,+\infty)^{2}$ such that

$$
\begin{equation*}
\underline{\nu} \mathbb{I}_{n} \preceq A \preceq \bar{\nu} \mathbb{I}_{n} . \tag{3.11}
\end{equation*}
$$

Remark that, since $f$ satisfies Assumption 1, the Descent Lemma [7, Proposition A.24] applies, yielding

$$
\left(\forall\left(x, x^{+}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{n}\right) \quad f(x) \leq f\left(x^{+}\right)+\left(x-x^{+}\right)^{\top} \nabla f\left(x^{+}\right)+\frac{L_{f}}{2}\left\|x^{+}-x\right\|^{2} .
$$

This guarantees that the preconditioning matrix $A=L_{f} \mathbb{I}_{n}$ satisfies Assumption 2, with $\underline{\nu}=\bar{\nu}=L_{f}$. Apart from this simple choice for matrix $A$, more sophisticated construction strategies have been studied in the literature [24, 34, 43].
3.4. Convergence analysis. In this subsection, we provide some technical results regarding the sequences $\left(z^{\ell}\right)_{\ell \in \mathbb{N}}=\left(\left(x^{\ell}, p^{\ell}, \beta^{\ell}\right)\right)_{\ell \in \mathbb{N}}$ and $\left(\theta\left(z^{\ell}\right)\right)_{\ell \in \mathbb{N}}$ generated by Algorithm (3.1) that are instrumental to prove the convergence of the proposed method. Our proof relies on the general strategy designed in [6] which is based on three main ingredients: firstly a sufficient decrease property, secondly an inexact optimality condition, and finally the Kurdyka-Łojasiewicz property. On the one hand, this last property does not depend on the chosen algorithm, but only on the function at hand. In our framework, it is ensured by Assumption 1(iv). On the other hand, the first two properties, only related to the design of the algorithm itself, are expressed by Lemmas 3.7 and 3.9.

Lemma 3.7 (Sufficient decrease and finite length). Let $\left(z^{\ell}\right)_{\ell \in \mathbb{N}}$ be a sequence generated by Algorithm 3.1. Then, under Assumptions 1 and 2,
i) there exists $\mu \in(0,+\infty)$ such that for every $\ell \in \mathbb{N}$,

$$
\begin{equation*}
\theta\left(z^{\ell+1}\right) \leq \theta\left(z^{\ell}\right)-\frac{\mu}{2}\left\|z^{\ell+1}-z^{\ell}\right\|^{2} \tag{3.12}
\end{equation*}
$$

ii) $\sum_{\ell=0}^{+\infty}\left\|z^{\ell+1}-z^{\ell}\right\|^{2}<+\infty$ and $\lim _{\ell \rightarrow+\infty} z^{\ell+1}-z^{\ell}=0$.

Proof. Let $\ell \in \mathbb{N}$.
i) Based on the variational definition of the proximity operator induced by the weighted norm, $x^{\ell+1}$ belongs to the set given by

$$
\begin{align*}
& \operatorname{prox}_{\gamma_{1} q\left(\cdot, p^{\ell}, \beta^{\ell}\right)}^{A}\left(x^{\ell}-\gamma_{1} A^{-1} \nabla f\left(x^{\ell}\right)\right)  \tag{3.13}\\
& \quad=\operatorname{argmin}_{u \in \mathbb{R}^{n}}\left\{q\left(u, p^{\ell}, \beta^{\ell}\right)+\frac{1}{2 \gamma_{1}}\left\|u-x^{\ell}\right\|_{A}^{2}+\left\langle\nabla f\left(x^{\ell}\right), u-x^{\ell}\right\rangle\right\} .
\end{align*}
$$

Hence,

$$
\begin{equation*}
q\left(x^{\ell+1}, p^{\ell}, \beta^{\ell}\right)+\frac{1}{2 \gamma_{1}}\left\|x^{\ell+1}-x^{\ell}\right\|_{A}^{2}+\left\langle\nabla f\left(x^{\ell}\right), x^{\ell+1}-x^{\ell}\right\rangle \leq q\left(x^{\ell}, p^{\ell}, \beta^{\ell}\right) \tag{3.14}
\end{equation*}
$$

Moreover, the majorisation property (3.10) leads to

$$
\begin{equation*}
f\left(x^{\ell+1}\right) \leq f\left(x^{\ell}\right)+\left\langle x^{\ell+1}-x^{\ell}, \nabla f\left(x^{\ell}\right)\right\rangle+\frac{1}{2}\left\|x^{\ell+1}-x^{\ell}\right\|_{A}^{2} \tag{3.15}
\end{equation*}
$$

Adding the quantity $f\left(x^{\ell}\right)+\frac{1}{2}\left\|x^{\ell+1}-x^{\ell}\right\|_{A}^{2}$ on both sides of (3.14) allows us to exploit (3.15) together with (3.11), to obtain

$$
\begin{equation*}
q\left(x^{\ell+1}, p^{\ell}, \beta^{\ell}\right)+f\left(x^{\ell+1}\right)+\frac{\nu}{2}\left(\frac{1}{\gamma_{1}}-1\right)\left\|x^{\ell+1}-x^{\ell}\right\|^{2} \leq q\left(x^{\ell}, p^{\ell}, \beta^{\ell}\right)+f\left(x^{\ell}\right) \tag{3.16}
\end{equation*}
$$

where we have used the fact that, since $\gamma_{1} \in(0,1), \frac{\nu}{2}\left(\frac{1}{\gamma_{1}}-1\right)>0$.
Then, the variational definition of the proximal steps on functions $p$ and $\beta$ implies that

$$
\begin{equation*}
\frac{1}{2 \gamma_{2}}\left\|p^{\ell+1}-p^{\ell}\right\|^{2}+g\left(p^{\ell+1}\right)+q\left(x^{\ell+1}, p^{\ell+1}, \beta^{\ell}\right) \leq g\left(p^{\ell}\right)+q\left(x^{\ell+1}, p^{\ell}, \beta^{\ell}\right) \tag{3.17}
\end{equation*}
$$

$$
\begin{equation*}
\frac{1}{2 \gamma_{3}}\left\|\beta^{\ell+1}-\beta^{\ell}\right\|^{2}+h\left(\beta^{\ell+1}\right)+q\left(x^{\ell+1}, p^{\ell+1}, \beta^{\ell+1}\right) \leq h\left(\beta^{\ell}\right)+q\left(x^{\ell+1}, p^{\ell+1}, \beta^{\ell}\right) \tag{3.18}
\end{equation*}
$$

In conclusion, combining (3.16), (3.17), and (3.18) yields

$$
\begin{array}{r}
\frac{\nu}{\overline{2}}\left(\frac{1}{\gamma_{1}}-1\right)\left\|x^{\ell+1}-x^{\ell}\right\|^{2}+ \\
\frac{1}{2 \gamma_{2}}\left\|p^{\ell+1}-p^{\ell}\right\|^{2}+\frac{1}{2 \gamma_{3}}\left\|\beta^{\ell+1}-\beta^{\ell}\right\|^{2}  \tag{3.19}\\
\leq \theta\left(x^{\ell}, p^{\ell}, \beta^{\ell}\right)-\theta\left(x^{\ell+1}, p^{\ell+1}, \beta^{\ell+1}\right)
\end{array}
$$

Thus, by setting $\left(z^{\ell}\right)_{\ell \in \mathbb{N}}=\left(\left(x^{\ell}, p^{\ell}, \beta^{\ell}\right)\right)_{\ell \in \mathbb{N}}$ and defining the positive constant $\mu=\min \left\{\underline{\nu}\left(\frac{1}{\gamma_{1}}-1\right), \frac{1}{\gamma_{2}}, \frac{1}{\gamma_{3}}\right\}$, we get (3.12).
ii) From (3.12), it follows that the sequence $\left(\theta\left(z^{\ell}\right)\right)_{\ell \in \mathbb{N}}$ is nonincreasing. Since function $\theta$ is assumed to be bounded from below, this sequence converges to some real number $\underline{\theta}$. We have then, for every integer $N$,

$$
\begin{align*}
\sum_{\ell=0}^{N}\left\|z^{\ell}-z^{\ell+1}\right\|^{2} \leq & \frac{1}{\mu} \sum_{\ell=0}^{N}\left(\theta\left(z^{\ell}\right)-\theta\left(z^{\ell+1}\right)\right)  \tag{3.20}\\
& =\frac{1}{\mu}\left(\theta\left(z^{0}\right)-\theta\left(z^{N+1}\right)\right)  \tag{3.21}\\
& \leq \frac{1}{\mu}\left(\theta\left(z^{0}\right)-\underline{\theta}\right) \tag{3.22}
\end{align*}
$$

Taking the limit as $N \rightarrow+\infty$ yields the desired summability property.
Before presenting the inexact optimality property for any sequence generated by the proposed method, we recall an important result regarding function $\theta$ appearing in (3.4), under Assumption 1:

Property 3.8. For function $\theta$ defined as in (3.4) and satisfying Assumption 1, the following equality holds: for every $(x, p, \beta) \in\left(\mathbb{R}^{n}\right)^{3}$,

$$
\begin{aligned}
& \partial \theta(x, p, \beta) \\
& =\partial_{x} \theta(x, p, \beta) \times \partial_{p} \theta(x, p, \beta) \times \partial_{\beta} \theta(x, p, \beta) \\
& =\left\{\nabla_{x} q(x, p, \beta)+\nabla f(x)\right\} \times\left(\nabla_{p} q(x, p, \beta)+\partial g(p)\right) \times\left(\nabla_{\beta} q(x, p, \beta)+\partial h(\beta)\right) .
\end{aligned}
$$

Lemma 3.9 (Inexact optimality). Assume that the sequence $\left(z^{\ell}\right)_{\ell \in \mathbb{N}}$ generated by Algorithm 3.1 is bounded. Then, for every $\ell \in \mathbb{N}$, there exists $b^{\ell} \in \partial \theta\left(z^{\ell}\right)$ such that

$$
\begin{equation*}
\left\|b^{\ell}\right\| \leq \rho\left\|z^{\ell-1}-z^{\ell}\right\|, \tag{3.2}
\end{equation*}
$$

where $\rho \in(0,+\infty)$.
Proof. The assumed boundedness obviously implies that there exists a bounded subset $S$ of $\mathbb{R}^{n}$ such that $\left\{z^{\ell}\right\}_{\ell \in \mathbb{N}}=\left\{\left(x^{\ell}, p^{\ell}, \beta^{\ell}\right)\right\}_{\ell \in \mathbb{N}},\left\{\left(x^{\ell}, p^{\ell-1}, \beta^{\ell-1}\right)\right\}_{\ell \in \mathbb{N}}$, and $\left\{\left(x^{\ell}, p^{\ell}, \beta^{\ell-1}\right)\right\}_{\ell \in \mathbb{N}}$ are included in $S$. In addition, recall that, according to Assumption 1 , the coupling term $q$ has a Lipschitz continuous gradient on $S$. In the following, we will exploit the fact that, at every iteration $\ell$, the update for each block of coordinate needs to satisfy Fermat's rule for the corresponding subproblem.

- Fermat's rule for (3.6) reads

$$
\begin{equation*}
\gamma_{1}^{-1} A\left(x^{\ell-1}-x^{\ell}\right)=\nabla f\left(x^{\ell-1}\right)+\nabla_{x} q\left(x^{\ell}, p^{\ell-1}, \beta^{\ell-1}\right) . \tag{3.24}
\end{equation*}
$$

Notice that

$$
\begin{equation*}
\partial_{x} \theta\left(x^{\ell}, p^{\ell}, \beta^{\ell}\right)=\left\{\nabla_{x} \theta\left(x^{\ell}, p^{\ell}, \beta^{\ell}\right)\right\}=\left\{\nabla f\left(x^{\ell}\right)+\nabla_{x} q\left(x^{\ell}, p^{\ell}, \beta^{\ell}\right)\right\} . \tag{3.25}
\end{equation*}
$$

So, by defining

$$
\begin{align*}
b_{x}^{\ell}=\gamma_{1}^{-1} A & \left(x^{\ell-1}-x^{\ell}\right)+\nabla f\left(x^{\ell}\right)+\nabla_{x} q\left(x^{\ell}, p^{\ell}, \beta^{\ell}\right)  \tag{3.26}\\
& -\nabla f\left(x^{\ell-1}\right)-\nabla_{x} q\left(x^{\ell}, p^{\ell-1}, \beta^{\ell-1}\right),
\end{align*}
$$

we have $b_{x}^{\ell} \in \partial_{x} \theta\left(x^{\ell}, p^{\ell}, \beta^{\ell}\right)$ and

$$
\begin{align*}
& \left\|b_{x}^{\ell}\right\| \\
& \quad \leq \gamma_{1}^{-1} \bar{\nu}\left\|x^{\ell-1}-x^{\ell}\right\|+L_{f}\left\|x^{\ell-1}-x^{\ell}\right\|+L_{q, S}\left\|\left(0, p^{\ell-1}-p^{\ell}, \beta^{\ell-1}-\beta^{\ell}\right)\right\| \\
& \quad=\left(\gamma_{1}^{-1} \bar{\nu}+L_{f}\right)\left\|x^{\ell-1}-x^{\ell}\right\|+L_{q, S}\left\|\left(0, p^{\ell-1}-p^{\ell}, \beta^{\ell-1}-\beta^{\ell}\right)\right\| \\
& \quad \leq\left(\gamma_{1}^{-1} \bar{\nu}+L_{f}+L_{q, S}\right)\left\|z^{\ell-1}-z^{\ell}\right\|, \tag{3.27}
\end{align*}
$$

where the first inequality follows from Assumptions 1(i)-(ii) and 2(ii).

- Fermat's rule for (3.7) reads

$$
\begin{equation*}
r^{\ell}+\nabla_{p} q\left(x^{\ell}, p^{\ell}, \beta^{\ell-1}\right)+\gamma_{2}^{-1}\left(p^{\ell}-p^{\ell-1}\right)=0 \tag{3.28}
\end{equation*}
$$

where $r^{\ell} \in \partial g\left(p^{\ell}\right)$. Since

$$
\begin{equation*}
r^{\ell}+\nabla_{p} q\left(x^{\ell}, p^{\ell}, \beta^{\ell}\right) \in \partial_{p} \theta\left(x^{\ell}, p^{\ell}, \beta^{\ell}\right) \tag{3.29}
\end{equation*}
$$

by defining

$$
\begin{equation*}
b_{p}^{\ell}=\gamma_{2}^{-1}\left(p^{\ell-1}-p^{\ell}\right)+\nabla_{p} q\left(x^{\ell}, p^{\ell}, \beta^{\ell}\right)-\nabla_{p} q\left(x^{\ell}, p^{\ell}, \beta^{\ell-1}\right), \tag{3.30}
\end{equation*}
$$

we have $b_{p}^{\ell} \in \partial_{p} \theta\left(x^{\ell}, p^{\ell}, \beta^{\ell}\right)$ and

$$
\begin{align*}
\left\|b_{p}^{\ell}\right\| & \leq \gamma_{2}^{-1}\left\|p^{\ell-1}-p^{\ell}\right\|+L_{q, S}\left\|\left(0,0, \beta^{\ell}-\beta^{\ell-1}\right)\right\| \\
& \leq\left(\gamma_{2}^{-1}+L_{q, S}\right)\left\|z^{\ell-1}-z^{\ell}\right\| \tag{3.31}
\end{align*}
$$

where the first inequality stems from Assumption 1(i).

- Fermat's rule for (3.8) reads

$$
\begin{equation*}
s^{\ell}+\nabla_{\beta} q\left(x^{\ell}, p^{\ell}, \beta^{\ell}\right)+\gamma_{3}^{-1}\left(\beta^{\ell}-\beta^{\ell-1}\right)=0 \tag{3.32}
\end{equation*}
$$

where $s^{\ell} \in \partial h\left(\beta^{\ell}\right)$. By noticing that

$$
\begin{equation*}
s^{\ell}+\nabla_{\beta} q\left(x^{\ell}, p^{\ell}, \beta^{\ell}\right) \in \partial_{\beta} \theta\left(x^{\ell}, p^{\ell}, \beta^{\ell}\right) \tag{3.33}
\end{equation*}
$$

and defining

$$
\begin{equation*}
b_{\beta}^{\ell}=\gamma_{3}^{-1}\left(\beta^{\ell-1}-\beta^{\ell}\right) \in \partial_{\beta} \theta\left(x^{\ell}, p^{\ell}, \beta^{\ell}\right) \tag{3.34}
\end{equation*}
$$

we have

$$
\begin{equation*}
\left\|b_{\beta}^{\ell}\right\| \leq \gamma_{3}^{-1}\left\|\beta^{\ell-1}-\beta^{\ell}\right\| \leq \gamma_{3}^{-1}\left\|z^{\ell-1}-z^{\ell}\right\| \tag{3.35}
\end{equation*}
$$

In a nutshell, by virtue of Property $3.8, b^{\ell}=\left(b_{x}^{\ell}, b_{p}^{\ell}, b_{\beta}^{\ell}\right) \in \partial \theta\left(x^{\ell}, p^{\ell}, \beta^{\ell}\right)$. To conclude, we set

$$
\rho=\max \left\{\gamma_{1}^{-1} \bar{\nu}+L_{f}+L_{q, S}, \gamma_{2}^{-1}+L_{q, S}, \gamma_{3}^{-1}\right\}
$$

which yields the desired inequality (3.23).

We now report a first convergence result for a sequence generated by the proposed algorithm, which is reminiscent from [5, Proposition 6]:

Proposition 3.10 (Properties of the cluster points set). Suppose that Assumptions 1 and 2 hold. Let $\left(z^{\ell}\right)_{\ell \in \mathbb{N}}$ be a sequence generated by Algorithm 3.1. Denote by $\omega\left(z^{0}\right)$ the (possibly empty) set of its cluster points. Then
i) if $\left(z^{\ell}\right)_{\ell \in \mathbb{N}}$ is bounded, then $\omega\left(z^{0}\right)$ is a nonempty compact connected set and

$$
\operatorname{dist}\left(z^{\ell}, \omega\left(z^{0}\right)\right) \rightarrow 0 \quad \text { as } \quad \ell \rightarrow+\infty
$$

ii) $\omega\left(z^{0}\right) \subset$ crit $\theta$, where crit $\theta$ is the set of critical points of function $\theta$;
iii) $\theta$ is finite valued and constant on $\omega\left(z^{0}\right)$, and it is equal to

$$
\inf _{\ell \in \mathbb{N}} \theta\left(z^{\ell}\right)=\lim _{\ell \rightarrow+\infty} \theta\left(z^{\ell}\right)
$$

Proof. The proof of the above results for the proposed algorithm is basically identical to the one for [5, Proposition 6] for PAM algorithm. The only point to check is that our objective function is continuous with respect to $x$, i.e. the only block of variables on which we apply a different update than in PAM.

In conclusion, we have proved that a bounded sequence generated by the proposed method under Assumptions 1 and 2 satisfies the assumptions in [6, Theorem 2.9]. Hence we can state the following result:

Proposition 3.11. Let Assumptions 1 and 2 be satisfied and let $\left(z^{\ell}\right)_{\ell \in \mathbb{N}}=\left(\left(x^{\ell}, p^{\ell}, \beta^{\ell}\right)\right)_{\ell \in \mathbb{N}}$ be a sequence generated by Algorithm 3.1 that is assumed to be bounded. Then
i) $\sum_{\ell=1}^{+\infty}\left\|z^{\ell+1}-z^{\ell}\right\|<+\infty$;
ii) $\left(z^{\ell}\right)_{\ell \in \mathbb{N}}$ converges to a critical point $z^{*}$ of $\theta$.

Remark 3.12. It is worth mentioning that the proposed P-SASL-PAM algorithm can be easily adapted to the more general setting of minimizing

$$
\begin{equation*}
\left(\forall X \in \mathbb{R}^{N}\right) \quad \theta(X)=q(X)+\sum_{k=1}^{S} g_{k}\left(X_{k}\right) \tag{3.36}
\end{equation*}
$$

Hereabove, $X=\left(X_{1}, \ldots, X_{S}\right) \in \mathbb{R}^{N}$, with each $X_{k} \in \mathbb{R}^{n_{k}}, k \in\{1, \ldots, S\}$, so that $N=\sum_{k=1}^{S} n_{k}$. Function $\theta$ involves a a locally Lipschitz-differentiable coupling term $q: \mathbb{R}^{N} \rightarrow \mathbb{R}$ and $S$ block-separable terms $\left.g_{k}: \mathbb{R}^{n_{k}} \rightarrow\right]-\infty,+\infty[$ (with $k \in\{1, \ldots, S\}$ ), some of which may be differentiable with a Lipschitz continuous gradient. Then, the generalized variant of P-SASL-PAM generates a sequence $\left(Z^{\ell}\right)_{\ell \in \mathbb{N}}=$ $\left(\left(X_{1}^{\ell}, \ldots, X_{S}^{\ell}\right)\right)_{\ell \in \mathbb{N}}$ where the blocks of coordinates are updated via the following scheme, at every iteration $\ell \in \mathbb{N}$ :

$$
\begin{aligned}
& \text { For } k=1, \ldots, S \\
& \left\{\begin{aligned}
X_{k}^{\ell+1} & \in \operatorname{prox}_{\gamma_{k} q\left(X_{1}^{\ell+1}, \ldots, X_{k-1}^{\ell+1},, X_{k+1}^{\ell}, \ldots, X_{S}^{\ell}\right)}^{A_{k}}\left(X_{k}^{\ell}-\gamma_{k} A_{k}^{-1} \nabla g_{k}\left(X_{k}^{\ell}\right)\right) \\
& \text { with } \gamma_{k} \in(0,1), \text { if } g_{k} \text { is differentiable, } \\
X_{k}^{\ell+1} & \in \operatorname{prox}_{\gamma_{k} \theta\left(X_{1}^{\ell+1}, \ldots, X_{k-1}^{\ell+1}, \cdot, X_{k+1}^{\ell}, \ldots, X_{S}^{\ell}\right)}\left(X_{k}^{\ell}\right) \\
& \text { with } \gamma_{k}>0, \text { otherwise. }
\end{aligned}\right.
\end{aligned}
$$

If, for every $k \in\{1, \ldots, S\}$ such that $g_{k}$ is Lipschitz differentiable, $A_{k} \in \mathcal{S}_{n_{k}}$ satisfies a majorisation condition like in Assumption, 2 for function $g_{k}$, then the Sufficient

Decrease and the Inexact Optimality properties expressed in Lemma 3.7 and Lemma 3.9 can be extended to a bounded sequence $\left(Z^{\ell}\right)_{\ell \in \mathbb{N}}$ generated by the above extended variant of $\mathrm{P}-\mathrm{SASL}-\mathrm{PAM}$. In addition, if function $\theta$ is a $\mathrm{K} \mathrm{\ell}$ function, then the convergence results expressed in Proposition 3.11 can be extended, ensuring that the above mentioned sequence has a finite length, i.e. $\sum_{\ell=1}^{\infty}\left\|Z^{\ell+1}-Z^{\ell}\right\|<+\infty$, and it converges to a critical point $Z^{*}$ of $\theta$.

## 4. Application of P-SASL-PAM to the Joint Reconstruction and Fea-

 ture Extraction Problem.4.1. Smoothing of the coupling term. The application of Algorithm 3.1 to Problem (2.12) requires the involved functions to fulfill the requirements listed in Assumption 1. This section is devoted to this analysis, by first defining the following functions, for every $x=\left(x_{i}\right)_{1 \leq i \leq n} \in \mathbb{R}^{n}, p=\left(p_{i}\right)_{1 \leq i \leq n} \in \mathbb{R}^{n}$, and $\beta=\left(\beta_{i}\right)_{1 \leq i \leq n} \in$ $\mathbb{R}^{n}$,

$$
\begin{align*}
\tilde{q}(x, p, \beta) & =\sum_{i=1}^{n}\left|x_{i}\right|^{p_{i}} e^{-\beta_{i} p_{i}},  \tag{4.1}\\
f(x) & =\frac{1}{2 \sigma^{2}}\|y-K x\|_{2}^{2},  \tag{4.2}\\
g(p) & =\sum_{i=1}^{n}\left(\ln \Gamma\left(1+\frac{1}{p_{i}}\right)+\iota_{[a, b]}\left(p_{i}\right)\right)+\lambda \operatorname{TV}(p),  \tag{4.3}\\
h(\beta) & =\sum_{i=1}^{n}\left(\beta_{i}+\frac{\beta_{i}^{2}}{2 \sigma_{\beta}^{2}}\right)+\zeta \operatorname{TV}(\beta) . \tag{4.4}
\end{align*}
$$

The first item in Assumption 1 regarding the regularity of the coupling term is not satisfied by (4.1). To circumvent this difficulty, we introduce the pseudo-Huber loss function [21] depending on a pair of parameters $\delta=\left(\delta_{1}, \delta_{2}\right) \in(0,+\infty)^{2}$ such that $\delta_{2}<\delta_{1}$ :

$$
\begin{equation*}
(\forall t \in \mathbb{R}) \quad C_{\delta}(t)=H_{\delta_{1}}(t)-\delta_{2}, \tag{4.5}
\end{equation*}
$$

where $H_{\delta_{1}}$ is the hyperbolic function defined, for every $t \in \mathbb{R}$, by $H_{\delta_{1}}(t)=\sqrt{t^{2}+\delta_{1}^{2}}$. Function (4.5) is used as a smooth approximation of the absolute value involved in (4.1). We then replace (4.1) with

$$
\begin{equation*}
q(x, p, \beta)=\sum_{i=1}^{n}\left(C_{\delta}\left(x_{i}\right)\right)^{p_{i}} e^{-\beta_{i} p_{i}} \tag{4.6}
\end{equation*}
$$

Function $C_{\delta}$ is infinitely differentiable, i.e. its derivatives are continuous for all orders. Thus function (4.6) satisfies Assumption 1.

Function (4.2) is quadratic convex, thus it clearly satisfies Assumption 1(ii). Function (4.3) is a sum of functions that are proper, lower semicontinuous and either nonnegative or bounded from below. The same applies to function (4.4), which is also strongly convex. It results that (4.3) and (4.4) satisfy Assumption 1(iii).

Now, we must show that $\Theta$ is a Kも function. To do so, let us consider the notion of o-minimal structure [66], which is a particular family $\mathcal{O}=\left\{\mathcal{O}_{n}\right\}_{n \in \mathbb{N}}$ where each $\mathcal{O}_{n}$ is a collection of subsets of $\mathbb{R}^{n}$, satisfying a series of axioms (we refer to [5, Definition 13], for a complete illustration). We present hereafter the definition of definable set and definable function in an o-minimal structure:

Definition 4.1 (Definable sets and definable functions). Given an o-minimal structure $\mathcal{O}$, a set $\mathcal{A} \subset \mathbb{R}^{n}$ such that $\mathcal{A} \in \mathcal{O}_{n}$ is said to be definable in $\mathcal{O}$. A real extended valued function $f: \mathbb{R} \rightarrow(-\infty,+\infty]$ is said to be definable in $\mathcal{O}$ if its graph is a definable subset of $\mathbb{R}^{n} \times \mathbb{R}$.

The importance of these concepts in mathematical optimisation is related to the following key result concerning the Kurdyka-Łojasiewicz property [10]:

THEOREM 4.2. Any proper lower semicontinuous function $f: \mathbb{R}^{n} \rightarrow(-\infty,+\infty]$ which is definable in an o-minimal structure $\mathcal{O}$ has the Kも property at each point of dom $\partial f$.

Let us identify a structure in which all the functions involved in the definition of $\Theta$ are definable. This will be sufficient, as definability is a closed property with respect to several operations including finite sum and composition of functions. Before that, we provide a couple of examples of o-minimal structure. The first is represented by the structure of globally subanalytic sets $\mathbb{R}_{\mathrm{an}}[36]$, which contains all the sets of the form $\left\{(u, t) \in[-1,1]^{n} \times \mathbb{R} \mid f(u)=t\right\}$ where $f:[-1,1]^{n} \rightarrow \mathbb{R}$ is an analytic function that can be analytically extended on a neighbourhood of $[-1,1]^{n}$. The second example is the log-exp structure $\left(\mathbb{R}_{\text {an }}, \exp \right)[66,71]$, which includes $\mathbb{R}_{\text {an }}$ and the graph of the exponential function. Even though this second structure is a common setting for many optimisation problems, it does not meet the requirements for ours: as shown in [67], $\Gamma^{>0}$ (i.e., the restriction of the Gamma function to $(0,+\infty)$ ) is not definable on $\left(\mathbb{R}_{\mathrm{an}}, \exp \right)$. We thus consider the larger structure $\left(\mathbb{R}_{\mathcal{G}}, \exp \right)$, where $\Gamma^{>0}$ has been proved to be definable [68]. $\mathbb{R}_{\mathcal{G}}$ is an o-minimal structure that extends $\mathbb{R}_{\text {an }}$ and is generated by the class $\mathcal{G}$ of Gevrey functions from [64].

We end this section by the following result which will be useful subsequently.
Proposition 4.3. The function $t \mapsto \ln \Gamma\left(1+\frac{1}{t}\right)$ defined on $(0,+\infty)$ is $\mu$-weakly convex with $\mu>\mu_{0} \approx 0.1136$.

Proof. Let us show that there exists $\mu>0$ such that function $t \mapsto \ln \Gamma(1+$ $\left.\frac{1}{t}\right)+\mu t^{2} / 2$ is convex on $(0,+\infty)$. The second-order derivative of this function on the positive real axis reads

$$
\begin{align*}
\frac{d^{2}}{d t^{2}} & \left(\ln \Gamma\left(1+\frac{1}{t}\right)+\frac{\mu}{2} t^{2}\right) \\
& =\frac{1}{t^{3}}\left(2 \text { Digamma }\left(1+\frac{1}{t}\right)+\frac{1}{t} \text { Digamma }^{\prime}\left(1+\frac{1}{t}\right)+\mu t^{3}\right) \tag{4.7}
\end{align*}
$$

where the Digamma function is the logarithmic derivative of the Gamma function. In order to show the convexity of the considered function, we need to ensure that (4.7) is positive for every $t \in(0,+\infty)$. By virtue of Bohr-Möllerup's theorem [4, Theorem 2.1], among all functions extending the factorial functions to the positive real numbers, only the Gamma function is log-convex. More precisely, its natural logarithm is (strictly) convex on the positive real axis. This implies that $t \mapsto$ Digamma $^{\prime}(t)$ is positive. It results that the only sign-changing term in (4.7) is function $t \mapsto 2$ Digamma $\left(1+\frac{1}{t}\right)$ as $t \mapsto \operatorname{Digamma}(t)$ vanishes in a point $t_{0}>1$ $\left(t_{0} \approx 1.46163\right)$ which corresponds to the minimum point of the Gamma function - and therefore also of its natural logarithm [72]. As a consequence, the Digamma function is strictly positive for $t \in\left(t_{0},+\infty\right)$, implying that $t \mapsto \operatorname{Digamma}\left(1+\frac{1}{t}\right)$ is strictly positive for all $t \in\left(0, \frac{1}{t_{0}-1}\right)$. Furthermore, $t \mapsto$ Digamma $\left(1+\frac{1}{t}\right)$ is strictly decreasing
and bounded from below, as shown by the negativity of its first derivative

$$
\frac{d}{d t} \text { Digamma }\left(1+\frac{1}{t}\right)=-\frac{1}{t^{2}} \text { Digamma }^{\prime}\left(1+\frac{1}{t}\right)
$$

and by the following limit

$$
\lim _{t \rightarrow+\infty} \text { Digamma }\left(1+\frac{1}{t}\right)=\operatorname{Digamma}(1)=-\mathcal{E}
$$

where the last equality holds by virtue of the Gauss Digamma theorem and $\mathcal{E}$ is EulerMascheroni's constant $\mathcal{E} \approx 0.57721$ [3]. In conclusion, for $t \in\left[\frac{1}{t_{0}-1},+\infty\right)$ we need to ensure that the positive terms in (4.7) manage to balance the negative contribution of function $t \mapsto 2$ Digamma $\left(1+\frac{1}{t}\right)>-2 \mathcal{E}$. This leads to a condition on parameter $\mu>0$, since we can impose that

$$
0<\mu t^{3}-2 \mathcal{E}
$$

where the right hand side expression has a lower bound $\mu /\left(t_{0}-1\right)^{3}-2 \mathcal{E}$ that is positive when

$$
\mu>2 \mathcal{E}\left(t_{0}-1\right)^{3}=\mu_{0} \approx 0.1136
$$

This shows that function $t \mapsto \ln \Gamma\left(1+\frac{1}{t}\right)$ is $\mu$-weakly convex.
4.2. Proximal computations. Let us now focus on the proximal computations involved in Algorithm 3.1. Given the elaborate structure of the involved functions, no trivial closed-form expression is available to compute the required proximity operators. Luckily, efficient minimisation strategies can be designed to tackle the three inner optimisation problems. To ease the description, we summarize in Algorithm 4.1 the application of Algorithm 3.1 to the resolution of (2.12).

```
Algorithm 4.1 P-SASL-PAM to solve (2.12)
Initialize \(x^{0}, p^{0}\) and \(\beta^{0}\)
Set \(A \in \mathcal{S}_{n}\)
Set \(\gamma_{1} \in(0,1), \gamma_{2} \in\left(0,1 / \mu_{0}\right), \gamma_{3}>0\)
For \(\ell=0,1, \ldots\).
\[
\begin{align*}
& x^{\ell+1} \in \operatorname{prox}_{\gamma_{1} q\left(\cdot, p^{\ell}, \beta^{\ell}\right)}^{A}\left(x^{\ell}-\gamma_{1} A^{-1} \nabla f\left(x^{\ell}\right)\right)  \tag{4.8}\\
& p^{\ell+1} \in \operatorname{prox}_{\gamma_{2} \theta\left(x^{\ell+1}, \cdot, \beta^{\ell}\right)}\left(p^{\ell}\right)  \tag{4.9}\\
& \beta^{\ell+1} \in \operatorname{prox}_{\gamma_{3} \theta\left(x^{\ell+1}, p^{\ell+1}, \cdot\right)}\left(\beta^{\ell}\right) \tag{4.10}
\end{align*}
\]

Proximal computation with respect to \(x\). Subproblem (3.6) in Algorithm 3.1 requires the computation of the proximity operator of the following separable function
\[
q\left(\cdot, p^{\ell}, \beta^{\ell}\right): x \mapsto \sum_{i=1}^{n}\left(C_{\delta}\left(x_{i}\right)\right)^{p_{i}^{\ell}} e^{-\beta_{i}^{\ell} p_{i}^{\ell}}
\]
within a weighted Euclidean metric induced by some matrix \(A \in \mathcal{S}_{n}\). We notice that \(x_{i} \mapsto\left(C_{\delta}\left(x_{i}\right)\right)^{p_{i}^{\ell}}\) is nonconvex whenever \(p_{i}^{\ell} \in(0,1)\), for some \(i \in\{1, \ldots, n\}\). In
order to overcome this issue, we apply a majorisation principle [62]. Let us introduce function \(\sigma\) defined, for every \(u \in\left[\delta_{1},+\infty\right)\), as \(\sigma(u)=\left(u-\delta_{2}\right)^{p}\) with \(p \in(0,1]\), and vector \(\delta=\left(\delta_{1}, \delta_{2}\right) \in(0,+\infty)^{2}\) such that \(\delta_{2}<\delta_{1}\). Since this function is concave, it can be majorised by its first-order expansion around any point \(w>\delta_{2}\) :
\[
\begin{align*}
\left(\forall u>\delta_{2}\right) \quad\left(u-\delta_{2}\right)^{p} & \leq\left(w-\delta_{2}\right)^{p}+p\left(w-\delta_{2}\right)^{p-1}(u-w) \\
& =(1-p)\left(w-\delta_{2}\right)^{p}+p\left(w-\delta_{2}\right)^{p-1}\left(u-\delta_{2}\right) \tag{4.11}
\end{align*}
\]

Setting, for every \(\left(t, t^{\prime}\right) \in \mathbb{R}^{2}, u=H_{\delta_{1}}(t) \geq \delta_{1}, w=H_{\delta_{1}}\left(t^{\prime}\right) \geq \delta_{1}\) allows us to deduce the following majorisation:
\[
\begin{equation*}
\left(C_{\delta}(t)\right)^{p} \leq(1-p)\left(C_{\delta}\left(t^{\prime}\right)\right)^{p}+p\left(C_{\delta}\left(t^{\prime}\right)\right)^{p-1} C_{\delta}(t) \tag{4.12}
\end{equation*}
\]

Let us now define \(\mathcal{I}^{\ell}=\left\{i \in\{1, \ldots, n\} \mid p_{i}^{\ell} \geq 1\right\}\) and \(\mathcal{J}^{\ell}=\{1, \ldots, n\} \backslash \mathcal{I}^{\ell}\). Given \(v=\left(v_{i}\right)_{1 \leq i \leq n} \in \mathbb{R}^{n}\), we deduce from (4.12) that
\[
\begin{align*}
\left(\forall x=\left(x_{i}\right)_{1 \leq i \leq n} \in \mathbb{R}^{n}\right) \quad q\left(x, p^{\ell}, \beta^{\ell}\right) & =\sum_{i \in \mathcal{I}^{\ell}}\left(C_{\delta}\left(x_{i}\right)\right)^{p_{i}^{\ell}} e^{-\beta_{i}^{\ell} p_{i}^{\ell}}+\sum_{i \in \mathcal{J}^{\ell}}\left(C_{\delta}\left(x_{i}\right)\right)^{p_{i}^{\ell}} e^{-\beta_{i}^{\ell} p_{i}^{\ell}} \\
& \leq \bar{q}\left(x, v, p^{\ell}, \beta^{\ell}\right), \tag{4.13}
\end{align*}
\]
where the resulting majorant function is separable, i.e.
\[
\begin{equation*}
\bar{q}\left(x, v, p^{\ell}, \beta^{\ell}\right),=\sum_{i=1}^{n} \bar{q}_{i}\left(x_{i}, v_{i}, p_{i}^{\ell}, \beta_{i}^{\ell}\right) \tag{4.14}
\end{equation*}
\]
with, for every \(i \in\{1, \ldots, n\}\) and \(x_{i} \in \mathbb{R}\),
\[
\begin{align*}
& \bar{q}_{i}\left(x_{i}, v_{i}, p_{i}^{\ell}, \beta_{i}^{\ell}\right)  \tag{4.15}\\
& = \begin{cases}e^{-\beta_{i}^{\ell} p_{i}^{\ell}}\left(C_{\delta}\left(u_{i}\right)\right)^{p_{i}^{\ell}}, & \text { if } p_{i}^{\ell} \geq 1 \\
e^{-\beta_{i}^{\ell} p_{i}^{\ell}}\left(\left(C_{\delta}\left(v_{i}\right)\right)^{p_{i}^{\ell}}\left(1-p_{i}^{\ell}\right)+p_{i}^{\ell}\left(C_{\delta}\left(v_{i}\right)\right)^{p_{i}^{\ell}-1} C_{\delta}\left(x_{i}\right)\right) & \text { otherwise. }\end{cases}
\end{align*}
\]

In a nutshell, each term of index \(i \in\{1, \ldots, n\}\) in (4.14) coincides either with the \(i\)-th term of \(q\left(\cdot, p^{\ell}, \beta^{\ell}\right)\) when \(i \in \mathcal{I}^{\ell}\), or it is a convex majorant of this \(i\)-th term with respect to \(v_{i}\) when \(i \in \mathcal{J}^{\ell}\). We thus propose to adopt a majorisation-minimisation procedure by building a sequence of convex surrogate problems for the nonconvex minimisation problem involved in the computation of \(\operatorname{prox}_{\gamma_{1} q\left(\cdot, p^{\ell}, \beta^{\ell}\right)}^{A}\). At the \(\kappa\)-th iteration of this procedure, following the MM principle, the next iterate \(x^{\kappa+1}\) is determined by setting \(v=x^{\kappa}\). We summarise the strategy in Algorithm 4.2.
```

Algorithm 4.2 MM algorithm to approximate $\operatorname{prox}_{\gamma_{1} q\left(\cdot, p^{\ell}, \beta^{\ell}\right)}^{A}\left(x^{+}\right)$with $x^{+} \in \mathbb{R}^{n}$
Initialize $x^{0} \in \mathbb{R}^{n}$
For $\kappa=0,1, \ldots$ until convergence

$$
\begin{equation*}
x^{\kappa+1}=\operatorname{prox}_{\gamma_{1} \bar{q}\left(\cdot, x^{\kappa}, p^{\ell}, \beta^{\ell}\right)}^{A}\left(x^{+}\right) \quad \text { (with Alg. 4.3). } \tag{4.16}
\end{equation*}
$$

```

Function \(\bar{q}\left(\cdot, v, p^{\ell}, \beta^{\ell}\right)\) being convex, proper, and lsc, its proximity operator in the weighted Euclidean metric induced by matrix \(A\) is guaranteed to be uniquely defined.
```

Algorithm 4.3 DFB algorithm to compute $\operatorname{prox}_{\gamma_{1} \bar{q}\left(\cdot, v ; p^{e}, \beta^{\ell}\right)}^{A}\left(x^{+}\right)$with $x^{+} \in \mathbb{R}^{n}$
Initialize dual variable $w^{0} \in \mathbb{R}^{n}$
Set $\eta \in\left(0,2\left|\|A \mid\|^{-1}\right)\right.$
For $\kappa^{\prime}=0,1, \ldots$ until convergence

$$
\begin{align*}
u^{\kappa^{\prime}} & =x^{+}-A w^{\kappa^{\prime}},  \tag{4.17}\\
w^{\kappa^{\prime}+1} & =w^{\kappa^{\prime}}+\eta u^{\kappa^{\prime}}-\eta \operatorname{prox}_{\eta^{-1} \gamma_{1} \bar{q}\left(\cdot, v, p^{\ell}, \beta^{\ell}\right)}\left(\eta^{-1} w^{\kappa^{\prime}}+u^{\kappa^{\prime}}\right) . \tag{4.18}
\end{align*}
$$

```
\(\underline{\text { Return } u^{\kappa^{\prime}} \in \mathbb{R}^{n}}\)

The update in (4.18) can be performed componentwise since function \(\bar{q}\left(\cdot, v, p^{\ell}, \beta^{\ell}\right)\) is separable. Thanks to the separability property, computing \(\operatorname{prox}_{\eta^{-1} \gamma_{1} \bar{q}\left(\cdot, v, p^{\ell}, \beta^{\ell}\right)}\) boils down to solve \(n\) one-dimensional optimization problems, that is
\[
\begin{align*}
& \left(\forall u^{+}=\left(u_{i}^{+}\right)_{1 \leq i \leq n} \in \mathbb{R}^{n}\right)  \tag{4.19}\\
& \quad \operatorname{prox}_{\eta^{-1} \gamma_{1} \bar{q}\left(\cdot, v, p^{\ell}, \beta^{\ell}\right)}\left(u^{+}\right)=\left(\operatorname{prox}_{\eta^{-1} \gamma_{1} \bar{q}_{i}\left(\cdot, v_{i}, p_{i}^{\ell}, \beta_{i}^{\ell}\right)}\left(u_{i}^{+}\right)\right)_{1 \leq i \leq n} .
\end{align*}
\]

More precisely,
- for every \(i \in\{1, \ldots, n\}\), such that \(p_{i}^{\ell} \leq 1\),
\[
\begin{align*}
\operatorname{prox}_{\eta^{-1} \gamma_{1} \bar{q}_{i}\left(\cdot, v_{i}, p_{i}^{\ell}, \beta_{i}^{\ell}\right)}\left(u_{i}^{+}\right) & =\operatorname{prox}_{\eta^{-1} \gamma_{1} e^{-\beta_{i}^{\ell} p_{i}^{\ell}} p_{i}^{\ell}\left(C_{\delta}\left(v_{i}\right)\right)^{p_{i}^{\ell}-1} C_{\delta_{1}}}\left(u_{i}^{+}\right) \\
& =\operatorname{prox}_{\eta^{-1} \gamma_{1} e^{-\beta_{i}^{\ell} p_{i}^{\ell}} p_{i}^{\ell}\left(C_{\delta}\left(v_{i}\right)\right)^{p_{i}^{\ell}-1} H_{\delta_{1}}}\left(u_{i}^{+}\right) . \tag{4.20}
\end{align*}
\]

The proximity operator of the so-scaled version of function \(H_{\delta_{1}}\) can be determined by solving a quartic polynomial equation. \({ }^{1}\)
- For every \(i \in\{1, \ldots, n\}\) such that \(p_{i}^{\ell}>1\),
\[
\begin{equation*}
\operatorname{prox}_{\eta^{-1} \gamma_{1} \bar{q}_{i}\left(\cdot, v_{i}, p_{i}^{\ell}, \beta_{i}^{\ell}\right)}\left(u_{i}^{+}\right)=\operatorname{prox}_{\eta^{-1} \gamma_{1} e^{-\beta_{i}^{\ell} p_{i}^{\ell}}\left(C_{\delta}\right)^{p_{i}^{\ell}}}\left(u_{i}^{+}\right) . \tag{4.21}
\end{equation*}
\]

The latter quantity can be evaluated through a bisection search to find the root of the derivative of the involved proximally regularised function.
Remark 4.4. Due to the nonconvexity of \(q\left(\cdot, p^{\ell}, \beta^{\ell}\right)\), there is no guarantee that the point estimated by Algorithm 4.3 coincides with the exact proximity point. However, we did not notice any numerical issue in our implementation.

Proximal computation with respect to \(p\). Subproblem (3.7) requires to compute the proximity operator of \(\gamma_{2}\left(q\left(x^{\ell+1}, \cdot, \beta^{\ell}\right)+g\right)\), which is equivalent to solve the following minimization problem
\[
\begin{equation*}
\underset{p \in[a, b]^{n}}{\operatorname{minimize}} \psi^{\ell}(p)+\lambda \ell_{1,2}(D p) \tag{4.22}
\end{equation*}
\]

\footnotetext{
\({ }^{1}\) http://proximity-operator.net/scalarfunctions.html
}
where, for every \(p \in \mathbb{R}^{n}, \psi^{\ell}(p)=\sum_{i=1}^{n} \psi_{i}^{\ell}\left(p_{i}\right)\) with
\[
\begin{align*}
& (\forall i \in\{1, \ldots, n\})\left(\forall p_{i} \in \mathbb{R}\right)  \tag{4.23}\\
& \psi_{i}^{\ell}\left(p_{i}\right)= \begin{cases}\left(C_{\delta}\left(x_{i}^{\ell+1}\right)\right)^{p_{i}} e^{-\beta_{i}^{\ell} p_{i}}+\ln \Gamma\left(1+\frac{1}{p_{i}}\right)+\frac{1}{2 \gamma_{2}}\left(p_{i}-p_{i}^{\ell}\right)^{2} & \text { if } p_{i}>0 \\
+\infty & \text { otherwise }\end{cases}
\end{align*}
\]

Moreover, \(D=\left[D_{\mathrm{h}}, D_{\mathrm{v}}\right]\) where \(\left(D_{\mathrm{h}}, D_{\mathrm{v}}\right) \in\left(\mathbb{R}^{n \times n}\right)^{2}\) are the discrete horizontal and vertical 2 D gradient operators, and the \(\ell_{1,2}\)-norm is defined as
\[
\left(\forall p \in \mathbb{R}^{n}\right) \quad \ell_{1,2}(D p)=\sum_{i=1}^{n}\left\|\left(\left[D_{\mathrm{h}} p\right]_{i},\left[D_{\mathrm{v}} p\right]_{i}\right)\right\|_{2} .
\]

Problem (4.22) is equivalent to minimizing the sum of the indicator function of a hypercube, a separable component, and a nonseparable term involving the linear operator \(D\). Accoding to Proposition 4.3, we can ensure the convexity of each term \(\left(\psi_{i}^{\ell}\right)_{1 \leq i \leq n}\) by setting \(\gamma_{2}<\frac{1}{\mu_{0}} \approx 8.805\). In order to solve (4.22), it is then possible to implement a Primal-Dual (PD) algorithm [29, 44, 69] as outlined in Algorithm 4.4.
```

Algorithm 4.4 Primal Dual Algorithm for solving (4.22)
Initialise the dual variables $v_{1}^{0} \in \mathbb{R}^{n \times 2}, v_{2}^{0} \in \mathbb{R}^{n}$.
Set $\tau>0$ and $\sigma>0$ such that $\tau \sigma\left(\|\mid D\| \|^{2}+1\right)<1$.
for $\kappa=0,1, \ldots$ until convergence

$$
\begin{align*}
u^{\kappa} & =p^{\kappa}-\tau\left(D^{*} v_{1}^{\kappa}+v_{2}^{\kappa}\right),  \tag{4.24}\\
p^{\kappa+1} & =\operatorname{proj}_{[a, b]^{n}}\left(u^{\kappa}\right),  \tag{4.25}\\
w_{1}^{\kappa} & =v_{1}^{\kappa}+\sigma D\left(2 p^{\kappa+1}-p^{\kappa}\right),  \tag{4.26}\\
v_{1}^{\kappa+1} & =w_{1}^{\kappa+1}-\sigma \operatorname{prox}_{\frac{\lambda \ell_{1,2}}{\sigma}}\left(\frac{w_{1}^{\kappa}}{\sigma}\right) .  \tag{4.27}\\
w_{2}^{\kappa} & =v_{2}^{\kappa}+\sigma\left(2 p^{\kappa+1}-p^{\kappa}\right),  \tag{4.28}\\
v_{2}^{\kappa+1} & =w_{2}^{\kappa+1}-\sigma \operatorname{prox}_{\frac{\psi^{\ell}}{}}\left(\frac{w_{2}^{\kappa}}{\sigma}\right) . \tag{4.29}
\end{align*}
$$

```

Return \(p^{\kappa+1} \in[a, b]^{n}\)

The proximity operator of the involved \(\ell_{1,2}\) norm has a closed-form expression. For every \(w_{1}=\left(\left[w_{1}\right]_{i, 1},\left[w_{1}\right]_{i, 2}\right)_{1 \leq i \leq n} \in \mathbb{R}^{n \times 2}\) and \(\lambda>0\), we have
\[
\begin{aligned}
\operatorname{prox}_{\lambda \ell_{1,2}}\left(w_{1}\right) & =\left(\operatorname{prox}_{\lambda\|\cdot\|_{2}}\left(\left(\left[w_{1}\right]_{i, 1},\left[w_{1}\right]_{i, 2}\right)\right)\right)_{1 \leq i \leq n} \\
& =\left(\left(\left[w_{1}\right]_{i, 1},\left[w_{1}\right]_{i, 2}\right)-\frac{\lambda\left(\left[w_{1}\right]_{i, 1},\left[w_{1}\right]_{i, 2}\right)}{\max \left\{\lambda,\left\|\left(\left[w_{1}\right]_{i, 1},\left[w_{1}\right]_{i, 2}\right)\right\|_{2}\right\}}\right)_{1 \leq i \leq n} .
\end{aligned}
\]

The proximal point at \(w_{2}^{\kappa} / \sigma=\left(\left[w_{2}^{\kappa}\right]_{i} / \sigma\right)_{1 \leq i \leq n} \in \mathbb{R}^{n}\) of the separable term \(\psi^{\ell}\) with respect to a step size \(1 / \sigma\) can be found by minimizing, for every \(i \in\{1, \ldots, n\}\), the following smooth function
\[
(\forall t \in(0,+\infty)) \quad \mathrm{g}_{i}(t)=\psi_{i}^{\ell}(t)+\frac{\sigma}{2}\left(t-\frac{\left[w_{2}^{\kappa}\right]_{i}}{\sigma}\right)^{2}
\]

The update in (4.29) then reads
\[
v_{2}^{\kappa+1}=\left(\left[w_{2}^{\kappa+1}\right]_{i}-\sigma\left[w_{2}^{\kappa}\right]_{i}^{*}\right)_{1 \leq i \leq n}
\]
where, for every \(i \in\{1, \ldots, n\},\left[w_{2}^{\kappa}\right]_{i}^{*}\) corresponds to the unique zero of the derivative of \(\mathrm{g}_{i}\). This zero is found by applying Newton's method initialised with
\[
\bar{w}_{i}=\left(\max \left\{10^{-3}, \frac{\left[w_{2}^{\kappa}\right]_{i}}{\sigma}\right\}\right)_{1 \leq i \leq n}
\]

Proximal computation with respect to \(\beta\). Subproblem (3.8) requires the solution of the following minimisation problem:
\[
\begin{equation*}
\underset{\beta \in \mathbb{R}^{n}}{\operatorname{minimize}} \varphi^{\ell}(\beta)+\zeta \ell_{1,2}(D \beta) \tag{4.30}
\end{equation*}
\]
where \(D\) and \(\ell_{1,2}\) have been defined previously and
\[
\left(\forall \beta=\left(\beta_{i}\right)_{1 \leq i \leq n} \in \mathbb{R}^{n}\right) \quad \varphi^{\ell}(\beta)=\sum_{i=1}^{n} \varphi_{i}^{\ell}\left(\beta_{i}\right)
\]
with, for every \(i \in\{1, \ldots, n\}\),
\[
\varphi_{i}^{\ell}\left(\beta_{i}\right)=\left(C_{\delta}\left(x_{i}^{\ell+1}\right)\right)^{p_{i}^{\ell+1}} e^{-\beta_{i} p_{i}^{\ell+1}}+\beta_{i}+\frac{\beta_{i}^{2}}{2 \sigma_{\beta}^{2}}+\frac{1}{2 \gamma_{3}}\left(\beta_{i}-\beta_{i}^{\ell}\right)^{2}
\]

The above problem shares structure similar to the one studied in the previous case since the objective function is the sum of the smooth convex term \(\varphi^{\ell}\) and the nonsmooth convex one \(\zeta \mathrm{TV}=\zeta \ell_{1,2}(D \cdot)\), and it can be solved by the primal-dual procedure outlined in Algorithm 4.5.
```

Algorithm 4.5 Primal Dual Algorithm for minimizing (4.30)
Set $\tau>0$ and $\sigma>0$ such that $\tau \sigma\|\|D\|\|^{2} \leq 1$.
Initialise the dual variable $v^{0} \in \mathbb{R}^{n \times 2}$.
for $\kappa=0,1, \ldots$ until convergence

```
\[
\begin{align*}
u^{\kappa} & =\beta^{\kappa}-\tau\left(D^{*} v^{\kappa}\right)  \tag{4.31}\\
\beta^{\kappa+1} & =\operatorname{prox}_{\tau \varphi^{\ell}}\left(u^{\kappa}\right)  \tag{4.32}\\
w^{\kappa} & =v^{\kappa}+\sigma D\left(2 \beta^{\kappa+1}-\beta^{\kappa}\right)  \tag{4.33}\\
v^{\kappa+1} & =w^{\kappa+1}-\sigma \operatorname{prox}_{\frac{\zeta \ell_{1,2}}{\sigma}}\left(\frac{w^{\kappa}}{\sigma}\right) . \tag{4.34}
\end{align*}
\]

Return \(\beta^{\kappa+1} \in \mathbb{R}^{n}\)
\[
\begin{equation*}
\left(\forall \beta=\left(\beta_{i}\right)_{1 \leq i \leq n} \in \mathbb{R}^{n}\right) \quad \operatorname{prox}_{\tau \varphi^{\ell}}(\beta)=\left(\operatorname{prox}_{\tau \varphi_{i}^{\ell}}\left(\beta_{i}\right)\right)_{1 \leq i \leq n} \tag{4.35}
\end{equation*}
\]

For every \(i \in\{1, \ldots, n\}\), \(\operatorname{prox}_{\tau \varphi_{i}^{\ell}}\left(\beta_{i}\right)\) is the minimizer of function
\[
\left(\forall \beta_{i} \in \mathbb{R}\right) \quad \mathrm{h}_{i}\left(\beta_{i}\right)=\varphi_{i}^{\ell}\left(\beta_{i}\right)+\frac{1}{2 \tau}\left(\beta_{i}-u_{i}^{\kappa}\right)^{2}
\]

The nonlinear equation defining the unique zero of the derivative of \(h_{i}\) admits a closedform solution that involves the Lambert \(W\)-function [31]. Indeed, let us introduce the following notation:
\[
\begin{align*}
a_{1, i} & =p_{i}^{\ell+1}\left(C_{\delta}\left(x_{i}^{\ell+1}\right)\right)^{p_{i}^{\ell+1}},  \tag{4.37}\\
a_{2} & =\left(\frac{1}{\sigma_{\beta}^{2}}+\frac{1}{\gamma_{3}}+\frac{1}{\tau}\right)^{-1},  \tag{4.38}\\
a_{3, i} & =1-\frac{\beta_{i}^{\ell}}{\gamma_{3}}-\frac{u_{i}^{\kappa}}{\tau} . \tag{4.39}
\end{align*}
\]

Then
\(\mathrm{h}_{i}^{\prime}\left(\beta_{i}\right)=0 \Longleftrightarrow-a_{1, i} \exp \left(-p_{i}^{\ell+1} \beta_{i}\right)+\frac{\beta_{i}}{a_{2}}+a_{3, i}=0\)
\[
\Longleftrightarrow p_{i}^{\ell+1}\left(\beta_{i}+a_{2} a_{3, i}\right) \exp \left(p_{i}^{\ell+1}\left(\beta_{i}+a_{2} a_{3, i}\right)\right)=p_{i}^{\ell+1} a_{1, i} a_{2} \exp \left(p_{i}^{\ell+1} a_{2} a_{3, i}\right)
\]
\[
\Longleftrightarrow \beta_{i}=\frac{1}{p_{i}^{\ell+1}} W\left(p_{i}^{\ell+1} a_{1, i} a_{2} \exp \left(p_{i}^{\ell+1} a_{2} a_{3, i}\right)\right)-a_{2} a_{3, i},
\]
where the last equivalence comes from the fact that the Lambert \(W\)-function is single valued on satisfies the following identity for a pair \((X, Y) \in \mathbb{R}^{2}\) :
\[
\begin{equation*}
X \exp (X)=Y \Longleftrightarrow X=W(Y) \tag{4.41}
\end{equation*}
\]

In conclusion, the update in (4.32) reads as \(\beta^{\kappa+1}=\left(\beta_{i}^{\kappa+1}\right)_{1 \leq i \leq n}\) where each component of this vector is calculated according to (4.40).
5. Numerical Experiments. We now illustrate the performance of P-SASLPAM by means of two examples of joint segmentation/deblurring of textured images (Sec. 5.1) and ultrasound images (Sec. 5.2). Let us first explain how our approach (common to both examples) is practically implemented in the context of joint segmentation/deblurring.

The observation model reads as (2.1), and the goal is to retrieve an estimate of the sought image as well as a segmented version of it. The standard deviation \(\sigma\) of the noise affecting the data and the linear operator \(K\) are assumed to be known. We adopt the recovery strategy described in Section 4. We describe hereafter the setting of the model/algorithm hyperparameters.

The model parameters that need to be tuned are the regularisation parameters \((\lambda, \zeta) \in] 0,+\infty\left[^{2}\right.\) for the TV terms, the \(\delta_{1}>0\) and \(\delta_{2}>0\) values for the pseudo Huber function, and the standard deviation \(\sigma_{\beta}>0\) for the reparameterised scale parameter. Parameters \((\lambda, \zeta)\) are identified via an empirical search based on visual inspection, considering the fact that the higher the effect of the TV regularisation term, the flatter the estimated solution is. The third parameter, \(\delta=\left(\delta_{1}, \delta_{2}\right)\), is tuned so that \(\delta_{1}\) is chosen in the range \([0.1,3]\) as the one that defines the best trade-off between a high PSNR and a high overall accuracy (OA) value, while \(\delta_{2}=\delta_{1}-0.01\). Eventually, for the last parameter \(\sigma_{\beta}\), experimental results give credit to the fact that the choice \(\sigma_{\beta}=1\) is a robust one, so it is used in all our experiments.

The algorithmic hyperparameters include the stepsizes of the proximal steps, as well as the preconditioning matrix involved in the preconditioned proximal gradient step. We set \(\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right)=(0.99,1,1)\). With this choice of \(\gamma_{2}\), the condition \(\gamma_{2}<8.805\) for the convexity of the function in (4.22) is satisfied. For the preconditioner, we consider a regularized version of the inverse of the Hessian of the data fidelity function in (4.2), given by
\[
A=\sigma^{2}\left(K^{\top} K+\mu \mathbb{I}_{m}\right)^{-1}
\]
where \(\mu=0.1\), so that \(A\) is well defined.
In order to obtain the labelling of a segmented image from our estimated shape parameter (denoted by \(\widehat{p}\) ) we use a quantisation procedure based on Matlab functions multithresh and imquantize. The former defines a desired number of quantisation levels using Otsu's method, while the latter performs a truncation of the data values according to the provided quantisation levels. We remark here that the number of labels does not need to be defined throughout the proposed optimisation procedure, but only at the final segmentation step. This step can thus be considered as a postprocessing that is performed on the estimated solution.

In order to evaluate the quality of the solution, we consider the following metrics: for the estimated image, we make use of the peak signal-to-noise ratio (PSNR) defined as follows, \(x\) being the original signal and \(\widehat{x}\) the estimated one:
\[
\operatorname{PSNR}=10 \log _{10}\left(n \max _{i \in\{1, \ldots, n\}}\left(x_{i}, \hat{x}_{i}\right)^{2} /\left\|x_{i}-\hat{x}_{i}\right\|^{2}\right)
\]
and of the structure similarity measure (SSIM) [70]. For the segmentation task we compute the percentage OA of correctly predicted labels.

The stopping criterions for both the P-SASL-PAM outer loop and the inner loops are set by defining a threshold level on the relative change between two consecutive iterates of the involved variables and a maximum number of iterations. The outer loop in Algorithm 3.1 stops whenever \(\ell=2000\) or when \(\left\|z^{\ell+1}-z^{\ell}\right\| /\left\|z^{\ell}\right\|<10^{-4}\). The MM procedure to compute \(x^{\ell+1}\) in Algorithm 4.2 is stopped after 300 iterations or when \(\left\|x^{\kappa+1}-x^{\kappa}\right\| /\left\|x^{\kappa}\right\|<5 \times 10^{-3}\). The DFB procedure in Algorithm 4.3 to compute \(u^{\kappa+1}\) is stopped after 300 iterations or when \(\left\|u^{\kappa+1}-u^{\kappa}\right\| /\left\|u^{\kappa}\right\|<10^{-3}\). The PD procedure in Algorithms 4.4 and 4.5 computing \(p^{\ell+1}\) (resp. \(\beta^{\ell+1}\) ) terminates after 200 iteration or when \(\left\|p^{\kappa+1}-p^{\kappa}\right\| /\left\|p^{\kappa}\right\|<10^{-3}\) (resp. \(\left\|\beta^{\kappa+1}-\beta^{\kappa}\right\| /\left\|\beta^{\kappa}\right\|<10^{-3}\) ).

In the first example, we illustrate the performance of the proposed method on an image that is composed of three different texture regions. For the second example, we work on the ultrasound images considered in [30, Section IV.C] and provide a quantitative comparison with the methods that are mentioned in this work - namely, a combination of Wiener deconvolution and Otsu's segmentation [54], a combination of Lasso deconvolution and SLaT segmentation [15], the adjusted Hamiltonian Monte Carlo (HMC) method [60], the Proximal Unadjusted Langevin algorithm (P-ULA) [56] and its preconditioned version (PP-ULA) [30] for joint deconvolution and segmentation.
5.1. Example 1. In this first example, we propose an illustration of the ability of the proposed framework to deconvolve and segment a synthetically created image. The image, which we refer to as Texture, is a combination of three textures belonging to the Original Brodatz's Database \({ }^{2}\) [1]. Each texture is located in a distinct region,

\footnotetext{
\({ }^{2}\) https://multibandtexture.recherche.usherbrooke.ca/original_brodatz.html
}


Fig. 1. Original (x), Degraded (y) and Reconstructed ( \(\hat{x}\) ) versions of Texture.
namely the background, a quadratic shape in the upper left corner and a circular shape in lower right corner. We display the resulting image in Figure 1(left). We assume that each texture is characterised by different \(\mathcal{G G D}\) parameters and, in particular, we constrain the shape parameter to the interval \([0.01,10]\). For the degradation process we choose \(K\) as the blur operator corresponding to the convolution with an isotropic Gaussian filter of size \(7 \times 7\) and standard deviation 1, created with Matlab function fspecial. Furthermore, we utterly corrupt the data with additive white Gaussian noise with zero mean and small standard deviation \(\sigma=0.1\). The degraded image is displayed in Figure 1(middle).

As a starting point for the algorithm we choose \(x^{0}\) as the degraded image \(y\), \(\left(p_{i}^{0}\right)_{1 \leq i \leq n}\) is drawn from an i.i.d. uniform random distribution over the range [0.5, 1.5], and \(\left(\beta_{i}^{0}\right)_{1 \leq i \leq n}\) is drawn from an i.i.d Gaussian distribution with zero mean and standard deviation \(\sigma_{\beta}=1\). Figure 1(right) the reconstructed image \(\hat{x}\), using P-SASLPAM. Figure 2 shows the ability of P-SASL-PAM to accurately reconstruct a piecewise constant approximation of the shape parameter \(p\). Namely, we propose a comparison between the reference labelling of the textures in the image (Fig. 2(left)) and the estimated shape parameter \(\hat{p}\) (Fig. 2(middle)) along with its quantised version \(\bar{p}\) (Fig. 2(right)), which corresponds to our estimated labelling. Figure 3 shows the decay of the cost function \(\theta\) along the first 500 iterations of P-SASL-PAM, assessing its fast and stable convergence. Eventually, we report in Table 1 the metrics of the quantitative evaluation of the estimated solution, which confirms the good performance of our proposed method.
\begin{tabular}{|c|c|c|}
\hline PSNR & SSIM & OA \\
\hline \hline 33.13 & 0.95 & 99.7 \\
\hline \multicolumn{3}{|c|}{ TABLE 1} \\
\hline
\end{tabular}

PSNR, SSIM and OA for Texture
5.2. Example 2. In this example, we illustrate the good performance of our approach on the joint deconvolution/segmentation of realistically simulated ultrasound images with two regions (Simu1) and three regions (Simu2) extracted from [30]. We define \(K\) as the linear operator modelling the convolution with the point spread function of the probe, and set the noise variance to \(\sigma^{2}=0.013\) for Simu1 and \(\sigma^{2}=33\) for Simu2. Following the procedure outlined in [30], we initialise \(x^{0}\) using


Fig. 2. Segmentation of the shape parameter for Texture: reference labelling, estimated \(\hat{p}\) and quantised \(\bar{p}\).


Fig. 3. Texture: Decay of the objective value along 500 iterations.
a pre-deconvolved image obtained with a Wiener filter applied to the observed data \(y,\left(p_{i}^{0}\right)_{1 \leq i \leq n}\) is drawn from an i.i.d. uniform distribution in the range [0.5, 1.5], while \(\left(\beta_{i}^{0}\right)_{1 \leq i \leq n}\) is drawn from an i.i.d. Gaussian distribution with zero mean and unit standard deviation.

Figure 4 illustrates the B-mode image of the original \(x\), of the degraded \(y\), and of the reconstructed image \(\hat{x}\) on both examples. The B-mode image is the most common representation of an ultrasound image, displaying the acoustic impedance of a 2-dimensional cross section of the considered tissue. The reconstructed results in Figure 4(right) show clearly reduced blur and sharper region contours. We then report in Figure 5 the segmentation obtained from the estimated shape parameter via the aforementioned quantisation procedure, confirming its great capabilities. Figure 6 shows a plot of the vectorised references for the shape parameter against the vectorised versions of the images obtained by assigning to each estimated region the median of the \(p_{i}\) values within it. We notice that our estimated median values are consistent with the original ones. The results for Simu2 are slightly less accurate, but this is in agreement with the results presented in [30, Table III] for P-ULA, HMC and PP-ULA, suggesting that the configuration of the parameters for Simu2 is quite challenging.


Fig. 4. B-mode of Simu1 and Simu2. The B-mode image is the most common type of ultrasound image, displaying the acustic impedance of a 2-dimensional cross section of the considered tissue. All images are presented in the same scale [0,1].

Figure 7 shows the evolution of the cost function for both Simu1 and Simu2 along 1000 iterations, hereagain showing the great convergence behavior of our algorithm.

Eventually, Tables 2 and 3 propose a quantitative comparison of our results against those of the methods considered in [30]. From these tables we can conclude that the proposed variational method is able to compete with state-of-the-art Monte Carlo Markov Chain techniques in terms of both segmentation and deconvolution performance.
\begin{tabular}{|c||c|c||c|}
\hline METHOD & PSNR & SSIM & OA \\
\hline Wiener-Otsu & 37.1 & 0.57 & 99.5 \\
Lasso-SLaT & 39.2 & 0.60 & 99.6 \\
P-ULA & 38.9 & 0.45 & 98.7 \\
HMC & 40.0 & 0.62 & 99.7 \\
PP-ULA & 40.3 & 0.62 & 99.7 \\
OURS & 40.2 & 0.61 & 99.9 \\
\hline \multicolumn{4}{|c|}{ TABLE 2 }
\end{tabular}

PSNR, SSIM and OA scores for Simu1
6. Conclusions. We investigated a novel approach for the joint reconstructionfeature extraction problem. The novelty in this work lies both in the problem formulation and in the resolution procedure. Firstly, we proposed a new variational model in which we introduced a flexible sparse regularisation term for the reconstruction task; secondly, we designed a new iterative block alternating minimization method, whose aim is to exploit the structure of the problem and the properties of the functions involved in it. We established convergence results for the proposed algorithm and illustrated the validity of the approach on numerical examples in the case of


Fig. 5. Segmentation of the shape parameter for Simu1 and Simu2: reference p, estimated \(\hat{p}\) and quantised \(\bar{p}\).


Fig. 6. Plot of the vectorised estimated shape parameter median values (blue) against the reference values (red) for Simu1 (a) and Simu2 (b).
joint deconvolution-segmentation problems. We also included comparisons with state-of-the-art methods with respect to which our proposal registers a similar and even superior qualitative performance. An attractive aspect of the proposed work is that the space variant parameters defining the flexible sparse regularisation do not need to be defined in advance, but are inherently estimated by the iterative optimisation procedure.
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Fig. 7. Decay of the objective value along 500 iterations for Simu1 (a) and Simu2 (b).
\begin{tabular}{|c||c|c||c|}
\hline METHOD & PSNR & SSIM & OA \\
\hline Wiener-Otsu & 35.4 & 0.63 & 96.0 \\
Lasso-SLaT & 37.8 & 0.70 & 98.3 \\
P-ULA & 37.1 & 0.57 & 94.9 \\
HMC & 36.4 & 0.64 & 98.5 \\
PP-ULA & 38.6 & 0.71 & 98.7 \\
OURS & 37.9 & 0.67 & 97.5 \\
\hline \multicolumn{4}{|c|}{ TABLE 3 }
\end{tabular}

PSNR, SSIM and OA scores for Simu2
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