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Lack of local controllability for a water-tank system when
the time is not large enough

Jean-Michel Coron * Armand Koenig† Hoai-Minh Nguyen ‡

November 26, 2022

Abstract

We consider the small-time local controllability property of a water tank modeled by 1D Saint-
Venant equations, where the control is the acceleration of the tank. It is known from the work of
Dubois et al. that the linearized system is not controllable. Moreover, concerning the linearized
system, they showed that a traveling time 𝑇∗ is necessary to bring the tank from one position to
another for which the water is still at the beginning and at the end. Concerning the nonlinear
system, Coron showed that local controllability around equilibrium states holds for a time large
enough. In this paper, we show that for the local controllability of the nonlinear system around the
equilibrium states, the necessary time is at least 2𝑇∗ even for the tank being still at the beginning
and at the end. The key point of the proof is a coercivity property for the quadratic approximation
of the water-tank system.

MSC 2020 classification: 93B05, 93C10, 93C20, 35L40, 35L60

1 Introduction

1.1 Statement of the main result
We consider a water tank with a length 𝐿 > 0 in the time interval (0, 𝑇)modeled by the following 1D
Saint-Venant system (see fig. 1):

⎧
⎨
⎩

𝜕𝑡𝐻 + 𝜕𝑥(𝑣𝐻) = 0 for (𝑡, 𝑥) ∈ (0, 𝑇) × (0, 𝐿),
𝜕𝑡𝑣 + 𝜕𝑥 (𝑔𝐻 + 𝑣2

2
) = −𝑢(𝑡) for (𝑡, 𝑥) ∈ (0, 𝑇) × (0, 𝐿),

𝑣(𝑡, 0) = 𝑣(𝑡, 𝐿) = 0 for 𝑡 ∈ (0, 𝑇),
(1)

and
�̈�(𝑡) = 𝑢(𝑡) for 𝑡 ∈ (0, 𝑇). (2)

Here 𝐻 denotes the height of the water, 𝑣 is the horizontal velocity field of the water, 𝑢 is the accelera-
tion that is imposed on the tank, 𝐷 is the position of the tank, 𝑔 is the gravity. Given 𝐻eq > 0, one can
easily check that (𝐻eq, 0) is a solution of (1) and thus is an equilibrium of (1).
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Figure 1: Water tank problem

The well-posedness of the system (1) will be discussed in proposition 23. In this article, we are
interested in the local controllability of this system (see, e.g., [12, Section 1] for a definition). We prove
that the system (1)–(2) is not locally-controllable around (𝐻, 𝑣) = (𝐻eq, 0) and (𝐷, �̇�) = (0, 0):

Theorem 1. Let 𝐿 > 0, 𝑔 > 0, and𝐻eq > 0. Set

𝑇∗ ≔
𝐿

√𝐻eq𝑔
. (3)

Let 𝑇 ∈ (𝑇∗, 2𝑇∗). There exists 𝜂 > 0 such that for every 𝑢 ∈ 𝐶0([0, 𝑇]) with 𝑢(0) = 0 and ‖𝑢‖𝐶0([0,𝑇]) <
𝜂, if the solution (𝐻, 𝑣) ∈ [𝐶1([0, 𝑇] × [0, 𝐿])]2 of the water-tank system (1) with the initial data

𝐻(0, ⋅) = 𝐻eq and 𝑣(0, ⋅) = 0, (4)

satisfies
𝐻(𝑇, ⋅) = 𝐻eq and 𝑣(𝑇, ⋅) = 0, (5)

and the solution 𝐷 of (2) satisfies
�̇�(𝑇) = �̇�(0) = 0, (6)

then
𝑢 = 0 in (0, 𝑇). (7)

Conditions (4) and (5) reads “𝑢 steers the water-tank system from (𝐻eq, 0) to (𝐻eq, 0) at time 𝑇”,
while condition (6) reads “the water-tank ends with the same speed as the one it started with”. As a
consequence of Theorem 1, the water-tank system is not locally controllable around (𝐻, 𝑣) = (𝐻eq, 0)
and (𝐷, �̇�) = (0, 0) for time smaller than 2𝑇∗ (with controls small in 𝐶0([0, 𝑇])).
Remark 2. 1. The regularity required for the control 𝑢, namely 𝐶0, might be somehow unexpected.

Standard well-posedness theorems would assume the source term 𝑢 (small) in 𝐶1. The specific
form of the source term (𝑢(𝑡) instead of 𝑢(𝑡, 𝑥)) is used for this point.

2. The time 𝑇∗ is the time needed for waves of the linearized equation to travel from one end of
the tank to the other end, as observed in [19].

3. The water-tank system (1) is a hyperbolic system. As such, there is a finite speed of propagation,
and it is no surprise local-controllability fails in small time (see remark 24). The interest of this
theorem is that the local controllability fails even for times larger than what the finite speed of
propagation would suggest.

2



4. Does a similar theorem holds for the system (1) (without (𝐷, �̇�) as part of the state)? This is an
open problem, but an essential part of our method, the so-called quadratic drift, irremediably
breaks down. We discuss this in remark 22.

The controllability of the water-tank system was initially considered by Dubois, Petit and Rou-
chon [19] where the linearized system was considered. In particular, they proved for the linearized
system that, given 𝑇 > 𝑇∗, there exists a control that steers an equilibrium (𝐻eq, 0) back to itself while
moving the water-tank.

Concerning the nonlinear system, the local-controllability was investigated by Coron [12] using
the return method. More precisely, Coron proved that local controllability around equilibrium states
(𝐻eq, 0) for (𝐻, 𝑣) starting with (�̇�(0), 𝐷(0)) near (𝑠0, 𝐷0) and ending with (�̇�(𝑇), 𝐷(𝑇)) near (𝑠0, 𝐷0 +
𝑇𝑠0) for a time 𝑇 large enough. In particular, the local controllability around (𝐻eq, 0) (for (𝐻, 𝑣)) and
(0, 0) (for (�̇�, 𝐷)) holds for a large enough time.

Theorem 1 reveals new properties for the local controllability of the nonlinear water tank problem.
First, Theorem 1 reveals that for 𝑇∗ < 𝑇 < 2𝑇∗, contrary to the linearized system, one cannot steer an
equilibrium 𝐻(0, 𝑥) = 𝐻eq, 𝑣(0, 𝑥) = 0 back to itself if the water-tank ends with the same speed as
the one it started with (except for the trivial trajectory where 𝑢 = 0). Theorem 1 also points out that
the local controllability around (𝐻eq, 0) (for (𝐻, 𝑣)) and (0, 0) (for (�̇�, 𝐷)) holds but with at time larger
than or equal to 2𝑇∗.

The optimal time for the boundary controllability of hyperbolic systems have been studied ex-
tensively, see [18, 16, 17], where the controls are on one side. This is different from the water tank
problem which can be seen as a boundary control problem where the controls are given on two sides,
see eqs. (34) and (35). Moreover, the controls for the water tank problem the controls are required to
be the same on both side, see eq. (35). This rigidity condition yields new phenomena and obstructions
that require new ingredients to describe.

1.2 The main ideas of the proof and the organization of the paper
Using standard scaling arguments (see for instance [12, Section 2]), namely setting

𝐻∗(𝑡, 𝑥) ≔ 1
𝐻eq

𝐻( 𝐿
√𝐻eq𝑔

𝑡, 𝐿𝑥) ;

𝑣∗(𝑡, 𝑥) ≔ 1
√𝐻eq𝑔

𝑣 ( 𝐿
√𝐻eq𝑔

𝑡, 𝐿𝑥) ,

we may assume that 𝐿 = 1, 𝑔 = 1, and 𝐻eq = 1 and this will be assumed from now on. Note that in
this case, 𝑇∗ defined in theorem 1 is 𝑇∗ = 1.

The proof has its root in the power series expansion method, see, e.g., [14] and [11, Chapter 8]: since
the linearized system does not give enough information to conclude about the local-controllability
of (1), we consider the second-order approximation. Indeed, the linearized system of (1) around the
equilibrium (1, 0) is

{
𝜕𝑡ℎ1 + 𝜕𝑥𝑣1 = 0 for (𝑡, 𝑥) ∈ (0, 𝑇) × (0, 1),

𝜕𝑡𝑣1 + 𝜕𝑥ℎ1 = −𝑢(𝑡) for (𝑡, 𝑥) ∈ (0, 𝑇) × (0, 1),
𝑣1(𝑡, 0) = 𝑣1(𝑡, 𝐿) = 0 for 𝑡 ∈ (0, 𝑇).

(8)

Simple computations prove that if ℎ1(0, 𝑥) = 0 and 𝑣1(0, 𝑥) = 0, then ℎ1(𝑡, 1 − 𝑥) = −ℎ1(𝑡, 𝑥) and
𝑣1(𝑡, 1 − 𝑥) = 𝑣1(𝑡, 𝑥) whatever 𝑢 is. Thus, the linearized system is not controllable. As usual, the
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second order approximation system is given as follows

⎧

⎨
⎩

𝜕𝑡ℎ2 + 𝜕𝑥𝑣2 = −𝜕𝑥(ℎ1𝑣1) for (𝑡, 𝑥) ∈ (0, 𝑇) × (0, 1),
𝜕𝑡𝑣2 + 𝜕𝑥ℎ2 = −𝜕𝑥 (

𝑣21
2
) for (𝑡, 𝑥) ∈ (0, 𝑇) × (0, 1),

𝑣2(𝑡, 0) = 𝑣2(𝑡, 𝐿) = 0 for 𝑡 ∈ (0, 𝑇).
(9)

The main idea is to prove that if a control steers the linearized system from 0 to 0, this second order
always lies in some half-space, at least when 𝑇 < 2𝑇∗. More precisely, for 𝑇∗ < 𝑇 < 2𝑇∗, we prove
that for well-chosen functions 𝜙, 𝜓, there exists 𝑐 > 0 such that for every control 𝑢 that steers the
linearized system from 0 to 0 and such that ∫𝑇

0 𝑢(𝑠) d𝑠 = 0, with

𝑈(𝑡) ≔ ∫
𝑡

0
𝑢(𝑠) d𝑠, (10)

we have
(ℎ2(𝑇, ⋅), 𝜙) + (𝑣2(𝑇, ⋅), 𝜓) ≥ 𝑐‖𝑈‖2𝐿2, (11)

This means that the quadratic approximation of the water-tank system cannot be steered into the
half-space {(ℎ, 𝑣) ∈ 𝐿2(0, 1)2, (ℎ, 𝜙) + (𝑣, 𝜓) < 0}. The rest of the proof consists in estimating the
difference between the quadratic approximation and the nonlinear system in an appropriate way so
that one can reach the optimal control space.

The paper is organized as follows:

1. in section 2, we characterize the controls that steer the linearized system from 0 to 0;

2. in section 3, we analyse the second-order term, and prove that it satisfies a “conditional 𝐻−1-co-
ercivity” property;

3. in section 4, we study the nonlinear system, and in particular we prove that the error between
the nonlinear solution and the second-order approximation cannot counter the positivity of the
second-order term.

1.3 Bibliographical comments
Our proof relies on the positivity of a scalar product of the quadratic approximation of the water-tank
system (1). This kind of phenomenon was the heart of several lack of small time local controlla-
bility results for systems modeled by partial differential equations. Concerning examples in finite
dimensional system, we refer to Beauchard and Marbach’s paper [5], and the references therein.

The quadratic obstructions for small-time local controllability was previously observed for the
Schrödinger equationwith bilinear control [13, 7, 10], the viscous Burgers equation [22], nonlinear heat
equations [6] and a KdV system [15] where the speed of the propagation is infinite. All these results
share the same core idea: the scalar product of the second-order approximation with appropriate test
functions enjoys a coercivity property. Let us detail a little each of these cases.

For the Schrödinger equation with bilinear control, the existing results relies heavily on explicit
computation using the eigenfunctions and eigenvalues of the operator −𝜕2𝑥. Note that in Coron’s
result [13] as well as Beauchard andMorancey’s result [7], the equivalent of our coercivity estimate (11)
also has ‖𝑈‖2𝐿2 in the right-hand side, leading to a lack of small-time local controllability with controls
small in 𝐿∞-norm. Bournissou [10] also has a similar coercivity estimate, with the 𝑛th iterated integral
of the control instead of 𝑈, where 𝑛 depends on the structure of the potential. This leads to a lack of
small-time local controllability with controls small either in𝑊 −1,∞ (when 𝑛 = 1) or 𝐻2𝑛−3 (when
𝑛 ≥ 2).
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Marbach [22] considered a viscous Burgers equation with control 𝑢(𝑡) as a source term. The main
difficulty is the fact that the kernel of the quadratic approximation does not seem to be explicitly
computable in a usable form. To tackle the problem, he rescaled the equation in time to transform the
“small-time” aspect of the problem into a small-viscosity problem. This allows him to compute an
asymptotic expansion of the kernel of the quadratic approximation of the viscous Burgers equation in
low viscosity limit. Using this, Marbach succeeds in disproving the small-time local controllability
with controls small in 𝐿2-norm. A striking feature of this result is the equivalent of our coercivity
estimate (11) has the 𝐻−5/4-norm of the control in the right-hand side, a noninteger Sobolev norm.

Beauchard and Marbach [6] considered a class of nonlinear heat equation. They exhibit a range of
phenomena. For instance, for some nonlinearities, they prove a coercivity estimate with the𝐻−𝑠-norm
of the control for some 𝑠 > 0 that depends on the nonlinearity and that can be fractional. Also, for
other nonlinearities, the quadratic term can actually help recover the small-time local controllability.
This is the first example in which the quadratic term gives the local controllability result.

Concerning the KdV equations [15], we proved that the KdV equation with Dirichlet boundary
conditions and Neumann boundary control on the right is not small-time locally controllable with
controls small in 𝐻1 for some critical lengths, introduced previously by Rosier [25]. This fact is
surprising when compared with known results on internal controls for the corresponding KdV system
for which the small time result holds (see e.g., [23]). One of the main difficulties was to characterize
the controls that steers the linearized equation from 0 to 0. The analysis is based on a complete
characterization of controls which bring 0 to 0 for the linearized system that involves the Paley-Wiener
Theorem. The equivalent of the coercivity estimate (11) has the 𝐻−2/3-norm of the control in the
right-hand side.

The result of this paper compares to the previous ones in the following aspects:

• The control is internal, as was the case for the bilinear Schrödinger equation and the viscous
Burgers equation, and unlike the KdV equation (where the control was at the boundary).

• Even if the computations are lengthy, we are able to compute the kernel of the second-order
approximation in a very simple closed-form expression, which was more or less the case of the
bilinear Schrödinger equation, but was not the case for the viscous Burgers equation and the
KdV equation, where only an asymptotic expansion of the kernel was computed in closed form.

• We are able to disprove the small-time local controllability with controls small in 𝐶0, which is
the natural space for the known well-posedness results. This is different from some bilinear
Schrödinger equations, some nonlinear heat equations, and the KdV equation, where the
existing results require the control to be quite regular. It is worth noting that less regular
controls can change the situation. This is done for the Schrödinger equation by Bournissou [9]
where the cubic terms surprisingly help recover the local controllability even in the case where
the quadratic term gives the obstruction if regular controls are used.

Finally, we note that even with infinite speed of propagation in the linear setting, there might not
be small-time controllability when there is a concentration of eigenfunction [4, 3, 20] or when there
is condensation of eigenvalues or eigenfunctions [1, 8] (see also references therein).

2 Preliminary properties of the linearized system
As explained in section 1.2, without loss of generality, we may assume that 𝑔 = 1 and 𝐿 = 𝐻eq = 1.
Then the linearization of the system (1) around the equilibrium (𝐻eq, 0) = (1, 0) is given by the
system (8).
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This system can be rewritten as 𝜕𝑡𝐹 + 𝒜𝐹 = 𝑈(𝑡) with 𝐹 = (ℎ1, 𝑣1) ∈ (𝐿2)2, 𝑈(𝑡) = (0, −𝑢(𝑡))
and 𝒜 is the unbounded operator on 𝐻 = (𝐿2)2 with domain 𝐷(𝒜) ≔ 𝐻1 × 𝐻1

0 and defined by
𝒜(ℎ, 𝑣) = (𝜕𝑥𝑣, 𝜕𝑥ℎ). One can prove this system is well-posed thanks, e.g., to Lummer-Philips’
theorem [24, Theorem 4.3].

2.1 Periodic change of variables
From now on, we denote

𝕋 ≔ ℝ/2ℤ. (12)

It is convenient to introduce the following periodic change of variables.

Definition 3. Given 𝐹 = (ℎ, 𝑣) ∈ [𝐿2(0, 1)]2, define 𝒞𝐹 ∈ 𝐿2(𝕋) by

𝒞𝐹(𝑥) = { ℎ(𝑥) + 𝑣(𝑥) for 0 < 𝑥 < 1,
ℎ(−𝑥) − 𝑣(−𝑥) for −1 < 𝑥 < 0. (13)

This change of variables transforms the linearized water-tank system into a transport equation
with periodic boundary conditions:

Proposition 4. Let (𝐻, 𝑣) ∈ 𝐶1([0, 𝑇] × [0, 1])2 such that 𝑣(𝑡, 0) = 𝑣(𝑡, 1) = 0 and denote

𝜁(𝑡, ⋅) = 𝒞(𝐻(𝑡, ⋅), 𝑣(𝑡, ⋅)).

Then

• 𝜁 is continuous in [0, 𝑇] × 𝕋 and is 𝐶1 in [0, 𝑇] × (𝕋 ⧵ {0, 1});

• If in addition 𝑈 ∈ 𝐿∞([0, 𝑇] × [0, 1])2 and

𝜕𝑡(𝐻, 𝑣)(𝑡, 𝑥) + 𝒜(𝐻, 𝑣)(𝑡, 𝑥) = 𝑈(𝑡, 𝑥) for (𝑡, 𝑥) ∈ [0, 𝑇] × [0, 1], (14)

then
𝜕𝑡𝜁(𝑡, 𝑥) + 𝜕𝑥𝜁(𝑡, 𝑥) = 𝒞𝑈(𝑡, 𝑥) for every 𝑡 ≥ 0 and 𝑥 ∈ 𝕋 ⧵ {0, 1}. (15)

Proof. The fact that 𝜁 = 𝒞(𝐻, 𝑣) is 𝐶1 in [0, 𝑇] × (𝕋 ⧵ {0, 1}) is a direct consequence of the definition
of 𝒞. The continuity at 𝑥 = 0 and 𝑥 = 1 results from the boundary conditions 𝑣(𝑡, 0) = 𝑣(𝑡, 1) = 0.

The second point results from elementary computations.

Remark 5. We can check that 𝒞 is an isometry (up to a factor 2) from 𝐿2(0, 1)2 to 𝐿2(𝕋), and that if
𝐹 = (𝐻, 𝑣) ∈ 𝐶1([0, 1])2 with 𝑣(0) = 𝑣(1) = 0, then ‖𝒞𝐹‖𝑊1,∞ ≤ 2‖𝐹‖𝐶1.

Using the characteristic method, one can obtain the following formula for the solution of (15).

Lemma 6. Let 𝑤 ∈ 𝐿2((0, 𝑇) × 𝕋). The solution 𝜁 of 𝜕𝑡𝜁(𝑡, 𝑥) + 𝜕𝑥𝜁(𝑡, 𝑥) = 𝑤(𝑡, 𝑥), 𝜁(0, 𝑥) = 0 is

𝜁(𝑡, 𝑥) = ∫
𝑡

0
𝑤(𝑠, 𝑥 + 𝑠 − 𝑡) d𝑠.

The linearized system (8) with zero initial conditions can be rewritten in 𝜁1(𝑢, 𝑡, 𝑥) = 𝒞(ℎ1, 𝑣1)(𝑡, 𝑥)
variable as

(𝜕𝑡 + 𝜕𝑥)𝜁1(𝑢, 𝑡, 𝑥) = 𝑢(𝑡)𝜃(𝑥), 𝜁1(𝑢, 0, ⋅) = 0, (16)
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where 𝜃 is a “square wave” function that is 2-periodic defined by

𝜃(𝑥) = { 1 on (−1, 0),
−1 on (0, 1). (17)

By Lemma 6, we have

𝜁1(𝑢, 𝑡, 𝑥) = ∫
𝑡

0
𝑢(𝑠)𝜃(𝑥 + 𝑠 − 𝑡) d𝑠. (18)

Remark 7. We remark that 𝜃(𝑥 + 1) = −𝜃(𝑥), thus, 𝜁1(𝑢, 𝑡, 𝑥 + 1) = −𝜁1(𝑢, 𝑡, 𝑥).
Another useful formula for 𝜁1 is:

Lemma 8. Let 𝑢 ∈ 𝐿2(0, 𝑇), extended by 0 for 𝑡 < 0, and set 𝑈(𝑡) ≔ ∫𝑡
0 𝑢(𝑠) d𝑠. Then, for 0 < 𝑥 < 1

and 𝑡 > 0,1

𝜁1(𝑢, 𝑡, 𝑥) = −𝑈(𝑡) + 2
+∞
∑
𝑘=0

(−1)𝑘𝑈(𝑡 − 𝑥 − 𝑘).

Proof. If we define ̃𝜁1 as the right hand side of this formula, we see that ̃𝜁1(𝑢, 𝑡, 1) = − ̃𝜁1(𝑢, 𝑡, 0), so
that the 1-antiperiodic extension of ̃𝜁1 is continuous in (𝑡, 𝑥) ∈ [0, 𝑇] × 𝕋. Moreover, we see that for
0 < 𝑥 < 1 and 𝑡 > 0

(𝜕𝑡 + 𝜕𝑥) ̃𝜁1(𝑢, 𝑡, 𝑥) = −𝑢(𝑡).

Thus, if we still denote by ̃𝜁1 the 1-antiperiodic extension of ̃𝜁1, we have (𝜕𝑡 + 𝜕𝑥) ̃𝜁1 = 𝑢(𝑡)𝜃(𝑥). Thus,
̃𝜁1 = 𝜁1.

We will sometimes denote this 𝜁1(𝑢, 𝑡, 𝑥) by 𝜁1(𝑡, 𝑥), leaving the fact that it depends on 𝑢 implicit.
We will use similar notations for every quantities that depends on the control.

Let us finally give some estimates for 𝜁1. In what follows, for 𝑇 > 0, we use the notations 𝐿2𝑡𝐿2𝑥
and 𝐿∞𝑡 𝐿2𝑥 as a shorthand for 𝐿2(0, 𝑇; 𝐿2(𝕋)) and 𝐿∞(0, 𝑇; 𝐿2(𝕋)).

Proposition 9. Let 𝑇 > 0. The solution 𝜁 of (𝜕𝑡 + 𝜕𝑥)𝜁 = 𝑤 satisfies:

‖𝜁‖𝐿2𝑡𝐿2𝑥 ≤ 𝐶‖𝑤‖𝐿2𝑡𝐿2𝑥. (19)

Moreover, in case the right-hand side is 𝑤(𝑡, 𝑥) = 𝑢(𝑡)𝜃(𝑥), if we set 𝑈(𝑡) ≔ ∫𝑡
0 𝑢(𝑠) d𝑠, then the

solution 𝜁1(𝑢, ⋅, ⋅) satisfies
‖𝜁1(𝑢)‖𝐿2𝑡𝐿2𝑥 ≤ 𝐶‖𝑈‖𝐿2. (20)

Proof. The first inequality is standard, and is proved with the characteristic formula (lemma 6) and
Cauchy-Schwarz inequality:

‖𝜁‖2𝐿2𝑡𝐿2𝑥 = ∫
[0,𝑇]3×𝕋

1𝑠1,𝑠2≤𝑡𝑤(𝑠1, 𝑥 + 𝑠1 − 𝑡)𝑤(𝑠2, 𝑥 + 𝑠2 − 𝑡) d𝑠1 d𝑠2 d𝑡 d𝑥

≤ ∫
[0,𝑇]3×𝕋

𝑤(𝑠1, 𝑥 + 𝑠1 − 𝑡)2 d𝑠1 d𝑠2 d𝑡 d𝑥

= ∫
[0,𝑇]3×𝕋

𝑤(𝑠1, 𝑥′)2 d𝑠1 d𝑠2 d𝑡 d𝑥′,

where we also used the change of variables 𝑥′ = 𝑥 + 𝑠1 − 𝑡. This implies the claimed estimate (19).
The second estimate is a direct consequence of lemma 8.
1Note that with this extension of ᵆ, we have for 𝑡 ≤ 0,𝑈(𝑡) = 0, so that there is only a finite number of non-zero terms in

the sum.
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2.2 Control of the linearized system
We next discuss control properties for the linearized systems. We give a controllability result when
the target is 1-antiperiodic and we characterize the controls that steers 0 to 0. We begin with

Lemma 10. Let 𝑇 > 1. For any 𝜁𝑇 ∈ 𝐻1(𝕋) that is 1-anti-periodic (i.e., 𝜁𝑇(𝑥 + 1) = −𝜁𝑇(𝑥)), there
exists a control 𝑢 ∈ 𝐿2(0, 𝑇) such that the solution 𝜁 of the linear equation (16) with initial condition
0 satisfies 𝜁(𝑇, ⋅) = 𝜁𝑇. Moreover, this control 𝑢 can be chosen such that ∫

𝑇
0 𝑢(𝑡) d𝑡 = 0 and, if we set

𝑈(𝑡) ≔ ∫𝑡
0 𝑢(𝑠) d𝑠, such that

‖𝑈‖𝐿2(0,𝑇) ≤ 𝐶‖𝜁𝑇‖𝐿2(𝕋)
for some 𝐶 independent of 𝜁𝑇.

Proof. We construct the control using the so-called flatness method. The main point, inspired by
Dubois, Petit, and Rouchon [19, Section 3.4], is that if 𝜑∶ ℝ → ℝ is in 𝐻1(ℝ), then the function
𝜁∶ ℝ × 𝕋 → ℝ defined by

𝜁(𝑡, 𝑥) =
⎧

⎨
⎩

2𝜑 (𝑡 − 𝑥 + 1
2) − 𝜑 (𝑡 + 1

2) − 𝜑 (𝑡 − 1
2) if 0 < 𝑥 < 1

−2𝜑 (𝑡 − 𝑥 − 1
2) + 𝜑 (𝑡 + 1

2) + 𝜑 (𝑡 − 1
2) if −1 < 𝑥 < 0

satisfies (𝜕𝑡 + 𝜕𝑥)𝜁(𝑡, 𝑥) = 𝑢(𝑡)𝜃(𝑥) with 𝑢(𝑡) ≔ −𝜑′(𝑡 + 1/2) − 𝜑′(𝑡 − 1/2). We aim to construct a
function 𝜑 such that the trajectory associated by this formula goes from 0 at time 0 to 𝜁𝑇 at time 𝑇.

To construct 𝜑, for 𝑇 − 1/2 < 𝑥 < 𝑇 + 1/2, we set 𝜑(𝑥) ≔ 𝜁𝑇(𝑇 − 𝑥 + 1/2)/2, and we extend this as
a function in 𝐻1(ℝ), which is still denoted by 𝜑 such that 𝜑 = 0 in (−∞, 1/2]. This extension can be
done so that 𝜁𝑇 ∈ 𝐿2(𝕋) ↦ 𝜑 ∈ 𝐿2(ℝ) is linear and continuous.

The first condition ensures that for 0 < 𝑥 < 1, the corresponding trajectory 𝜁 satisfies 𝜁(𝑇, 𝑥) =
𝜁𝑇(𝑥). Since 𝜁𝑇 is 1-antiperiodic, we also have 𝜁(𝑇, 𝑥) = 𝜁𝑇(𝑥) for −1 < 𝑥 < 0. The fact that 𝜑 is zero
on [−1/2, 1/2] ensures that 𝜁(0, ⋅) = 0.

The corresponding control is 𝑢(𝑡) = −𝜑′(𝑡 + 1/2) − 𝜑′(𝑡 − 1/2). Thus,

∫
𝑇

0
𝑢(𝑡) d𝑡 = −𝜑 (12) − 𝜑 (−12) + 𝜑 (𝑇 + 1

2) + 𝜑 (𝑇 − 1
2)

= −0 − 0 + 𝜁𝑇(1)/2 + 𝜁𝑇(0)/2.

Since 𝜁𝑇 is assumed to be 1-antiperiodic, we do have ∫
𝑇
0 𝑢(𝑡) d𝑡 = 0.

The last thing we have to prove is the estimate. We have𝑈(𝑡) = ∫𝑡
0 𝑢(𝑠) d𝑠 = −𝜑(𝑡 +1/2)/2−𝜑(𝑡 −

1/2)/2, thus, ‖𝑈‖𝐿2(0,𝑇) ≤ 2‖𝜑‖𝐿2(−1/2,𝑇+1/2) ≤ 𝐶‖𝜁𝑇‖𝐿2.

We now study the controls that steer 0 to 0. We only prove the following condition is necessary,
which is all we need, but we could also prove that it is also sufficient.

Proposition 11. Let𝑇 ∈ (1, 2)and let𝑢 ∈ 𝐿2(0, 𝑇) such that the solution 𝜁1(𝑢, ⋅, ⋅) of (𝜕𝑡−𝜕𝑥)𝜁1(𝑢, 𝑡, 𝑥) =
𝑢(𝑡)𝜃(𝑥), 𝜁1(𝑢, 0, ⋅) = 0 satisfies 𝜁1(𝑢, 𝑇, ⋅) = 0. Then

𝑢(𝑡) = 0 for 𝑡 ∈ (𝑇 − 1, 1) and 𝑢(𝑡 + 1) = 𝑢(𝑡) for 𝑡 ∈ (0, 𝑇 − 1). (21)

Remark 12. One control that moves the water tank (with the tank ending with the same speed it
started with) in time 𝑇 = 1 is 𝑢(𝑡) = 𝛿′0(𝑡) + 𝛿′1(𝑡). In some sense, all controls that steer 0 to 0 are a
regularization of this “optimal time” control.
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Proof. We use the formula for 𝜁1 given by lemma 8. Since 1 < 𝑇 < 2, 𝑈(𝑇 − 𝑥 − 𝑘) is zero whenever
𝑘 ≥ 2 and 0 < 𝑥 < 1. Hence, for 0 < 𝑥 < 1

𝜁1(𝑇, 𝑥) = −𝑈(𝑇) + 2𝑈(𝑇 − 𝑥) − 2𝑈(𝑇 − 𝑥 − 1).

Since 𝜁1(𝑇, 𝑥) = 0, by differentiating in 𝑥, we get that for 0 < 𝑥 < 1,

𝑢(𝑇 − 𝑥) = 𝑢(𝑇 − 𝑥 − 1).

If 0 < 𝑡 < 𝑇 −1, we choose 𝑥 = 𝑇 −𝑡−1. This proves that 𝑢(𝑡+1) = 𝑢(𝑡) as claimed. If 𝑇 −1 < 𝑡 < 1,
we choose 𝑥 = 𝑇 − 𝑡, which gives 𝑢(𝑡) = 𝑢(𝑡 − 1). But 𝑢(𝑡 − 1) = 0 (we extended 𝑢 by 0 on (−∞, 0)),
which proves that 𝑢(𝑡) = 0.

3 Second-order approximation for thenonlinear systemsystem

3.1 Periodic change of variables
In this section, we deal with the second order approximation system given by (9). Set

𝜁2 ≔ 𝒞(ℎ2, 𝑣2) (22)

Then
(𝜕𝑡 + 𝜕𝑥)𝜁2(𝑢, 𝑡, 𝑥) = 𝑤1(𝑢, 𝑡, 𝑥) ≔ −𝒞(𝜕𝑥(ℎ1𝑣1), 𝜕𝑥(𝑣21/2)). (23)

Again, we will leave the fact that 𝜁2, 𝑤1, etc., depend on 𝑢 implicit. We want to write 𝑤1 as a function
of 𝜁1. First, using the definition of 𝒞,

𝑤1(𝑡, 𝑥) = { −𝜕𝑥(ℎ1𝑣1 + 𝑣21/2)(𝑡, 𝑥) for 0 < 𝑥 < 1
−𝜕𝑥(ℎ1𝑣1 − 𝑣21/2)(𝑡, −𝑥) for − 1 < 𝑥 < 0.

We compute 𝑤1 in term of 𝜁1. We have

ℎ1(𝑡, 𝑥) =
1
2(𝜁1(𝑡, 𝑥) + 𝜁1(𝑡, −𝑥))

𝑣1(𝑡, 𝑥) =
1
2(𝜁1(𝑡, 𝑥) − 𝜁1(𝑡, −𝑥)).

So,

ℎ1𝑣1(𝑡, 𝑥) =
1
4(𝜁

2
1 (𝑡, 𝑥) − 𝜁21 (𝑡, −𝑥))

1
2𝑣

2
1(𝑡, 𝑥) =

1
8(𝜁1(𝑡, 𝑥) − 𝜁1(𝑡, −𝑥))2,

thus,

ℎ1𝑣1(𝑡, 𝑥) +
1
2𝑣

2
1(𝑡, 𝑥) =

1
8(3𝜁

2
1 (𝑡, 𝑥) − 2𝜁1(𝑡, 𝑥)𝜁1(𝑡, −𝑥) − 𝜁21 (𝑡, −𝑥))

ℎ1𝑣1(𝑡, 𝑥) −
1
2𝑣

2
1(𝑡, 𝑥) =

1
8(𝜁

2
1 (𝑡, 𝑥) + 2𝜁1(𝑡, 𝑥)𝜁1(𝑡, −𝑥) − 3𝜁21 (𝑡, −𝑥)).

9



Finally, denoting 𝑟1(𝑡, 𝑥) = (3𝜁21 (𝑡, 𝑥) − 2𝜁1(𝑡, 𝑥)𝜁1(𝑡, −𝑥) − 𝜁21 (𝑡, −𝑥))/8, we write this as

ℎ1𝑣1(𝑡, 𝑥) +
1
2𝑣

2
1(𝑡, 𝑥) = 𝑟1(𝑡, 𝑥)

ℎ1𝑣1(𝑡, 𝑥) −
1
2𝑣

2
1(𝑡, 𝑥) = −𝑟1(𝑡, −𝑥).

Finally, the right-hand side of (23) is

𝑤1(𝑡, 𝑥) = { −𝜕𝑥𝑟1(𝑡, 𝑥) for 0 < 𝑥 < 1
−𝜕𝑥𝑟1(𝑡, 𝑥) for −1 < 𝑥 < 0.

These computations are not specific to the case of the right-hand side of the second-order equa-
tion (23), but are valid whenever 𝑤 = −𝒞(𝜕𝑥(ℎ𝑣), 𝜕𝑥(𝑣2/2)) and 𝜁 = 𝒞(ℎ, 𝑣).

We summarize these computations in the next lemma.

Lemma 13. Let 𝑄 the quadratic form on ℝ2 defined by 𝑄(𝑎, 𝑏) ≔ (3𝑎2 − 2𝑎𝑏 − 𝑏2)/8. Let 𝜁 = 𝒞(ℎ, 𝑣)
for some (ℎ, 𝑣) ∈ 𝐻1(0, 1) × 𝐻1

0(0, 1). Set

𝑤(𝑥) ≔ 𝒞(−𝜕𝑥(ℎ𝑣), −𝜕𝑥(𝑣2/2)) and 𝑟(𝑥) ≔ 𝑄(𝜁(𝑥), 𝜁(−𝑥)).

Then
𝑤(𝑥) = −𝜕𝑥𝑟(𝑥).

In case 𝜁(𝑥) = 𝜁1(𝑢, 𝑡, 𝑥), we will denote accordingly 𝑤(𝑥) by 𝑤1(𝑢, 𝑡, 𝑥) and 𝑟(𝑥) by 𝑟1(𝑢, 𝑡, 𝑥).

Remark 14. We recall that 𝜁1(𝑡, 𝑥 + 1) = −𝜁1(𝑡, 𝑥), so that 𝑟1(𝑡, 𝑥 + 1) = 𝑟1(𝑡, 𝑥). So, 𝑤1, as well as 𝜁2 is
1-periodic in 𝑥.

3.2 Kernel for 𝜁2
In this section, we express 𝜁2 (or more precisely scalar products of 𝜁2) via a kernel that we compute
explicitly. For 𝑎, 𝑏 ∈ ℝ, we denote

𝑎 ∨ 𝑏 ≔ max{𝑎, 𝑏} and 𝑎 ∧ 𝑏 ≔ min{𝑎, 𝑏}. (24)

We begin with

Lemma 15. Let 𝜙 be a 1-periodic 𝐶1 function. Let 𝑞 be the bilinear symmetric form on ℝ2 associated
to the quadratic form 𝑄 defined in lemma 13, i.e., 𝑞(𝑎, 𝑏, 𝑎′, 𝑏′) = (3𝑎𝑎′ − 𝑎𝑏′ − 𝑎′𝑏 − 𝑏𝑏′)/8. Define
𝐾𝑡 = 𝐾𝑡(𝜙) by

𝐾𝑡(𝑠1, 𝑠2) ≔ ∫
Ω
𝜙′(𝑡1 + 𝑡 − 𝑠1 ∨ 𝑠2)𝑞(𝜃(𝑡1 − |𝑠2 − 𝑠1|), 𝜃(𝑡2 − |𝑠2 − 𝑠1|), 𝜃(𝑡1), 𝜃(𝑡2)) d𝑡1 d𝑡2, (25)

where Ω = {2(𝑠1 ∨ 𝑠2 − 𝑡) < 𝑡1 + 𝑡2 < 0, 0 < 𝑡1 − 𝑡2 < 2}. Let 𝑢 ∈ 𝐿2(0, 𝑇) and let 𝜁2(𝑢, ⋅, ⋅) be the
second-order correction for the water-tank system, i.e., the solution of (𝜕𝑡 + 𝜕𝑥)𝜁2(𝑢, 𝑡, 𝑥) = 𝑤1(𝑢, 𝑡, 𝑥),
𝜁2(𝑢, 0, ⋅) = 0 (where 𝑤1 was defined in lemma 13). Then,

(𝜁2(𝑢, 𝑡, ⋅), 𝜙)𝐿2(𝕋) = ∫
[0,𝑡]2

𝐾𝑡(𝑠1, 𝑠2)𝑢(𝑠1)𝑢(𝑠2) d𝑠1 d𝑠2.
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Proof. As usual, we will denote 𝜁2(𝑢, 𝑡, 𝑥) by 𝜁2(𝑡, 𝑥), leaving the fact that it depends on 𝑢 implicit.
This is a mostly straightforward computations using the characteristics formula. Since 𝜁2 satisfies

the equation (𝜕𝑡+𝜕𝑥)𝜁2(𝑡, 𝑥) = 𝑤1(𝑡, 𝑥)with 𝜁2(0, ⋅) = 0, then we have according to the characteristics
formula:

𝜁2(𝑡, 𝑥) = ∫
𝑡

0
𝑤1(𝑠, 𝑠 + 𝑥 − 𝑡) d𝑠.

Since 𝑤1(𝑠, 𝑥) = −𝜕𝑥𝑟1(𝑠, 𝑥), integrating by parts, we have

(𝜁2(𝑡, ⋅), 𝜙)𝐿2(𝕋) = −∫
𝕋×[0,𝑡]

𝜙(𝑥)𝜕𝑥𝑟1(𝑠, 𝑥 + 𝑠 − 𝑡) d𝑥 d𝑠 = ∫
𝕋×[0,𝑡]

𝜙′(𝑥)𝑟1(𝑠, 𝑥 + 𝑠 − 𝑡) d𝑥 d𝑠.

Since the integrand is 1-periodic (𝑟1 is according to remark 14, and we assumed that 𝜙 is 1-periodic),
we rewrite this as

(𝜁2(𝑡, ⋅), 𝜙)𝐿2(𝕋) = 2∫
[0,1]×[0,𝑡]

𝜙′(𝑥)𝑟1(𝑠, 𝑥 + 𝑠 − 𝑡) d𝑥 d𝑠. (26)

Recall that if 𝑄 is a quadratic form on ℂ𝑑 and 𝑞 is its associated bilinear form, Fubini’s theo-
rem implies that for any compact subset 𝑋 of ℝ𝑛 and 𝑓∶ 𝑋 → ℂ𝑑 measurable bounded, we have
𝑄(∫𝑋 𝑓(𝑠) d𝑠) = ∫𝑋2 𝑞(𝑓(𝑠1), 𝑓(𝑠2)) d𝑠1 d𝑠2. Then, using the fact that 𝑟1(𝑠, 𝑥) = 𝑄(𝜁1(𝑠, 𝑥), 𝜁1(𝑠, −𝑥)) and
𝜁1(𝑠, 𝑥) = ∫𝑠

0 𝑢(𝑠
′)𝜃(𝑥 + 𝑠′ − 𝑠) d𝑠′, we get

𝑟1(𝑠, 𝑥) = ∫
[0,𝑠]2
𝑞(𝑢(𝑠1)𝜃(𝑥 + 𝑠1 − 𝑠), 𝑢(𝑠1)𝜃(−𝑥 + 𝑠1 − 𝑠), 𝑢(𝑠2)𝜃(𝑥 + 𝑠2 − 𝑠), 𝑢(𝑠2)𝜃(−𝑥 + 𝑠2 − 𝑠)) d𝑠1 d𝑠2

= ∫
[0,𝑠]2
𝑢(𝑠1)𝑢(𝑠2)𝑞(𝜃(𝑥 + 𝑠1 − 𝑠), 𝜃(−𝑥 + 𝑠1 − 𝑠), 𝜃(𝑥 + 𝑠2 − 𝑠), 𝜃(−𝑥 + 𝑠2 − 𝑠)) d𝑠1 d𝑠2.

Plugging this into equation (26), we get that the formula (𝜁2(𝑡, ⋅), 𝜙) = ∫[0,𝑡]2 𝐾𝑡(𝑠1, 𝑠2)𝑢(𝑠1)𝑢(𝑠2) d𝑠1 d𝑠2
holds with

𝐾𝑡(𝑠1, 𝑠2) = 2∫
[0,1]×[0,𝑡]
1𝑠1,𝑠2≤𝑠𝜙

′(𝑥)𝑞(𝜃(𝑥 + 𝑠1 − 𝑡), 𝜃(−𝑥 + 𝑠1 − 2𝑠 + 𝑡), 𝜃(𝑥 + 𝑠2 − 𝑡), 𝜃(−𝑥 + 𝑠2 − 2𝑠 + 𝑡)) d𝑥 d𝑠

= 2∫
[0,1]×[𝑠1∨𝑠2,𝑡]
𝜙′(𝑥)𝑞(𝜃(𝑥 + 𝑠1 − 𝑡), 𝜃(−𝑥 + 𝑠1 − 2𝑠 + 𝑡), 𝜃(𝑥 + 𝑠2 − 𝑡), 𝜃(−𝑥 + 𝑠2 − 2𝑠 + 𝑡)) d𝑥 d𝑠.

Since the integrand is 1-periodic in 𝑥, the change of variables 𝑥′ = 𝑥 + 𝑠 − 𝑡 gives

𝐾𝑡(𝑠1, 𝑠2) = 2∫
[0,1]×[𝑠1∨𝑠2,𝑡]
𝜙′(𝑥 − 𝑠 + 𝑡)𝑞(𝜃(𝑥 + 𝑠1 − 𝑠), 𝜃(−𝑥 + 𝑠1 − 𝑠), 𝜃(𝑥 + 𝑠2 − 𝑠), 𝜃(−𝑥 + 𝑠2 − 𝑠)) d𝑥 d𝑠.

We see from this expression and the symmetry of 𝑞 that 𝐾𝑡(𝑠1, 𝑠2) = 𝐾𝑡(𝑠2, 𝑠1). So, to simplify the
notation, we assume that 𝑠2 = 𝑠1 ∨ 𝑠2 and 𝑠1 = 𝑠1 ∧ 𝑠2. Then, the change of variables 𝑡1 = 𝑥 + 𝑠2 − 𝑠,
𝑡2 = −𝑥 + 𝑠2 − 𝑠, that satisfies d𝑥 d𝑠 = 1

2
d𝑡1 d𝑡2 and 𝑥 − 𝑠 + 𝑡 = 𝑡1 − 𝑠2 + 𝑡 proves

𝐾𝑡(𝑠1, 𝑠2) = ∫
Ω
𝜙′(𝑡1 − 𝑠2 + 𝑡)𝑞(𝜃(𝑡1 + 𝑠1 − 𝑠2), 𝜃(𝑡2 + 𝑠1 − 𝑠2), 𝜃(𝑡1), 𝜃(𝑡2)) d𝑡1 d𝑡2,

whereΩ is the image of [0, 1]× [𝑠2, 𝑡]. Since 𝑥 = (𝑡1− 𝑡2)/2 and 𝑠2−𝑠 = (𝑡1+ 𝑡2)/2,Ω = {0 < 𝑡1− 𝑡2 <
2, 2(𝑠2 − 𝑡) < 𝑡1 + 𝑡2 < 0}. Since we swapped 𝑠1 and 𝑠2 so that 𝑠2 = 𝑠1 ∨ 𝑠2 and 𝑠1 = 𝑠1 ∧ 𝑠2, this proves
the lemma.
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Proposition 16. Let 𝜙 be a 𝐶1 1-periodic function and 𝑡 ∈ (0, 2). The kernel 𝐾𝑡 defined in lemma 15
is symmetric and for every 0 < 𝑠1, 𝑠2 < 𝑡 such that 1 < 𝑠2 − 𝑠1, we have 𝐾𝑡(𝑠1, 𝑠2) = −𝐾𝑡(𝑠1 + 1, 𝑠2).
Moreover, for 0 < 𝑠1 < 𝑠2 < 𝑡 and 𝑠2 − 𝑠1 < 1, we have

2𝐾𝑡(𝑠1, 𝑠2) =

⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩

∫
0

−2𝑡+2𝑠2
𝜙(𝑠 + 𝑡 − 𝑠2) d𝑠 + 2(𝑡 − 𝑠2)𝜙(𝑡 − 𝑠2) − 4(𝑡 − 𝑠2)𝜙(𝑡 − 𝑠1)

if 2𝑡 − 1 < 𝑠1 + 𝑠2 < 2𝑡

∫
2−2𝑡+𝑠2+𝑠1

𝑠2−𝑠1
𝜙(𝑠 + 𝑡 − 𝑠2) d𝑠 + (−1 + 4𝑡 − 3𝑠2 − 𝑠1)𝜙(𝑡 − 𝑠2) − (1 + 2𝑡 − 3𝑠2 + 𝑠1)𝜙(𝑡 − 𝑠1)

if 2𝑡 − 2 < 𝑠1 + 𝑠2 < 2𝑡 − 1

∫
0

2−2𝑡+2𝑠2
𝜙(𝑠 + 𝑡 − 𝑠2) d𝑠 + (1 + 2𝑡 − 2𝑠2)𝜙(𝑡 − 𝑠2) − (−1 + 4𝑡 − 4𝑠2)𝜙(𝑡 − 𝑠1)

if 2𝑡 − 3 < 𝑠1 + 𝑠2 < 2𝑡 − 2

∫
4−2𝑡+𝑠2+𝑠1

𝑠2−𝑠1
𝜙(𝑠 + 𝑡 − 𝑠2) d𝑠 + (−2 + 4𝑡 − 3𝑠2 − 𝑠1)𝜙(𝑡 − 𝑠2) − (2 + 2𝑡 − 3𝑠2 + 𝑠1)𝜙(𝑡 − 𝑠1)

if 2𝑡 − 4 < 𝑠1 + 𝑠2 < 2𝑡 − 3
(27)

Proof. First, we see from the expression of 𝐾𝑡 given in lemma 15 (or from its proof) that 𝐾𝑡(𝑠1, 𝑠2) =
𝐾𝑡(𝑠2, 𝑠1). Moreover, if 0 < 𝑠1 < 𝑠2 − 1 < 𝑠2 < 𝑡, we see that setting 𝑠′1 = 𝑠1 + 1, 𝑠′2 = 𝑠2, we have
𝑠1∨𝑠2 = 𝑠′1∨𝑠′2 and that the integration set in formula (25) is the same for𝐾𝑡(𝑠1, 𝑠2) and𝐾𝑡(𝑠′1, 𝑠′2). Then,
using the fact that 𝜃(𝑥 + 1) = −𝜃(𝑥) and the bilinearity of 𝑞, we get that 𝐾𝑡(𝑠1 + 1, 𝑠2) = −𝐾𝑡(𝑠1, 𝑠2).
Thus, we only need to compute 𝐾𝑡(𝑠1, 𝑠2) when 0 < 𝑠2 − 𝑠1 < 1.

Since 𝜃(𝑥) only takes the value 1 and −1 the term 𝑞(𝜃(𝑡1 − 𝑠2 + 𝑠1), 𝜃(𝑡2 − 𝑠2 + 𝑠1), 𝜃(𝑡1), 𝜃(𝑡2)) only
takes a finite number of values. To simplify notations, we set 𝜎 = |𝑠2 − 𝑠1|, 𝜏 = 𝑡 − 𝑠2 and

𝛼𝜍(𝑡1, 𝑡2) = 𝑞(𝜃(𝑡1 − 𝜎), 𝜃(𝑡2 − 𝜎), 𝜃(𝑡1), 𝜃(𝑡2)).

The proof then consists in identifying which values 𝛼𝜍 takes and on which subsets of Ω. Then, we
integrate ∫𝜙′(𝑡1 + 𝜏) on these sets and sum everything with the right coefficient.

We remark that if 𝑎, 𝑏, 𝑎′, 𝑏′ are equal to ±1, then 𝑞(𝑎, 𝑏, 𝑎′, 𝑏′) is equal to 0 or ±1/2. Indeed,
𝑞(1, 1, 1, 1) = 0, 𝑞(1, −1, 1, 1) = 1/2, 𝑞(1, −1, 1, −1) = 1/2 and we get the other values using the
bilinearity and the symmetry of 𝑞.

Remark that 𝛼𝜍 can only change value when 𝑡1 or 𝑡2 crosses the values 𝑘 or 𝜎 + 𝑘 for some 𝑘 ∈ ℤ.
We represent this in fig. 2.

We remark that the set where 𝛼𝜍 = 1/2 is the intersection of three rectangles and Ω:

Ω ∩ [−2 + 𝜎,−1] × [−3 + 𝜎,−2]⏟⎵⎵⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⎵⎵⏟
Ω11

∪Ω ∩ [−1 + 𝜎, 0] × [−2, −1 + 𝜎]⏟⎵⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⎵⏟
Ω12

∪Ω ∩ [𝜎, 1] × [−1, 0],⏟⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⏟
Ω13

while the set where 𝛼𝜍 = −1/2 is the intersection of three rectangles and Ω:

Ω ∩ [−2,−2 + 𝜎] × [−3,−2 + 𝜎]⏟⎵⎵⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⎵⎵⏟
Ω−11

∪Ω ∩ [−1,−1 + 𝜎] × [−3 + 𝜎,−1]⏟⎵⎵⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⎵⎵⏟
Ω−12

∪Ω ∩ [0, 𝜎] × [−2 + 𝜎, 0]⏟⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⏟
Ω−13

.

In other word, with the notations above,

𝐾𝑡(𝑠1, 𝑠2) =
1
2 ∫Ω11∪Ω12∪Ω13

𝜙′(𝑡1 + 𝜏) d𝑡1 d𝑡2 −
1
2 ∫Ω−11∪Ω−12∪Ω−13

𝜙′(𝑡1 + 𝜏) d𝑡1 d𝑡2.
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𝑡1 − 𝑡2 = 0

𝑡1 + 𝑡2 = −2𝜏

𝑡1 + 𝑡2 = 0 𝑡2
𝑡1

𝜃(𝑡1 − 𝜎)𝜃(𝑡1)

𝜃(𝑡2) 𝜃(𝑡2 − 𝜎)

11 1

1
1

1

1

11
−1
−1−1

−1
−1−1 0

0

0

0 0
0

0 0

2𝛼𝜍
1 1

1
1

𝑡1 − 𝑡2 = 2
−2 −2 + 𝜎 −1 −1 + 𝜎 𝜎 1

−1 + 𝜎
−1

−2 + 𝜎

−3 + 𝜎
−2

−1
−1

−1
−1−1−1−1

Figure 2: In light blue, the potential threshold for 𝑡1 and 𝑡2 where 𝛼𝜍 might change value. On the right, the values of
𝜃(𝑡2 − 𝜍) and 𝜃(𝑡2). At the bottom, the values of 𝜃(𝑡1 − 𝜍) and 𝜃(𝑡1). The diagonally placed rectangle isΩ. InsideΩ,
we write what is the value of 2𝛼𝜍(𝑡1, 𝑡2).

Using Green’s theorem, we get

𝐾𝑡(𝑠1, 𝑠2) =
1
2

3
∑
𝑖=1

∮
𝜕Ω1𝑖

𝜙(𝑡1 + 𝜏) d𝑡2 −
1
2

3
∑
𝑖=1

∮
𝜕Ω−1𝑖

𝜙(𝑡1 + 𝜏) d𝑡2.

The only thing left to do is identify the different cases where the Ω𝑖,𝑗 are empty, triangles, some other
4-polygon or 5-polygon and compute each of these integrals.

We detail one case, and give the result for the other with just a figure as explanation.
Step 1: Case 2𝑡 − 1 < 𝑠1 + 𝑠2 < 2𝑡 (fig. 3). In this case, the domains Ω𝑖,𝑗 look like the one of fig. 3. We
have:

2𝐾𝑡(𝑠1, 𝑠2) = ∫
𝜍

0
𝜙(𝑠 + 𝜏) d𝑠 −∫

𝜍

0
𝜙(𝑠 + 𝜏) d𝑠

⏟⎵⎵⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⎵⎵⏟
“Diagonal” part of ∫𝜕Ω−1,3

+2𝜏𝜙(𝜏) − 2𝜏𝜙(𝜎 + 𝜏)⏟⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⏟
“Vertical” part of ∫𝜕Ω−1,3

−∫
−2𝜏+1

𝜍
𝜙(𝑠 + 𝜏) d𝑠 +∫

1

𝜍
𝜙(𝑠 + 𝜏) d𝑠

⏟⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⎵⏟
“Diagonal” part of ∫𝜕Ω13

−2𝜏𝜙(𝜎 + 𝜏)⏟⎵⎵⏟⎵⎵⏟
“Vertical” part of ∫𝜕Ω13

= ∫
1

−2𝜏+1
𝜙(𝑠 + 𝜏) d𝑠 + 2𝜏𝜙(𝜏) − 4𝜏𝜙(𝜎 + 𝜏)

= ∫
0

−2𝑡+2𝑠2
𝜙(𝑠 + 𝑡 − 𝑠2) d𝑠 + 2(𝑡 − 𝑠2)𝜙(𝑡 − 𝑠2) − 4(𝑡 − 𝑠2)𝜙(𝑡 − 𝑠1)
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𝑡1 − 𝑡2 = 0
𝑡1 + 𝑡2 = −2𝜏

𝑡1 + 𝑡2 = 0 𝑡2
𝑡1𝑡2 = −𝜎

𝑡2 = −2𝜏 − 𝜎𝑡2 = −2𝜏 𝑡1 − 𝑡2 = 2
𝜎 1

−1 + 𝜎
−1𝑡1 = −2𝜏 + 1

Figure 3: The equivalent of fig. 2 when 2𝑡 − 1 < 𝑠1 + 𝑠2.

𝑡1 − 𝑡2 = 0

𝑡1 + 𝑡2 = −2𝜏

𝑡1 + 𝑡2 = 0 𝑡2
𝑡1𝑡2 = −𝜎

𝑡2 = −2𝜏 − 𝜎𝑡2 = −2𝜏
𝑡1 − 𝑡2 = 2

−1 + 𝜎 𝜎 1
−1 + 𝜎
−1𝑡1 = −2𝜏 + 1 − 𝜎

Figure 4: The equivalent of fig. 2 when 𝑠1 + 𝑠2 < 2𝑡 − 1 < 2𝑠1 + 1.
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𝑡1 − 𝑡2 = 0
𝑡1 + 𝑡2 = −2𝜏

𝑡1 + 𝑡2 = 0 𝑡2
𝑡1𝑡2 = −𝜎

𝑡2 = −2𝜏
𝑡1 − 𝑡2 = 2

−1 −1 + 𝜎 𝜎 1
−1 + 𝜎

−1
−2 + 𝜎

𝑡2 = −2𝜏 + 1 − 𝜎
𝑡1 = −2𝜏 + 2 − 𝜎

Figure 5: The equivalent of fig. 2 when 2𝑠1 < 2𝑡 − 2 < 𝑠1 + 𝑠2.

𝑡1 − 𝑡2 = 0

𝑡1 + 𝑡2 = −2𝜏

𝑡1 + 𝑡2 = 0 𝑡2
𝑡1

𝑡2 = −2𝜏

𝑡2 = −𝜎
𝑡1 − 𝑡2 = 2

−1 −1 + 𝜎 𝜎 1
−1 + 𝜎

−1
−2 + 𝜎

𝑡1 = −2𝜏 + 1𝑡2 = −2𝜏 + 1 − 𝜎

Figure 6: The equivalent of fig. 2 when 𝑠1 + 𝑠2 < 2𝑡 − 2 < 2𝑠2.

Step 2: Case 𝑠1 + 𝑠2 < 2𝑡 − 1 < 2𝑠1 + 1 (fig. 4).

2𝐾𝑡(𝑠1, 𝑠2) = ∫
2−2𝑡+𝑠2+𝑠1

𝑠2−𝑠1
𝜙(𝑠 − 𝑠2 + 𝑡) d𝑠 + (4𝑡 − 1 − 3𝑠2 − 𝑠1)𝜙(𝑡 − 𝑠2) − (1 + 2𝑡 − 3𝑠2 + 𝑠1)𝜙(𝑡 − 𝑠1).

Step 3: Case 2𝑠1 < 2𝑡 − 2 < 𝑠1 + 𝑠2 (fig. 5).

2𝐾𝑡(𝑠1, 𝑠2) = −∫
𝑠2−𝑠1

2−2𝑡+𝑠2+𝑠1
𝜙(𝑠 − 𝑠2 + 𝑡) d𝑠 + (4𝑡 − 1 − 3𝑠2 − 𝑠1)𝜙(𝑡 − 𝑠2) − (1 + 2𝑡 − 3𝑠2 + 𝑠1)𝜙(𝑡 − 𝑠1).

Step 4: Case 𝑠1 + 𝑠2 < 2𝑡 − 2 < 2𝑠2 (fig. 6).

2𝐾𝑡(𝑠1, 𝑠2) = −∫
2−2𝑡+2𝑠2

0
𝜙(𝑠 + 𝑡 − 𝑠2) d𝑠 + (1 + 2𝑡 − 2𝑠2)𝜙(𝑡 − 𝑠2) − (−1 + 4𝑡 − 4𝑠2)𝜙(𝑡 − 𝑠1).

Step 5: Case 2𝑠2 − 1 < 2𝑡 − 3 < 𝑠1 + 𝑠2 (fig. 7).

2𝐾𝑡(𝑠1, 𝑠2) = ∫
0

2−2𝑡+2𝑠2
𝜙(𝑠 − 𝑠2 + 𝑡) d𝑠 + (1 + 2𝑡 − 2𝑠2)𝜙(𝑡 − 𝑠2) − (−1 + 4𝑡 − 4𝑠2)𝜙(𝑡 − 𝑠1).
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𝑡1 − 𝑡2 = 0

𝑡1 + 𝑡2 = −2𝜏

𝑡1 + 𝑡2 = 0 𝑡2
𝑡1𝑡2 = −𝜎

𝑡1 − 𝑡2 = 2
−2 + 𝜎 −1 −1 + 𝜎 𝜎 1

−2

−1 + 𝜎
−1

−2 + 𝜎𝑡2 = −2𝜏 + 1𝑡2 = −2𝜏 + 1 − 𝜎
𝑡1 = −2𝜏 + 2

Figure 7: The equivalent of fig. 2 when 2𝑠2 − 1 < 2𝑡 − 3 < 𝑠1 + 𝑠2.

Step 6: Case 𝑠1 + 𝑠2 < 2𝑡 − 3 < 2𝑠1 + 1 (fig. 8).

2𝐾𝑡(𝑠1, 𝑠2) = ∫
4−2𝑡+𝑠2+𝑠1

𝑠2−𝑠1
𝜙(𝑠 + 𝑡 − 𝑠2) d𝑠 + (−2 + 4𝑡 − 3𝑠2 − 𝑠1)𝜙(𝑡 − 𝑠2) − (2 + 2𝑡 − 3𝑠2 + 𝑠1)𝜙(𝑡 − 𝑠1).

Step 7: Case 2𝑠1 < 2𝑡 − 4 < 𝑠1 + 𝑠2 (fig. 9).

2𝐾𝑡(𝑠1, 𝑠2) = ∫
4−2𝑡+𝑠2+𝑠1

𝑠2−𝑠1
𝜙(𝑠 + 𝑡 − 𝑠2) d𝑠 + (−2 + 4𝑡 − 3𝑠2 − 𝑠1)𝜙(𝑡 − 𝑠2) − (2 + 2𝑡 − 3𝑠2 + 𝑠1)𝜙(𝑡 − 𝑠1).

When the control 𝑢 steers the linearized equation (8) from 0 to 0, we can prove that this kernel
acts as another, simpler one.

Proposition 17. Let 𝑇 ∈ (1, 2). Let 𝜙 ∈ 𝐶1(𝕋) that is 1-periodic. We define the reduced kernel
𝐾red
𝑇 ∶ [0, 𝑇 − 1]2 → ℝ by

𝐾red
𝑇 (𝑠1, 𝑠2) ≔

3
2(1 − |𝑠2 − 𝑠1|) (𝜙(𝑇 − 𝑠1 ∨ 𝑠2) − 𝜙(𝑇 − 𝑠1 ∧ 𝑠2)).

Let 𝑢 ∈ 𝐿2(0, 𝑇) that steers the linearized equation (16) from 0 to 0 (i.e., 𝜁1(𝑢, 𝑇, ⋅) = 0). Let 𝜁2(𝑢, ⋅, ⋅)
be the second-order correction for the water-tank system, i.e., the solution of (23). Then,

(𝜁2(𝑢, 𝑇, ⋅), 𝜙)𝐿2(𝕋) = ∫
[0,𝑇−1]2
𝐾red
𝑇 (𝑠1, 𝑠2)𝑢(𝑠1)𝑢(𝑠2) d𝑠1 d𝑠2. (28)

The two important points of this formula, is that the expression of the reduced kernel is simpler,
and that we integrate on [0, 𝑇 − 1]2 instead of [0, 𝑇]2.
Proof. Step 1: Expression of 𝐾red

𝑇 as a function of 𝐾𝑇. According to proposition 11, we have for every
𝑇 − 1 < 𝑠 < 1, 𝑢(𝑠) = 0 and 𝑢(𝑠 + 1) = 𝑢(𝑠). Thus, according the proposition 16 we have

(𝜁2(𝑇, ⋅), 𝜙) = ∫
[0,𝑇]2
𝐾𝑇(𝑠1, 𝑠2)𝑢(𝑠1)𝑢(𝑠2) d𝑠1 d𝑠2

= ∫
[0,𝑇−1]2
(𝐾𝑇(𝑠1, 𝑠2) + 𝐾𝑇(1 + 𝑠1, 𝑠2) + 𝐾𝑇(𝑠1, 1 + 𝑠2) + 𝐾𝑇(1 + 𝑠1, 1 + 𝑠2)) 𝑢(𝑠1)𝑢(𝑠2) d𝑠1 d𝑠2.

16



𝑡1 − 𝑡2 = 0

𝑡1 + 𝑡2 = −2𝜏

𝑡1 + 𝑡2 = 0 𝑡2
𝑡1𝑡2 = −𝜎

−2 + 𝜎 −1 −1 + 𝜎 𝜎 1
−1 + 𝜎

−1
−2 + 𝜎

−2𝑡1 = −2𝜏 + 2 − 𝜎

𝑡1 − 𝑡2 = 2

𝑡2 = −2𝜏 + 1𝑡2 = −2𝜏 + 1 − 𝜎
Figure 8: The equivalent of fig. 2 when 𝑠1 + 𝑠2 < 2𝑡 − 3 < 2𝑠1 + 1.

𝑡1 − 𝑡2 = 0

𝑡1 + 𝑡2 = −2𝜏

𝑡1 + 𝑡2 = 0 𝑡2
𝑡1𝑡2 = −𝜎

𝑡1 − 𝑡2 = 2

𝑡2 = −2𝜏 + 2 − 𝜎
𝑡2 = −2𝜏 + 1𝑡1 = −2𝜏 + 3 − 𝜎

−2 −2 + 𝜎 −1 −1 + 𝜎 𝜎 1
−1 + 𝜎

−1
−2 + 𝜎

−3 + 𝜎
−2

Figure 9: The equivalent of fig. 2 when 2𝑠1 < 2𝑡 − 4 < 𝑠1 + 𝑠2.
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Thus, equation (28) holds with𝐾red
𝑇 (𝑠1, 𝑠2) = 𝐾𝑇(𝑠1, 𝑠2)+𝐾𝑇(1+𝑠1, 𝑠2)+𝐾𝑇(𝑠1, 1+𝑠2)+𝐾𝑇(1+𝑠1, 1+𝑠2).

Since 𝐾𝑇 (and also 𝐾red
𝑇 ) are symmetric in 𝑠1, 𝑠2, we may assume that 𝑠1 ≤ 𝑠2. Then, with 𝑠′2 ≔ 1 + 𝑠2

and 𝑠′1 ≔ 𝑠1, we have 𝑠′1+1 ≤ 𝑠′2, thus, according to proposition 16, we have𝐾𝑇(𝑠′1, 𝑠′2) = −𝐾𝑇(1+𝑠′1, 𝑠′2).
Thus, 𝐾𝑇(𝑠1, 1 + 𝑠2) + 𝐾𝑇(1 + 𝑠1, 1 + 𝑠2) = 0 and 𝐾red

𝑇 (𝑠1, 𝑠2) = 𝐾𝑇(𝑠1, 𝑠2) + 𝐾𝑇(1 + 𝑠1, 𝑠2).
We end the computation by using the formula for𝐾𝑇 of proposition 16. We have 0 < 𝑠1 ≤ 𝑠2 < 𝑇−1

and 1 < 𝑇 < 2. So 2𝑇 − 4 < 0 < 𝑠1 + 𝑠2 < 2𝑇 − 2. We consider two cases: 2𝑇 − 3 < 𝑠1 + 𝑠2 < 2𝑇 − 2
and 2𝑇 − 4 < 𝑠1 + 𝑠2 < 2𝑇 − 3.
Step 2: Case 2𝑇−3 < 𝑠1+𝑠2 < 2𝑇−2. To compute𝐾𝑇(𝑠1, 𝑠2), we use the third case of the expression (27)
of 𝐾𝑇. To compute 𝐾𝑇(1 + 𝑠1, 𝑠2), we remark that with 𝑠′1 ≔ 𝑠2 and 𝑠′2 ≔ 1 + 𝑠1, we have 𝑠′1 < 𝑠′2 and
2𝑇 − 2 < 𝑠′1 + 𝑠′2 < 2𝑇 − 1. Thus, 𝐾𝑇(1 + 𝑠1, 𝑠2) = 𝐾𝑇(𝑠′1, 𝑠′2) is computed with the second case of the
expression (27) of 𝐾𝑇. We get

2𝐾red
𝑇 (𝑠1, 𝑠2) = 2𝐾𝑇(𝑠1, 𝑠2) + 2𝐾𝑇(𝑠′1, 𝑠′2)

= ∫
0

2−2𝑡+2𝑠2
𝜙(𝑠 + 𝑡 − 𝑠2) d𝑠 + (1 + 2𝑡 − 2𝑠2)𝜙(𝑡 − 𝑠2) − (−1 + 4𝑡 − 4𝑠2)𝜙(𝑡 − 𝑠1)

+∫
2−2𝑡+𝑠′2+𝑠′1

𝑠′2−𝑠′1

𝜙(𝑠 + 𝑡 − 𝑠′2) d𝑠 + (−1 + 4𝑡 − 3𝑠′2 − 𝑠′1)𝜙(𝑡 − 𝑠′2) − (1 + 2𝑡 − 3𝑠′2 + 𝑠′1)𝜙(𝑡 − 𝑠′1)

= ∫
0

2−2𝑡+2𝑠2
𝜙(𝑠 + 𝑡 − 𝑠2) d𝑠 + (1 + 2𝑡 − 2𝑠2)𝜙(𝑡 − 𝑠2) − (−1 + 4𝑡 − 4𝑠2)𝜙(𝑡 − 𝑠1)

+∫
3−2𝑡+𝑠1+𝑠2

1+𝑠1−𝑠2
𝜙(𝑠 + 𝑡 − 𝑠1) d𝑠 + (−4 + 4𝑡 − 3𝑠1 − 𝑠2)𝜙(𝑡 − 𝑠1) − (−2 + 2𝑡 − 3𝑠1 + 𝑠2)𝜙(𝑡 − 𝑠2)

= ∫
0

2−2𝑡+2𝑠2
𝜙(𝑠 + 𝑡 − 𝑠2) d𝑠 +∫

3−2𝑡+𝑠1+𝑠2

1+𝑠1−𝑠2
𝜙(𝑠 + 𝑡 − 𝑠1) d𝑠

+ (3 − 3𝑠2 + 3𝑠1)𝜙(𝑡 − 𝑠2) − (3 − 3𝑠2 + 3𝑠1)𝜙(𝑡 − 𝑠1).

In the second integral, we make the change of variables 𝑠′ = 𝑠 + 𝑠2 − 𝑠1:

2𝐾red
𝑇 (𝑠1, 𝑠2) = ∫

0

2−2𝑡+2𝑠2
𝜙(𝑠 + 𝑡 − 𝑠2) d𝑠 +∫

3−2𝑡+2𝑠2

1
𝜙(𝑠 + 𝑡 − 𝑠2) d𝑠 + 3(1 − 𝑠2 + 𝑠1)(𝜙(𝑡 − 𝑠2) − 𝜙(𝑡 − 𝑠1))

= 3(1 − 𝑠2 + 𝑠1)(𝜙(𝑡 − 𝑠2) − 𝜙(𝑡 − 𝑠1)),

where we used the 1-periodicity of 𝜙 to cancel the two integrals. Since we swapped 𝑠1 and 𝑠2 to have
𝑠1 = 𝑠1 ∨ 𝑠2 and 𝑠2 = 𝑠1 ∧ 𝑠2, this is indeed the claimed formula.
Step 3: Case 2𝑇 − 4 < 𝑠1 + 𝑠2 < 2𝑇 − 3. This case is treated in the same way, the only difference being
that 𝐾𝑇(𝑠1, 𝑠2) is computed using the fourth case of the expression (27) of 𝐾𝑇, and 𝐾𝑇(1 + 𝑠1, 𝑠2) is
computed using the third case of the same expression. We get the same formula.

3.3 Coercivity of the kernel
In this section, we use the expression of (𝜁2(𝑢, 𝑇, ⋅), 𝜙) given in proposition 17 to prove that when
1 < 𝑇 < 2, |𝜁2(𝑢, 𝑇, ⋅)| is lower-bounded by essentially ‖𝑢‖2𝐻−1. To do that, we first have to choose the
right function 𝜙.

Definition 18. Let 1 < 𝑇 < 2 and let 𝜙 be a 𝐶∞ 1-periodic function such that 𝜙(𝑠) = 𝑠 in [1, 𝑇].
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Proposition 19. If 1 < 𝑇 < 2 and 𝑢 ∈ 𝐿2(0, 𝑇) steers a solution of the linearized equation (16) from 0
to 0 (i.e., 𝜁1(𝑢, 𝑇, ⋅) = 0) and if ∫𝑇

0 𝑢(𝑡) d𝑡 = 0, then denoting 𝑈(𝑡) = ∫𝑡
0 𝑢(𝑠) d𝑠,

(𝜁2(𝑢, 𝑇, ⋅), 𝜙)𝐿2 ≥ 3(2 − 𝑇)‖𝑈‖2𝐿2(0,𝑇−1),

where 𝜙 is a function given in definition 18.

This proposition uses the following computation:

Lemma 20. Let 𝐼 = (𝑎, 𝑏) with 𝑎 < 𝑏, and let 𝐾 ∈ 𝐻1(𝐼2) ∩ 𝐻2(𝐼2 ⧵ {𝑠1 = 𝑠2}). Let 𝑅 ∈ 𝐿2(𝐼2)
such that for 𝑠1 ≠ 𝑠2, 𝑅(𝑠1, 𝑠2) = 𝜕𝑠1,𝑠2𝐾(𝑠1, 𝑠2), let 𝑤(𝑠) ≔ 𝜕𝑠1𝐾(𝑠, 𝑠 + 0) − 𝜕𝑠1𝐾(𝑠, 𝑠 − 0), and let
𝑔(𝑠) ≔ 𝜕𝑠1𝐾(𝑠, 𝑏) + 𝜕𝑠2𝐾(𝑏, 𝑠). Then, for every 𝑢 ∈ 𝐿2(𝑎, 𝑏), with 𝑈(𝑡) ≔ ∫𝑡

𝑎 𝑢(𝑠) d𝑠, we have

∫
𝐼2
𝐾(𝑠1, 𝑠2)𝑢(𝑠1)𝑢(𝑠2) d𝑠1 d𝑠2 = ∫

𝐼
𝑤(𝑠)|𝑈(𝑠)|2 d𝑠 +∫

𝐼2
𝑅(𝑠1, 𝑠2)𝑈(𝑠1)𝑈(𝑠2) d𝑠1 d𝑠2

− 𝑈(𝑏)∫
𝐼
𝑔(𝑠)𝑈(𝑠) d𝑠 + 𝐾(𝑏, 𝑏)𝑈(𝑏)2.

Proof. The proof formally consists in integrating by parts in 𝑠1 and 𝑠2. The first integration by parts is
justified:

∫
𝐼2
𝐾(𝑠1, 𝑠2)𝑢(𝑠1)𝑢(𝑠2) d𝑠1 d𝑠2 = −∫

𝐼2
𝜕𝑠1𝐾(𝑠1, 𝑠2)𝑈(𝑠1)𝑢(𝑠2) d𝑠1 d𝑠2 +∫

𝐼
𝐾(𝑏, 𝑠2)𝑈(𝑏)𝑢(𝑠2) d𝑠2.(29)

Now we split the integral in two parts: 𝑠2 < 𝑠1 and 𝑠1 < 𝑠2:

∫
𝐼2
𝜕𝑠1𝐾(𝑠1, 𝑠2)𝑈(𝑠1)𝑢(𝑠2) d𝑠1 d𝑠2 = ∫

𝐼
(∫

𝑠1

𝑎
𝜕𝑠1𝐾(𝑠1, 𝑠2)𝑢(𝑠2) d𝑠2 +∫

𝑏

𝑠1
𝜕𝑠1𝐾(𝑠1, 𝑠2)𝑢(𝑠2) d𝑠2)𝑈(𝑠1) d𝑠1

= ∫
𝐼
(−∫

𝑠1

𝑎
𝜕𝑠1,𝑠2𝐾(𝑠1, 𝑠2)𝑈(𝑠2) d𝑠2 + 𝜕𝑠1𝐾(𝑠1, 𝑠1 − 0)𝑈(𝑠1)

−∫
𝑏

𝑠1
𝜕𝑠1,𝑠2𝐾(𝑠1, 𝑠2)𝑈(𝑠2) d𝑠2

+ 𝜕𝑠1𝐾(𝑠1, 𝑏)𝑈(𝑏) − 𝜕𝑠1𝐾(𝑠1, 𝑠1 + 0)𝑈(𝑠1))𝑈(𝑠1) d𝑠1

= −∫
𝐼2
𝑅(𝑠1, 𝑠2)𝑈(𝑠1)𝑈(𝑠2) d𝑠1 d𝑠2

−∫
𝐼
𝑤(𝑠)𝑈(𝑠)2 d𝑠 + 𝑈(𝑏)∫

𝐼
𝜕𝑠1𝐾(𝑠1, 𝑏)𝑈(𝑠1) d𝑠1.

Moreover,

∫
𝐼
𝐾(𝑏, 𝑠2)𝑈(𝑏)𝑢(𝑠2) d𝑠2 = −∫

𝐼
𝜕𝑠2𝐾(𝑏, 𝑠2)𝑈(𝑠2) d𝑠2 + 𝐾(𝑏, 𝑏)𝑈(𝑏).

Plugging these two formulas into eq. (29) proves the lemma.

Proof of proposition 19. We first simplify the expression of 𝐾red
𝑇 given by proposition 17. For 0 <

𝑠1, 𝑠2 < 𝑇 − 1, we have 1 < 𝑇 − 𝑠1 ∨ 𝑠2 ≤ 𝑇 − 𝑠1 ∧ 𝑠2 < 𝑇, thus, according to the definition of 𝜙, we
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have for 0 < 𝑠1, 𝑠2 < 𝑇 − 1,

𝐾red
𝑇 (𝑠1, 𝑠2) =

3
2(1 − |𝑠2 − 𝑠1|)((𝑇 − 𝑠1 ∨ 𝑠2) − (𝑇 − 𝑠1 ∧ 𝑠2))

= −32(1 − |𝑠2 − 𝑠1|)|𝑠2 − 𝑠1|

= 3
2(−|𝑠2 − 𝑠1| + (𝑠2 − 𝑠1)2).

Thus, according to proposition 17, if 𝑢 is as in the statement of proposition 19,

(𝜁2(𝑢, 𝑇, ⋅), 𝜙) = −32 ∫[0,𝑇−1]2
|𝑠2 − 𝑠1|𝑢(𝑠1)𝑢(𝑠2) d𝑠1 d𝑠2 +

3
2 ∫[0,𝑇−1]2

(𝑠2 − 𝑠1)2𝑢(𝑠1)𝑢(𝑠2) d𝑠1 d𝑠2 (30)

With the notations of lemma 20 with 𝐾 = 𝐾red
𝑇 , we have

𝑅(𝑠1, 𝑠2) = −3 𝑤(𝑠) = 3.

Moreover, since ∫𝑇
0 𝑢(𝑡) d𝑡 = 0, according to proposition 11, we have ∫𝑇

0 𝑢(𝑡) d𝑡 = 2∫𝑇−1
0 𝑢(𝑡) d𝑡 = 0,

hence the boundary term 𝑈(𝑇) is zero. Plugging the formula of lemma 20 into the expression (30),
we get

(𝜁2(𝑢, 𝑇, ⋅), 𝜙) = 3‖𝑈‖2𝐿2(0,𝑇−1) − 3(∫
𝑇−1

0
𝑈(𝑠) d𝑠)

2

. (31)

According to Cauchy-Schwarz inequality, we have |∫𝑇−1
0 𝑈(𝑠) d𝑠| ≤ √𝑇 − 1‖𝑈‖𝐿2(0,𝑇−1). Thus

(𝜁2(𝑢, 𝑇, ⋅), 𝜙) ≥ 3(2 − 𝑇)‖𝑈‖2𝐿2(0,𝑇−1).

Remark 21. How did we choose the 𝜙 of definition 18? It turns out that if 𝜙 is monotone on [1, 𝑇],
the assertion

∫
𝑇−1

0
𝑢(𝑡) d𝑡 = 0 ⟹ ∫

[0,𝑇−1]2
𝐾red
𝑇 (𝑠1, 𝑠2)𝑢(𝑠1)𝑢(𝑠2) d𝑠1 d𝑠2 ≥ 𝑐‖𝑈‖2𝐿2(0,𝑇−1)

is equivalent to the condition ∫𝑇
1 𝜙′(𝑠) d𝑠 ∫𝑇

1 (𝜙
′(𝑠))−1 d𝑠 < (3 − 𝑇)2 (we sketch the proof of this fact in

appendix A). Hence, the smaller the left-hand-side of this condition, the larger the time of non-local-
controllability. With some calculus of variations, we can see that if 𝜙minimizes the left-hand side,
then 𝜙′ is constant on [1, 𝑇], hence our choice of 𝜙.
Remark 22. The hypothesis that∫𝑇

0 𝑢(𝑡) d𝑡 = 0 in proposition 19 is essential. Indeed,𝐾red
𝑇 is continuous

and 𝐾red
𝑇 (𝑠, 𝑠) = 0. Hence, if we chose a sequence (𝑢𝑛)𝑛∈ℕ of 𝐿2(0, 𝑇 − 1) that converges in measure

to 𝛿𝑡0 for some fixed 𝑡0 ∈ (0, 𝑇 − 1), we get

∫
[0,𝑇−1]2

𝐾red
𝑇 (𝑠1, 𝑠2)𝑢𝑛(𝑠1)𝑢𝑛(𝑠2) d𝑠1 d𝑠2 −−−−−→𝑛→+∞

𝐾red
𝑇 (𝑡0, 𝑡0) = 0.

Moreover, we have

𝑈𝑛(𝑡) ≔ ∫
𝑡

0
𝑢𝑛(𝑠) d𝑠 −−−−−→𝑛→+∞

{ 0 if 𝑡 < 𝑡0,
1 if 𝑡 > 𝑡0,

hence ‖𝑈𝑛‖𝐿2(0,𝑇−1) −−−−−→𝑛→+∞
√𝑇 − 𝑡0 > 0. This proves that the quadratic map

𝑢 ↦ ∫
[0,𝑇−1]2

𝐾red(𝑠1, 𝑠2)𝑢(𝑠1)𝑢(𝑠2) d𝑠1 d𝑠2

has no “𝐻−1-coercivity”.
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4 Nonlinear equation
The proposition 19 shows that if the time 𝑇 is smaller than 2 and if 𝑢 steers the linearized equation (16)
from 0 to 0, then ‖𝜁2(𝑢, 𝑇, ⋅)‖𝐿2 ≥ 𝑐‖𝑈‖2𝐿2(0,𝑇) (where 𝑈(𝑡) = ∫𝑡

0 𝑢(𝑠) d𝑠). As in the previous section,
we fix 𝑇 ∈ (1, 2). Our aim now is to prove that the solution of the nonlinear equation also have this
property, as long as ‖𝑢‖𝐶0 is small enough. As a consequence, one cannot move the water-tank in
time 𝑇 with a control small in 𝐶0-norm, and that finishes the proof of theorem 1.

To this end, we use the fact that if ‖𝑢‖ is small enough, the solution of the nonlinear equation is
well approximated by (ℎ1, 𝑣1) + (ℎ2, 𝑣2), where (ℎ1, 𝑣1) solves the linearized system (8) and (ℎ2, 𝑣2)
solves the second order system (9).

4.1 Well-posedness of the water-tank system
In this section, we state several basic results on the nonlinear system related to the water-tank system
(1). We begin with the well-posedness of the water-tank system, where, as in the rest of the article,
𝑔 = 1 and 𝐿 = 1.

Proposition 23. Let 𝑇 > 0. There exists 𝜖 > 0 such that for (𝐻0, 𝑣0) ∈ [𝐶1([0, 1])]2 that satisfies

‖𝑢‖𝐶0([0,𝑇]) + ‖(𝐻0, 𝑣0) − (1, 0)‖𝐶1([0,1]) < 𝜖,

as well as the compatibility conditions

𝜕𝑥𝐻0(0) = 𝜕𝑥𝐻0(1) = −𝑢(0),

there exists a unique solution (𝐻nl, 𝑣nl) ∈ [𝐶1([0, 𝑇] × [0, 1])]2 of the water-tank system (1) with
𝐻nl(0, 𝑥) = 𝐻0(𝑥) and 𝑣nl(0, 𝑥) = 𝑣0(𝑥). Moreover,

‖(𝐻nl, 𝑣nl) − (1, 0)‖𝐶1([0,𝑇]×[0,1]) ≤ 𝐶(‖𝑢‖𝐶0([0,𝑇]) + ‖(𝐻0, 𝑣0) − (1, 0)‖𝐶1([0,1])), (32)

for some positive constant 𝐶 depending only on 𝑇.

Proof. In this proof, we drop the index nl and write just (𝐻, 𝑣) for (𝐻nl, 𝑣nl).
Standard results for the well-posedness of hyperbolic systems assume that all coefficients are

at least 𝐶1, but here we assume that 𝑢 is only 𝐶0. In order to achieve that, we note that if (𝐻, 𝑣)
solves the water tank system (1), then with 𝑉 defined by 𝑣(𝑡, 𝑥) = 𝑉(𝑡, 𝑥) − 𝑈(𝑡), where, as usual,
𝑈(𝑡) = ∫𝑡

0 𝑢(𝑠) d𝑠, the water-tank system becomes

⎧
⎨
⎩

𝜕𝑡𝐻 + 𝜕𝑥((𝑉 − 𝑈)𝐻) = 0;
𝜕𝑡𝑉 + 𝜕𝑥 (𝐻 + (𝑉−𝑈)2

2
) = 0;

𝑉(𝑡, 0) = 𝑉(𝑡, 1) = 𝑈(𝑡),
(33)

where all the coefficients are now 𝐶1. This system can be written in the form

𝜕𝑡 (
𝐻
𝑉) + (𝑉 − 𝑈 𝐻

1 𝑉 − 𝑈) 𝜕𝑥 (
𝐻
𝑉) = (00) in [0, 𝑇] × [0, 1] (34)

and
𝑉(𝑡, 0) = 𝑉(𝑡, 1) = 𝑈(𝑡) in [0, 𝑇]. (35)

System (34) and (35) is not in the standard form of the quasilinear hyperbolic system since the control
𝑈 also appears in the nonlinearity. Nevertheless, the proof can be derived from the standard fixed
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point arguments, see, e.g., [21, Chapter 4] and [16, The proof of Lemma 2.2]. We now outline the
proof. Set

(𝐻(0), 𝑉 (0))(𝑡, 𝑥) = (𝐻0(𝑥), 𝑉0(𝑥)) in [0, 𝑇] × [0, 1],

and define (𝐻(𝑛), 𝑉 (𝑛)) in [0, 𝑇] × [0, 𝐿] for 𝑛 ≥ 1 by

𝜕𝑡 (
𝐻(𝑛)

𝑉 (𝑛)) + (𝑉
(𝑛−1) − 𝑈 𝐻(𝑛−1)

1 𝑉 (𝑛−1) − 𝑈) 𝜕𝑥 (
𝐻(𝑛)

𝑉 (𝑛)) = (00) in [0, 𝑇] × [0, 1], (36)

with the corresponding boundary conditions. Using the characteristic method, we have, if

‖(𝐻(𝑛−1) − 1, 𝑉 (𝑛−1), 𝑈)‖𝐶1([0,𝑇]×[0,1]) ≤ 𝐶𝜖,

then
‖(𝐻(𝑛) − 1, 𝑉 (𝑛))‖𝐶0([0,𝑇]×[0,1]) ≤ 𝐶(‖𝑈‖𝐶0([0,𝑇]) + ‖(𝐻0, 𝑉0) − (1, 0)‖𝐶0([0,1]))

and by taking the derivative of the equation with respect to 𝑡, we also obtain

‖(𝐻(𝑛) − 1, 𝑉 (𝑛))‖𝐶1([0,𝑇]×[0,1]) ≤ 𝐶(‖𝑢‖𝐶0([0,𝑇]) + ‖(𝐻0, 𝑉0) − (1, 0)‖𝐶1([0,1])).

We derive that
‖(𝐻(𝑛) − 1, 𝑉 (𝑛))‖𝐶1([0,𝑇]×[0,1]) ≤ 𝐶𝜖.

Set
𝜌𝑛(𝑟) ≔ sup

|(𝑡,𝑥)−(𝑠,𝑦)|<𝑟
(𝑡,𝑥),(𝑠,𝑦)∈[0,𝑇]×[0,1]

|(𝐻(𝑛)(𝑡, 𝑥) − 𝐻(𝑛)(𝑠, 𝑦), 𝑉 (𝑛)(𝑡, 𝑥) − 𝑉 (𝑛)(𝑠, 𝑦))|

Using the characteristic, we can prove that there exists a positive constant 𝛾 depending only on 𝑇 such
that for 𝜖 sufficiently small,

𝜌𝑛(𝑟) ≤ 𝐶( sup
|𝑡−𝑠|<𝛾𝑟
𝑡,𝑠∈[0,𝑇]

|𝑢(𝑡) − 𝑢(𝑠)| + sup
|𝑥−𝑦|<𝛾𝑟
𝑥,𝑦∈[0,𝐿]

|(𝐻0, 𝑉0) − (1, 0)|).

Using Ascoli’s theorem, one can conclude that there exists up to a subsequence (𝐻(𝑛), 𝑉 (𝑛))
converges to (𝐻, 𝑉) in 𝐶1([0, 𝑇] × [0, 1]).

Considering the system solved by (𝐻(𝑛+1) − 𝐻(𝑛), 𝑉 (𝑛+1) − 𝑉 (𝑛)), one can check that

‖(𝐻(𝑛+1) − 𝐻(𝑛), 𝑉 (𝑛+1) − 𝑉 (𝑛))‖𝐶0([0,𝑇]×[0,1])

≤ 𝐶𝜖‖(𝐻(𝑛) − 𝐻(𝑛−1), 𝑉 (𝑛) − 𝑉 (𝑛−1))‖𝐶0([0,𝑇]×[0,1]). (37)

Thus (𝐻(𝑛), 𝑉 (𝑛)) converges to (𝐻, 𝑉) in 𝐶0([0, 𝑇] × [0, 𝐿]). We thus derive that (𝐻, 𝑉) ∈ 𝐶1([0, 𝑇] ×
[0, 1]) is the corresponding solution.

The uniqueness follows as in (37).

Remark 24. We do not need this for the proofs below, but it is worth noting that standard methods
using the propagation along characteristics can be used to prove the lack of local-controllability
around equilibrium states in time 𝑇 < 𝑇∗. Let us sketch it. Consider the characteristic speeds 𝜆± and
Riemann invariants 𝑅±, which are given by2

𝜆± = 𝑣 ± √𝐻;

𝑅± = 𝑣 ± 2√𝐻 + 𝑈.
2The Riemann invariant as defined in [2, Section 1.4] do not have the +𝑈 term. But in our case, it is convenient to add it.
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We have
{
(𝜕𝑡 + 𝜆±𝜕𝑥)𝑅± = 0;
𝑅±(𝑡, 0) = −𝑅∓(𝑡, 1) + 2𝑈.

Consider also the characteristics, i.e., the solutions 𝑥± of the Cauchy problem

{
𝜕𝑡𝑥±(𝑡, 𝑡0, 𝑥𝑡0) = 𝜆±(𝑥±(𝑡, 𝑡0, 𝑥𝑡0));
𝑥±(𝑡0, 𝑡0, 𝑥𝑡0) = 𝑥𝑡0.

Then, differentiating in 𝑡 and using the equation for 𝑅+, we get that 𝑅+(𝑡, 𝑥+(𝑡, 𝑡0, 0)) does not depend
on 𝑡 (as long as 𝑥+(𝑡, 𝑡0, 0) is defined, i.e., stays inside [0, 1]). Hence

𝑅+(𝑡, 𝑥(𝑡, 𝑡0, 0)) = 𝑅+(𝑡0, 0) = −𝑅−(𝑡0, 1) + 2𝑈(𝑡0).

Hence, if 𝑅±(𝑇, ⋅) = 0, 0 < 𝑡0 < 𝑇, and if 𝑥+(𝑇, 𝑡0, 0) is defined, 𝑈(𝑡0) = 0. The characteristic
speed depends on the solution, and thus on the control, but if the control is small, the characteristic
speeds are 𝜆±(𝑡, 𝑥) = ±1 + 𝑂(‖𝑢‖𝐶0), which implies that 𝑥+(𝑡, 𝑡0, 0) = 𝑡 − 𝑡0 + 𝑂(‖𝑢‖𝐶0). Hence, the
computations outlined above are valid if 𝑇 < 1 − 𝑂(‖𝑢‖𝐶0).

4.2 Error estimates
In this section, (𝐻nl(𝑢), 𝑣nl(𝑢)) = (1 + ℎnl(𝑢), 𝑣nl(𝑢)) is the solution of the water-tank system (1) with
control 𝑢. We will often conflate this solution and 𝜁nl(𝑢) ≔ 𝒞(ℎnl(𝑢), 𝑣nl(𝑢)). The samewill be done for
the solution (ℎ1(𝑢), 𝑣1(𝑢)) of the linearized system (8) and 𝜁1(𝑢) ≔ 𝒞(ℎ1(𝑢), 𝑣1(𝑢)) (solution of (16)),
as well as the solution (ℎ2(𝑢), 𝑣2(𝑢)) of (9) and 𝜁2(𝑢) ≔ 𝒞(ℎ2(𝑢), 𝑣2(𝑢)). If anything, this will make the
notations more lightweight.

Wewill also set𝑤nl(𝑢) ≔ −𝒞(𝜕𝑥(ℎnl(𝑢)𝑣nl(𝑢)), 𝜕𝑥(𝑣nl(𝑢)2/2)), so that 𝜁nl(𝑢) satisfies (𝜕𝑡+𝜕𝑥)𝜁nl(𝑢, 𝑡, 𝑥) =
𝑤nl(𝑢, 𝑡, 𝑥) + 𝑢(𝑡)𝜃(𝑥). We also denote the right-hand side of the equation (23) satisfied by 𝜁2(𝑢) by
𝑤1(𝑢, 𝑡, 𝑥), i.e., 𝑤1(𝑢) = −𝒞(𝜕𝑥(ℎ1(𝑢)𝑣1(𝑢)), 𝜕𝑥(𝑣1(𝑢)2/2)). Finally, we set 𝛿1(𝑢) ≔ 𝜁nl(𝑢) − 𝜁1(𝑢) and
𝛿2(𝑢) ≔ 𝜁nl(𝑢) − 𝜁1(𝑢) − 𝜁2(𝑢).

In this subsection, we prove estimates on the following error terms:

• in lemma 26, an estimate on 𝛿2 = 𝜁nl − 𝜁1 − 𝜁2;

• in lemma 27, we bound 𝜁2( ̃𝑢, 𝑇, ⋅) − 𝜁2(𝑢, 𝑇, ⋅).

The aim is to prove that these terms cannot counter the positivity of the term 3(2 − 𝑇)‖𝑈‖2𝐿2 that
appears in proposition 19.

We start with an estimate for the nonlinear equation, which is a consequence of the nonlinear
well-posedness (proposition 23) and the linear estimates (proposition 9):

Corollary 25. Let 𝑇 > 0. There exists 𝜂 > 0 and 𝐶 > 0 such that for every 𝑢 ∈ 𝐶0([0, 𝑇]) with 𝑢(0) = 0
and ‖𝑢‖𝐶0([0,𝑇]) < 𝛿, there exists a unique solution (𝐻nl, 𝑣nl) ∈ [𝐶1([0, 𝑇] × [0, 1])]2 of the water-tank
system (1) with (𝐻nl, 𝑣nl)(0, ⋅) = (1, 0). Moreover, with the notation 𝜁nl defined at the beginning of this
section, we have

‖𝜁nl‖𝐿2𝑡𝐿2𝑥 ≤ 𝐶‖𝑈‖𝐿2(0,𝑇).

Proof. The existence and uniqueness is a consequence of the well-posedness (proposition 23). Let us
now prove the inequality. We write 𝜁nl = 𝜁1 + 𝛿1.

We have (𝜕𝑡 + 𝜕𝑥)𝜁1(𝑢, 𝑡, 𝑥) = 𝑢(𝑡)𝜃(𝑥) and (𝜕𝑡 + 𝜕𝑥)𝛿1(𝑢, 𝑡, 𝑥) = 𝑤nl(𝑢, 𝑡, 𝑥). Hence, according
to proposition 9, we have ‖𝜁1‖𝐿2𝑡𝐿2𝑥 ≤ 𝐶‖𝑈‖𝐿2 and ‖𝛿1‖𝐿2𝑡𝐿2𝑥 ≤ 𝐶‖𝑤nl‖2𝐿2. Since 𝑤nl can be written as
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−𝜕𝑥𝑟nl where 𝑟nl(𝑡, 𝑥) is a quadratic form of 𝜁nl(𝑡, 𝑥) and 𝜁nl(𝑡, −𝑥) (lemma 13), we have ‖𝑤nl‖𝐿2𝑡𝐿2𝑥 ≤
𝐶‖𝜕𝑥𝜁nl‖𝐿∞‖𝜁nl‖𝐿2𝑡𝐿2𝑥. Thus,

‖𝜁nl‖𝐿2𝑡𝐿2𝑥 ≤ 𝐶(‖𝑈‖𝐿2 + ‖𝜕𝑥𝜁nl‖𝐿∞‖𝜁nl‖𝐿2𝑡𝐿2𝑥).

Finally, since ‖𝜕𝑥𝜁nl‖𝐿∞ ≤ ‖𝒞(ℎnl, 𝑣nl)‖𝑊1,∞ ≤ 2‖(ℎnl, 𝑣nl)‖𝐶1 (see remark 5), we have according to the
well-posedness estimate of proposition 23 ‖𝜕𝑥𝜁nl‖𝐿∞ ≤ 𝐶‖𝑢‖𝐶0 ≤ 𝐶𝜂. Thus,

‖𝜁nl‖𝐿2𝑡𝐿2𝑥 ≤ 𝐶‖𝑈‖𝐿2 + 𝐶𝜂‖𝜁nl‖𝐿2𝑡𝐿2𝑥,

which implies for 𝜂 small enough

‖𝜁nl‖𝐿2𝑡𝐿2𝑥 ≤
𝐶

1 − 𝐶𝜂‖𝑈‖𝐿2.

Next, we prove the approximation property:

Lemma 26. Let 𝜙 ∈ 𝐶1(𝕋). Let 𝑇 > 0 and 𝑢 ∈ 𝐻1(0, 𝑇) with 𝑢(0) = 0 and ‖𝑢‖𝐻1
0
< 𝜂, and set

𝑈(𝑡) ≔ ∫𝑡
0 𝑢(𝑠) d𝑠. Then, with the notations above, for some 𝐶 > 0 independent of 𝑢,

‖𝛿1(𝑢, ⋅, ⋅)‖𝐿∞𝑡 𝐿2𝑥 ≤ 𝐶‖𝑈‖𝐿2(0,𝑇)‖𝑢‖𝐶0(0,𝑇); (38)

|(𝛿2(𝑢, 𝑇, ⋅), 𝜙)| ≤ 𝐶‖𝑈‖2𝐿2(0,)‖𝑢‖𝐶0(0,𝑇). (39)
Proof. Step 1: Estimate of 𝛿1 in 𝐿2-norm. We have (𝜕𝑡 + 𝜕𝑥)𝛿1 = 𝑤nl, thus, using Duhamel’s formula,

‖𝛿1‖𝐿∞𝑡 𝐿2𝑥 ≤ 𝐶‖𝑤nl‖𝐿1𝑡𝐿2𝑥.

Since 𝑤nl = −𝒞(𝜕𝑥(ℎnl𝑣nl), 𝜕𝑥(𝑣2nl/2)), we can use lemma 13 to write 𝑤nl = −𝜕𝑥𝑟nl with 𝑟nl(𝑡, 𝑥) =
𝑄(𝜁nl(𝑡, 𝑥), 𝜁nl(𝑡, −𝑥)). Thus,

‖𝛿1‖𝐿∞𝑡 𝐿2𝑥 ≤ 𝐶‖𝜕𝑥𝑟nl‖𝐿2𝑡𝐿2𝑥.

Since 𝑄 is a quadratic form (see lemma 13), 𝜕𝑥𝑟nl is a sum of products of 𝜁nl and 𝜕𝑥𝜁nl evaluated at
(𝑡, 𝑥) or (𝑡, −𝑥). Thus, we get

‖𝛿1‖𝐿∞𝑡 𝐿2𝑥 ≤ 𝐶‖𝜁nl‖𝐿2𝑡𝐿2𝑥‖𝜕𝑥𝜁nl‖𝐿∞𝑡 𝐿∞𝑥

≤ 𝐶‖𝜁nl‖𝐿2𝑡𝐿2𝑥‖(ℎnl, 𝑣nl)‖𝐶1([0,𝑇]×[0,1]),

where we used that the change of variables 𝒞 is such that for (ℎ, 𝑣) ∈ 𝐶1([0, 1]) with 𝑣(0) = 𝑣(1) = 0,
then ‖𝒞(ℎ, 𝑣)‖𝑊1,∞ ≤ 2‖(ℎ, 𝑣)‖𝐶1 (remark 5). Finally, using the well-posedness estimates of proposi-
tion 23 and corollary 25, we get

‖𝛿1‖𝐿∞𝑡 𝐿2𝑥 ≤ 𝐶‖𝑈‖𝐿2‖𝑢‖𝐶0. (40)
Step 2: Estimation on (𝛿2, 𝜙). The function 𝛿2 is solution of (𝜕𝑡 + 𝜕𝑥)𝛿2 = 𝑤nl − 𝑤1. Thus, using the
characteristics formula (lemma 6),

(𝛿2(𝑢, 𝑇, ⋅), 𝜙) = ∫
𝑥∈𝕋

𝛿2(𝑢, 𝑇, 𝑥)𝜙(𝑥) d𝑥

= ∫
[0,𝑇]×𝕋

(𝑤nl − 𝑤1)(𝑢, 𝑠, 𝑥 + 𝑠 − 𝑇)𝜙(𝑥) d𝑠 d𝑥.
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We can use lemma 13 to write 𝑤nl = −𝜕𝑥𝑟nl with 𝑟nl(𝑡, 𝑥) = 𝑄(𝜁nl(𝑡, 𝑥), 𝜁nl(𝑡, −𝑥)) and similarly for
𝑤1. Thus, integrating by parts,

(𝛿2(𝑢, 𝑇, ⋅), 𝜙) = ∫
[0,𝑇]×𝕋

(𝑟nl − 𝑟1)(𝑢, 𝑠, 𝑥 + 𝑠 − 𝑇)𝜕𝑥𝜙(𝑥) d𝑠 d𝑥.

Thus,

|(𝛿2(𝑢, 𝑇, ⋅), 𝜙)| ≤ ‖𝑟nl(𝑢) − 𝑟1(𝑢)‖𝐿1𝑡𝐿1𝑥‖𝜙(𝑥)‖𝐶1.

We recall that 𝑟nl(𝑡, 𝑥) = 𝑄(𝜁nl(𝑡, 𝑥), 𝜁nl(𝑡, −𝑥)) where 𝑄 is a quadratic form, and similarly for 𝑟1. Thus,
writing 𝑎𝑎′ − 𝑏𝑏′ = ((𝑎 − 𝑏)(𝑎′ + 𝑏′) + (𝑎′ − 𝑏′)(𝑎 + 𝑏))/2, we get

|(𝛿2(𝑢, 𝑇, ⋅), 𝜙)| ≤ 𝐶(‖(𝜁1 − 𝜁nl)(𝑡, 𝑥)(𝜁1(𝑡, 𝑥) + 𝜁nl(𝑡, 𝑥))‖𝐿1𝑡𝐿1𝑥
+ ‖(𝜁1 − 𝜁nl)(𝑡, −𝑥)(𝜁1(𝑡, 𝑥) + 𝜁nl(𝑡, 𝑥))‖𝐿1𝑡𝐿1𝑥
+ ‖(𝜁1 − 𝜁nl)(𝑡, 𝑥)(𝜁1(𝑡, −𝑥) + 𝜁nl(𝑡, −𝑥))‖𝐿1𝑡𝐿1𝑥
+ ‖(𝜁1 − 𝜁nl)(𝑡, −𝑥)(𝜁1(𝑡, −𝑥) + 𝜁nl(𝑡, −𝑥))‖𝐿1𝑡𝐿1𝑥)

≤ 𝐶‖𝜁1 − 𝜁nl‖𝐿2𝑡𝐿2𝑥(‖𝜁1‖𝐿2𝑡𝐿2𝑥 + ‖𝜁nl‖𝐿2𝑡𝐿2𝑥).

Finally, using the estimate on 𝛿1 we obtained in the first step, the regularity estimate on 𝜁1 of proposi-
tion 9 and the estimate on 𝜁nl of corollary 25,

|(𝛿2(𝑢, 𝑇, ⋅), 𝜙)| ≤ 𝐶‖𝑈‖𝐿2‖𝑢‖𝐶0‖𝑈‖𝐿2.

We will also need to estimate 𝜁2(𝑢) − 𝜁2( ̃𝑢).

Lemma 27. Let 𝜙 ∈ 𝐶1(𝕋), 𝑇 > 0 and 𝑢, �̃� ∈ 𝐿2. With the notations of lemma 26, and with 𝑈(𝑡) ≔
∫𝑡
0 𝑢(𝑠) d𝑠 and 𝑈(𝑡) ≔ ∫𝑡

0 ̃𝑢(𝑠) d𝑠, for some 𝐶 > 0 independent of 𝑢, �̃�,

|(𝜁2(𝑢, 𝑇, ⋅) − 𝜁2( ̃𝑢, 𝑇⋅), 𝜙)| ≤ 𝐶‖𝑈 − 𝑈‖𝐿2(0,𝑇)(‖𝑈‖𝐿2(0,𝑇) + ‖𝑈‖𝐿2(0,𝑇)).

Proof. We use the same notations 𝑤1 and 𝑟1 as lemma 13. The function 𝜁2(𝑢) − 𝜁2( ̃𝑢) satisfies

(𝜕𝑡 + 𝜕𝑥)(𝜁2(𝑢) − 𝜁2( ̃𝑢)) = 𝑤1(𝑢) − 𝑤1( ̃𝑢).

Thus, according to the characteristics formula

(𝜁2(𝑢, 𝑇, ⋅) − 𝜁2( ̃𝑢, 𝑇⋅), 𝜙) = ∫
[0,𝑇]×𝕋

(𝑤1(𝑢, 𝑠, 𝑥 + 𝑠 − 𝑇) − 𝑤1( ̃𝑢, 𝑠, 𝑥 + 𝑠 − 𝑇))𝜙 d𝑠 d𝑥.

Since 𝑤1(𝑢) = −𝜕𝑥𝑟1(𝑢), we integrate by parts to get

(𝜁2(𝑢, 𝑇, ⋅) − 𝜁2( ̃𝑢, 𝑇⋅), 𝜙) = ∫
[0,𝑇]×𝕋

(𝑟1(𝑢, 𝑠, 𝑥 + 𝑠 − 𝑇) − 𝑟1( ̃𝑢, 𝑠, 𝑥 + 𝑠 − 𝑇))𝜕𝑥𝜙 d𝑠 d𝑥.

Thus,

|(𝜁2(𝑢, 𝑇, ⋅) − 𝜁2( ̃𝑢, 𝑇⋅), 𝜙)| ≤ 𝐶‖𝑟1(𝑢) − 𝑟1( ̃𝑢)‖𝐿1𝑡𝐿1𝑥.

Recall that 𝑟1(𝑢, 𝑡, 𝑥) is a linear combination of quadratic terms involving 𝜁1(𝑢, 𝑡, 𝑥) and 𝜁1(𝑢, 𝑡, 𝑥), (see
lemma 13). Thus, writing 𝑎𝑎′ − 𝑏𝑏′ = ((𝑎 − 𝑏)(𝑎′ + 𝑏′) + (𝑎′ − 𝑏′)(𝑎 + 𝑏))/2, and using Hölder’s
inequality, we get

|(𝜁2(𝑢, 𝑇, ⋅) − 𝜁2( ̃𝑢, 𝑇⋅), 𝜙)| ≤ 𝐶‖𝜁1(𝑢 − �̃�)‖𝐿2𝑡𝐿2𝑥(‖𝜁1(𝑢)‖𝐿2𝑡𝐿2𝑥 + ‖𝜁1( ̃𝑢)‖𝐿2𝑡𝐿2𝑥).

Finally, the regularity estimate for the linear equation (proposition 9) proves the theorem.
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4.3 Quadratic drift
We prove in this section a “quadratic drift” result. Theorem 1 follows easily from this result. We keep
the notations 𝜁nl, 𝜁1, 𝛿1, etc. defined at the start of the previous subsection.

Lemma 28. LetΠ∶ 𝜁 ∈ 𝐿2(𝕋) ↦ (𝜁 − 𝜁(⋅ + 1))/2, which is the orthogonal projection on the reachable
space for the linearized equation (remark 7 and lemma 10). Let 𝑇 ∈ (1, 2). There exist 𝜙 ∈ 𝐶∞(𝕋),
𝑐 = 𝑐𝑇 > 0, and𝜂 > 0 such that for every𝑢 ∈ 𝐶0([0, 𝑇])with𝑢(0) = 0and ‖𝑢‖𝐶0 < 𝜂, ifΠ𝜁nl(𝑢, 𝑇, ⋅) = 0
and ∫𝑇

0 𝑢(𝑡) d𝑡 = 0,
(𝜙, 𝜁nl(𝑢, 𝑇, ⋅))𝐿2(𝕋) ≥ 𝑐‖𝑈‖2𝐿2(0,𝑇−1),

where 𝑈(𝑡) ≔ ∫𝑡
0 𝑢(𝑠) d𝑠.

Proof. Let 𝑇 ∈ (1, 2). Let 𝜂 > 0 such that lemma 26 holds. Reducing 𝜂 if necessary, we may assume
that 𝜂 < 1. Let 𝑢 ∈ 𝐶0(0, 𝑇) with 𝑢(0) = 0 and ‖𝑢‖𝐶0 < 𝜂 such that Π𝜁nl(𝑢, 𝑇, ⋅) = 0.
Step 1: There exists a control ̃𝑢 close to 𝑢 that steers the linearized equation from 0 to 0. We are looking
for a control ̃𝑢 close to 𝑢 such that 𝜁1(𝑢, 𝑇, ⋅) = 0. We look for ̃𝑢with the form ̃𝑢 = 𝑢+𝜈. The condition
𝜁1(𝑢 + 𝜈, 𝑇, ⋅) = 0 is equivalent to 𝜁1(𝑢, 𝑇, ⋅) = −𝜁1(𝜈, 𝑇, ⋅). Since Π𝜁nl(𝑢, 𝑇, ⋅) = 0 by hypothesis and
since Π𝜁1(𝑢, 𝑇, ⋅) = 𝜁1(𝑢, 𝑇, ⋅) (remark 7), we rewrite this as

𝜁1(𝜈, 𝑇, ⋅) = Π𝛿1(𝑢, 𝑇, ⋅). (41)

According to lemma 10, such a control 𝜈 exists, and we can also choose it such that ∫𝑇
0 𝜈(𝑡) d𝑡 = 0

and such that 𝒱(𝑡) ≔ ∫𝑡
0 𝜈(𝑠) d𝑠 satisfies ‖𝒱‖𝐿2(0,𝑇) ≤ 𝐶‖Π𝛿1(𝑢, 𝑇, ⋅)‖𝐿2 ≤ 𝐶‖𝛿1(𝑢, 𝑇, ⋅)‖𝐿2. According

to the estimate on 𝛿1 of lemma 26, this control is such that

‖𝒱‖𝐿2(0,𝑇) ≤ 𝐶‖𝑢‖𝐶0‖𝑈‖𝐿2(0,𝑇). (42)
Step 2: Estimating the difference (𝜁nl(𝑢, 𝑇, ⋅), 𝜙) − (𝜁2( ̃𝑢, 𝑇, ⋅), 𝜙). Since 𝜁1(𝑢, 𝑇, ⋅) is 1-antiperiodic
(remark 7), and since 𝜙 is 1-periodic, (𝜁1(𝑢, 𝑇, ⋅), 𝜙) = 0. Thus using the triangle inequality

||(𝜁nl(𝑢, 𝑇, ⋅) − 𝜁2( ̃𝑢, 𝑇, ⋅), 𝜙)|| = ||(𝜁nl(𝑢, 𝑇, ⋅) − 𝜁1(𝑢, 𝑇, ⋅) − 𝜁2( ̃𝑢, 𝑇, ⋅), 𝜙)||
≤ ||(𝜁nl(𝑢, 𝑇, ⋅) − 𝜁1(𝑢, 𝑇, ⋅) − 𝜁2(𝑢, 𝑇, ⋅), 𝜙)|| + ||(𝜁2(𝑢, 𝑇, ⋅) − 𝜁2( ̃𝑢, 𝑇, ⋅), 𝜙)||

The first termof the right-hand side is |(𝛿2(𝑢, 𝑇, ⋅), 𝜙)|, and according to lemma26, wehave |(𝛿2(𝑢, 𝑇, ⋅), 𝜙)| ≤
𝐶‖𝑈‖2𝐿2(0,𝑇)‖𝑢‖𝐶0. According to lemma 27, the second term is bounded by 𝐶‖𝒱‖𝐿2(0,𝑇)(‖𝑈‖𝐿2(0,𝑇) +
‖𝒱‖𝐿2(0,𝑇)). Thus,

||(𝜁nl(𝑢, 𝑇, ⋅) − 𝜁2( ̃𝑢, 𝑇, ⋅), 𝜙)|| ≤ 𝐶‖𝑈‖2𝐿2(0,𝑇)‖𝑢‖𝐶0 + 𝐶‖𝒱‖𝐿2(0,𝑇)(‖𝒱‖𝐿2(0,𝑇) + ‖𝑈‖𝐿2(0,𝑇)).

Now, plugging the estimate on ‖𝒱‖𝐿2(0,𝑇) (eq. (42)), we get

||(𝜁nl(𝑢, 𝑇, ⋅) − 𝜁2( ̃𝑢, 𝑇, ⋅), 𝜙)|| ≤ 𝐶‖𝑈‖2𝐿2(0,𝑇)‖𝑢‖𝐶0 + 𝐶‖𝑈‖𝐿2(0,𝑇)‖𝑢‖𝐶0(‖𝑈‖𝐿2(0,𝑇)‖𝑢‖𝐶0 + ‖𝑈‖𝐿2(0,𝑇))

= 𝐶‖𝑈‖2𝐿2(0,𝑇)‖𝑢‖𝐶0 + 𝐶‖𝑈‖2𝐿2(0,𝑇)‖𝑢‖𝐶0(‖𝑢‖𝐶0 + 1).

Since we assumed that ‖𝑢‖𝐶0 < 𝜂 < 1, we have

||(𝜁nl(𝑢, 𝑇, ⋅) − 𝜁2( ̃𝑢, 𝑇, ⋅), 𝜙)|| ≤ 𝐶‖𝑈‖2𝐿2(0,𝑇)‖𝑢‖𝐶0. (43)
Step 3: Using the coercivity of the kernel. According to the estimate (43) from previous step and the
inverse triangle inequality, we have

(𝜁nl(𝑢, 𝑇, ⋅), 𝜙) ≥ (𝜁2( ̃𝑢, 𝑇, ⋅), 𝜙) − ||(𝜁nl(𝑢, 𝑇, ⋅) − 𝜁2( ̃𝑢, 𝑇, ⋅), 𝜙)||
≥ (𝜁2( ̃𝑢, 𝑇, ⋅), 𝜙) − 𝐶‖𝑈‖2𝐿2(0,𝑇)‖𝑢‖𝐶0
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Recall that 𝜁1( ̃𝑢, 𝑇, ⋅) = 0, and ∫𝑇
0 𝑢(𝑡) d𝑇 = 0. Hence we can plug the the coercivity estimate of

proposition 19, which gives us

(𝜁nl(𝑢, 𝑇, ⋅), 𝜙) ≥ 3(2 − 𝑇)‖𝑈‖2𝐿2(0,𝑇−1) − 𝐶‖𝑢‖𝐶0‖𝑈‖2𝐿2(0,𝑇), (44)

where 𝑈(𝑠) = ∫𝑠
0 ̃𝑢(𝑠′) d𝑠′.

Step 4: Going back to 𝑈 instead of 𝑈. We now bound from below the term ‖𝑈‖2𝐿2(0,𝑇−1). We have

2(𝑈, 𝒱)𝐿2(0,𝑇−1) ≤
1
2‖𝑈‖

2
𝐿2(0,𝑇−1) + 2‖𝒱‖2𝐿2(0,𝑇−1).

Since, ̃𝑢 = 𝑢 + 𝜈, this implies

‖𝑈‖2𝐿2(0,𝑇−1) = ‖𝑈‖2𝐿2(0,𝑇−1) − 2(𝑈, 𝒱)𝐿2(0,𝑇−1) + ‖𝒱‖2𝐿2(0,𝑇−1)

≥ 1
2‖𝑈‖

2
𝐿2(0,𝑇−1) − ‖𝒱‖2𝐿2(0,𝑇−1).

Using the bound on ‖𝒱‖𝐿2(0,𝑇) (eq. (42)), we get

‖𝑈‖2𝐿2(0,𝑇−1) ≥
1
2‖𝑈‖

2
𝐿2(0,𝑇−1) − 𝐶‖𝑢‖2𝐶0‖𝑈‖2𝐿2(0,𝑇).

≥ 1
2‖𝑈‖

2
𝐿2(0,𝑇−1) − 𝐶‖𝑢‖𝐶0‖𝑈‖2𝐿2(0,𝑇) (45)

Plugging this into eq. (44), we get

(𝜁nl(𝑢, 𝑇, ⋅), 𝜙) ≥
3
2(2 − 𝑇)‖𝑈‖2𝐿2(0,𝑇−1) − 𝐶‖𝑢‖𝐶0‖𝑈‖2𝐿2(0,𝑇). (46)

Finally, we estimate ‖𝑈‖2𝐿2(0,𝑇) by ‖𝑈‖
2
𝐿2(0,𝑇−1). Since∫

𝑇
0 𝑢(𝑠) d𝑠 = 0 and since since 𝑢(𝑡+1) = 𝑢(𝑡)

(proposition 11) we get ∫𝑇−1
0 𝑢(𝑠) d𝑠 = 0. Thus, using again that 𝑢(𝑡 + 1) = 𝑢(𝑡) for 0 < 𝑡 < 𝑇 − 1 and

𝑢(𝑡) = 0 for 𝑇 − 1 < 𝑡 < 1, we get

𝑈(𝑡) = ∫
𝑡

0
𝑢(𝑠) d𝑠 = {

𝑈(𝑡) for 0 < 𝑡 < 𝑇 − 1
∫𝑇−1
0 𝑢(𝑠) d𝑠 + ∫𝑡

𝑇−1 0 d𝑠 = 0 for 𝑇 − 1 < 𝑡 < 1
∫𝑇−1
0 𝑢(𝑠) d𝑠 + ∫1

𝑇−1 0 d𝑠 + ∫𝑇
1 𝑢(𝑠 − 1) d𝑠 = 𝑈(𝑡 − 1) for 1 < 𝑡 < 𝑇

Thus, ‖𝑈‖2𝐿2(0,𝑇) = 2‖𝑈‖2𝐿2(0,𝑇−1). Plugging this into eq. (46), we get

(𝜙, 𝜁nl(𝑢, 𝑇, ⋅))𝐿2(𝕋) ≥
3
2(2 − 𝑇)‖𝑈‖2𝐿2(0,𝑇−1) − 𝐶‖𝑢‖𝐶0(0,𝑇)‖𝑈‖2𝐿2(0,𝑇−1).

Step 5: Conclusion. Finally, since ‖𝑢‖𝐶0(0,𝑇) < 𝜂, we rewrite this as

(𝜙, 𝜁nl(𝑢, 𝑇, ⋅))𝐿2(𝕋) ≥ (32(2 − 𝑇) − 𝐶𝜂)‖𝑈‖2𝐿2(0,𝑇−1).

If 𝜂 is small enough, this is the claimed lower bound.

A On the positivity of a class of quadratic forms
In this appendix, we sketch the proof of the following proposition.
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Proposition 29. Let 𝐼 = [𝑎, 𝑏] with 𝑎 < 𝑏, let 𝜙∶ 𝐼 → ℝ be 𝐶1 and such that 𝜙′ ≥ 𝑐 > 0 and 𝜙′ non
constant, and let 𝜖 ∈ ℝ. Set 𝐾(𝑠1, 𝑠2) ≔ (1 + 𝜖|𝑠2 − 𝑠1|)(𝜙(𝑠1 ∧ 𝑠2) − 𝜙(𝑠1 ∨ 𝑠2)), and denote by 𝑄𝐾 the
associated quadratic form, i.e., 𝑄𝐾(𝑢) ≔ ∫𝐼2 𝐾(𝑠1, 𝑠2)𝑢(𝑠1)𝑢(𝑠2) d𝑠1 d𝑠2. The following assertions are
equivalent:

1. There exists 𝑐 > 0 such that for every 𝑢 ∈ 𝐿2(𝐼) with ∫𝑏
𝑎 𝑢(𝑡) d𝑡 = 0, 𝑄𝐾(𝑢) > 𝑐‖𝑈‖2𝐿2(𝐼), where

𝑈(𝑡) ≔ ∫𝑡
𝑎 𝑢(𝑠) d𝑠;

2. ∫
𝐼
𝜙′(𝑠) d𝑠∫

𝐼

d𝑠
𝜙′(𝑠)

< (𝑏 − 𝑎 + 2𝜖−1)2.

On the other hand, if ∫𝐼 𝜙
′(𝑠) d𝑠 ∫𝐼(𝜙

′(𝑠))−1 d𝑠 > (𝑏 − 𝑎 + 2𝜖−1)2, there exists 𝑢1, 𝑢2 ∈ 𝐿2(𝐼) with
∫𝐼 𝑢1(𝑠) d𝑠 = ∫𝐼 𝑢2(𝑠) d𝑠 = 0 such that 𝑄𝐾(𝑢1) > 0 and 𝑄𝐾(𝑢2) < 0.

If 𝜖 = 0, the term (𝑏 − 𝑎 + 2𝜖−1)2 should be understood as +∞. The hypothesis that 𝜙′ is not
constant is useful to avoid some degeneracy several times in the proof, but the result still holds if 𝜙′ is
constant by perturbing 𝜙.

We first start by recasting the quadratic form in a more manageable way for us. This is done thanks
to the following lemma.

Lemma 30. Define 𝑄𝐾 as in proposition 29. Then, for every 𝑢 ∈ 𝐿2(𝐼) with ∫𝑇
0 𝑢(𝑡) d𝑡 = 0,

𝑄𝐾(𝑢) = 2∫
𝐼
𝜙′(𝑠)(𝑈(𝑠))2 d𝑠 + 2𝜖∫

𝐼
𝜙′(𝑠)𝑈(𝑠) d𝑠∫

𝐼
𝑈(𝑠) d𝑠,

where 𝑈(𝑡) ≔ ∫𝑡
𝑎 𝑢(𝑠) d𝑠. We will denote the right-hand side of the expression as 𝑄𝐾(𝑈) which makes

sense for each 𝑈 ∈ 𝐿2(𝐼). With this notation, 𝑄𝐾(𝑢) = 𝑄𝐾(𝑈).

This formula actually holds without the assumption 𝜙′(𝑠) ≥ 𝑐 > 0, with the same proof. Moreover,
we see that if 𝜖 = 0, and 𝜙′ ≥ 𝑐 > 0, 𝑄𝐾(𝑢) ≥ 2𝑐‖𝑈‖2𝐿2, so proposition 29 is trivial in this case. From
now on, we assume that 𝜖 ≠ 0.

Sketch of the proof. With 𝐾 as in proposition 29 and 𝑤, 𝑅 as in lemma 20, routine computations show
that 𝑤(𝑠) = 2𝜙′(𝑠) and 𝑅(𝑠1, 𝑠2) = 𝜖(𝜙′(𝑠1) + 𝜙′(𝑠2)). The terms 𝑔(𝑠) and 𝐾(𝑏, 𝑏) do not matter since
𝑈(𝑏) = 0.

The expression of this corollary suggests that we work in the weighted space 𝐿2𝜙′ ≔ 𝐿2(𝐼, 𝜙′(𝑠) d𝑠).
This is where the hypothesis 𝜙′(𝑠) > 0 is useful: to make sense of this space. We will denote ‖ ⋅ ‖𝜙′ the
norm in 𝐿2𝜙′ and (⋅, ⋅)𝜙′ the scalar product. The main consequence of working in this space is that on
a space of codimension 2, 𝑄𝐾(𝑢) = 2‖𝑈‖2𝜙′.

Lemma 31. Let 𝑄𝐾 as in lemma 30. Let 𝑆 be the symmetric operator (for the 𝐿2𝜙′ scalar product)
associated with 𝑄𝐾. Let 𝐸 ≔ {𝑈 ∈ 𝐿2𝜙′, ∫𝐼𝑈(𝑠) d𝑠 = ∫𝐼 𝜙

′(𝑠)𝑈(𝑠) d𝑠 = 0} and 𝐹 ≔ Span(1, (𝜙′)−1).
Then:

• 𝐸 is the orthogonal of 𝐹 (for the 𝐿2𝜙′ scalar product);

• 𝐸 and 𝐹 are stable by 𝑆;

• the restriction of 𝑆 on 𝐸 is 𝑆|𝐸 = 2𝐼.
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Sketch of the proof. The orthogonality of 𝐸 and 𝐹 results from simple computations. Since 𝐸 is of
codimension 2, 𝐸+𝐹 = 𝐿2𝜙′. For the other two points, let us denote𝑀(𝑈) the constant function equal
to ∫𝐼𝑈(𝑠) d𝑠 and𝑀

∗ the adjoint of this operator𝑀 for the 𝐿2𝜙′-scalar product. Routine computations
show that

𝑆(𝑈) = 2𝑈 + 𝜖(𝑀(𝑈) + 𝑀∗(𝑈)) = 2𝑈 + 𝜖 (∫
𝐼
𝑈(𝑠) d𝑠 + 1

𝜙′ ∫𝐼
𝜙′(𝑠)𝑈(𝑠) d𝑠) .

With this expression of 𝑆, the last two points are immediate.

With these lemmas, we can prove proposition 29.

Sketch of the proof of proposition 29. The main idea is that according to lemma 31, the only possible
counter examples to the coercivity inequality 𝑄𝐾(𝑈) ≥ 𝑐‖𝑈‖2𝜙′ are in 𝐹, thus we are left to study
whether a 2 × 2matrix is positive.

Let us first compute the matrix of the restriction of 𝑄𝐾 to 𝐹 in the basis (1, (𝜙′)−1). Here, we use
the fact that 𝜙′ is not constant; otherwise, the family (1, (𝜙′)−1) would not be linearly independent.
For simplicity, write 𝑈1 ≔ 1, 𝑈2 ≔ (𝜙′)−1, and𝑀(𝑈) the constant function equal to ∫𝐼𝑈(𝑠) d𝑠. Then,

𝐴 ≔ Matrix(𝑈1,𝑈2)(𝑄𝐾)|𝐹

= ( 2|𝑈1|2 + 2𝜖(𝑀(𝑈1), 𝑈1) 2(𝑈1, 𝑈2) + 𝜖(𝑀(𝑈1), 𝑈2) + 𝜖(𝑈1,𝑀(𝑈2))
2(𝑈1, 𝑈2) + 𝜖(𝑀(𝑈1), 𝑈2) + 𝜖(𝑈1,𝑀(𝑈2)) 2|𝑈2|2 + 2𝜖(𝑀(𝑈2), 𝑈2)

) ,

where all the norms and scalar products are taken in 𝐿2𝜙′. Finally, if we set 𝛼 ≔ ∫𝐼 𝜙
′(𝑠) d𝑠 and

𝛽 ≔ ∫𝐼(𝜙
′(𝑠))−1 d𝑠, some routine (again) computations prove that this matrix is

𝐴 = ( 2𝛼(1 + 𝜖(𝑏 − 𝑎)) 2(𝑏 − 𝑎) + 𝜖(𝑏 − 𝑎)2 + 𝜖𝛼𝛽
2(𝑏 − 𝑎) + 𝜖(𝑏 − 𝑎)2 + 𝜖𝛼𝛽 2𝛽(1 + 𝜖(𝑏 − 𝑎)) ) .

To study the positivity of 𝑄𝐾, we compute the trace and determinant of 𝐴. Routine computations
show that:

Tr(𝐴) = 2(𝛼 + 𝛽)(1 + 𝜖(𝑏 − 𝑎)) (47)
det(𝐴) = −𝜖2(𝛼𝛽 − (𝑏 − 𝑎)2)(𝛼𝛽 − (𝑏 − 𝑎 − 2𝜖−1)2) (48)

Finally, let us note that thanks to Cauchy-Schwarz inequality, (𝑏 − 𝑎)2 < 𝛼𝛽, where the inequality
is strict because we assumed that 𝜙′ is not constant.
Step 1: 1. ⟹ 2. If assertion 1 holds, 𝑄𝐾 is positive definite, thus, the matrix 𝐴 is positive definite.
Hence, det(𝐴) > 0. Since (𝑏 − 𝑎)2 < 𝛼𝛽, according to the expression (48) of det(𝐴), we have
𝛼𝛽 < (𝑏 − 𝑎 + 2𝜖−1), which is exactly assertion 2.
Step 2: 2. ⟹ 1. If assertion 2 holds, according to expression (48) of det(𝐴) and the fact (𝑏−𝑎)2 < 𝛼𝛽,
we have det(𝐴) > 0. Moreover, since (𝑏 − 𝑎)2 < 𝛼𝛽 < (𝑏 − 𝑎+ 2𝜖−1)2, we have 𝑏 − 𝑎 < |𝑏 − 𝑎+ 2𝜖−1|,
i.e., 𝑏 − 𝑎 < 𝑏 − 𝑎 + 2𝜖−1 or 𝑏 − 𝑎 < −(𝑏 − 𝑎) − 2𝜖−1. In both cases, we get 1 + 𝜖(𝑏 − 𝑎) > 0. Hence,
according to the expression (47) of Tr(𝐴), we have Tr(𝐴) > 0. Thus, 𝐴 is positive definite. Finally,
according to lemma 31, we deduce that for each 𝑈 ∈ 𝐿2, 𝑄𝐾(𝑈) > 𝑐‖𝑈‖2𝜙′. Since 𝜙′ ≥ 𝑐 > 0, the 𝐿2𝜙′
and 𝐿2 norm are equivalent, hence assertion 1 holds.
Step 3: Last assertion. If 𝛼𝛽 > (𝑏 − 𝑎 + 2𝜖−1), according to expression (48) of det(𝐴) and the fact
(𝑏 − 𝑎)2 < 𝛼𝛽, we have det(𝐴) < 0, hence 𝐴 has a positive and a negative eigenvalue, and so do
𝑄𝐾. Hence, we can find 𝑈1, 𝑈2 ∈ 𝐿2(𝐼) such that 𝑄𝐾(𝑈1) > 0 and 𝑄𝐾(𝑈2) < 0. By approximating in
𝐿2-norm 𝑈𝑖 by some 𝑈𝑖 ∈ 𝐻1

0(𝐼), we find 𝑈1, 𝑈2 ∈ 𝐻1
0(𝐼) such that 𝑄𝐾(𝑈1) > 0 and 𝑄𝐾(𝑈2) < 0. Since

𝑄𝐾(𝑈 ′) = 𝑄𝐾(𝑈), this proves the proposition.

29



Acknowledgments. A. Koenig thanks Karine Beauchard, FrédéricMarbach andMégane Bournissou
for many interesting discussions and suggestions to strengthen the results.

A. Koenig is partially supported by a public grant overseen by the French National Research
Agency (ANR) as part of the “Investissements d’Avenir”’s program of the Idex PSL reference ANR-10-
IDEX-0001-02 PSL.

References
[1] Farid Ammar-Khodja, Assia Benabdallah, Manuel González-Burgos, and Luz De Teresa. “Re-

cent Results on the Controllability of Linear Coupled Parabolic Problems: A Survey”. In:Math-
ematical Control and Related Fields 1.3 (Sept. 2011), pp. 267–306.

[2] Georges Bastin and Jean-Michel Coron. Stability and Boundary Stabilization of 1-D Hyperbolic
Systems. Vol. 88. Basel: Birkhäuser/Springer, 2016. xiv + 307.

[3] Karine Beauchard, Jérémi Dardé, and Sylvain Ervedoza. “Minimal Time Issues for the Ob-
servability of Grushin-type Equations”. In: Annales de l’Institut Fourier 70.1 (2020), pp. 247–
312.

[4] Karine Beauchard, Bernard Helffer, Raphael Henry, and Luc Robbiano. “Degenerate Parabolic
Operators of Kolmogorov Type with a Geometric Control Condition”. In: ESAIM: Control Optim.
Calc. Var. 21.2 (Apr. 2015), pp. 487–512.

[5] Karine Beauchard and Frédéric Marbach. “Quadratic Obstructions to Small-Time Local Con-
trollability for Scalar-Input Systems”. In: J. Differential Equations 264.5 (2018), pp. 3704–3774.

[6] Karine Beauchard and Frédéric Marbach. “Unexpected Quadratic Behaviors for the Small-Time
Local Null Controllability of Scalar-Input Parabolic Equations”. In: J. Math. Pures Appl. (9) 136
(2020), pp. 22–91. arXiv: 1712.09790.

[7] Karine Beauchard and Morgan Morancey. “Local Controllability of 1D Schrödinger Equations
with Bilinear Control andMinimal Time”. In:Math. Control Relat. Fields 4.2 (2014), pp. 125–160.

[8] Assia Benabdallah, Franck Boyer, and Morgan Morancey. “Une Méthode Des Moments Par
Blocs Pour Gérer La Condensation Spectrale Dans LES Problèmes de Contrôle Parabolique”. In:
Ann. Henri Lebesgue 3 (2020), pp. 717–793.

[9] Mégane Bournissou. Local Controllability in Small Time of the Bilinear Schrödinger Equation,
Despite a Quadratic Obstruction, Thanks to a Cubic Term. Preprint. 2022.

[10] Mégane Bournissou. Quadratic Behaviors of the 1D Linear Schrödinger Equation with Bilinear
Control. Version 1. Preprint. Nov. 2021. arXiv: 2111.01476 [math].

[11] Jean-Michel Coron. Control and Nonlinearity. Mathematical Surveys and Monographs 143.
Boston, MA, USA: American Mathematical Society, 2007.

[12] Jean-Michel Coron. “Local Controllability of a 1-D Tank Containing a Fluid Modeled by the
ShallowWater Equations”. In: ESAIM, Control Optim. Calc. Var. 8 (2002), pp. 513–554.

[13] Jean-Michel Coron. “On the Small-Time Local Controllability of a Quantum Particle in a
Moving One-Dimensional Infinite Square Potential Well”. In: C. R. Math. Acad. Sci. Paris 342.2
(2006), pp. 103–108.

[14] Jean-Michel Coron and Emmanuelle Crépeau. “Exact Boundary Controllability of a Nonlinear
KdV Equation with Critical Lengths”. In: J. Eur. Math. Soc. (JEMS) 6.3 (2004), pp. 367–398.

[15] Jean-Michel Coron, Armand Koenig, and Hoai-Minh Nguyen. On the Small-Time Local Con-
trollability of a KdV System for Critical Lengths. Oct. 2020. hal-02981071.

30

https://arxiv.org/abs/1712.09790
https://arxiv.org/abs/2111.01476
https://hal.archives-ouvertes.fr/hal-02981071


[16] Jean-Michel Coron and Hoai-Minh Nguyen. “Finite-Time Stabilization in Optimal Time of
Homogeneous Quasilinear Hyperbolic Systems in One Dimensional Space”. In: ESAIM, Control
Optim. Calc. Var. 26 (2020), p. 24.

[17] Jean-Michel Coron andHoai-MinhNguyen. “Null-Controllability of Linear Hyperbolic Systems
in One Dimensional Space”. In: Syst. Control Lett. 148 (2021), p. 8.

[18] Jean-Michel Coron and Hoai-Minh Nguyen. “Optimal Time for the Controllability of Lin-
ear Hyperbolic Systems in One-Dimensional Space”. In: SIAM J. Control Optim. 57.2 (2019),
pp. 1127–1156.

[19] François Dubois, Nicolas Petit, and Pierre Rouchon. “Motion Planning and Nonlinear Sim-
ulations for a Tank Containing a Fluid”. In: 1999 European Control Conference (ECC). 1999
European Control Conference (ECC). Aug. 1999, pp. 3232–3237.

[20] Michel Duprez and Armand Koenig. “Control of the Grushin Equation: Non-Rectangular
Control Region and Minimal Time”. In: ESAIM Control Optim. Calc. Var. 26 (2020), Paper No. 3,
18.

[21] Ta Tsien Li andWen Ci Yu. Boundary Value Problems for Quasilinear Hyperbolic Systems. Duke
University Mathematics Series, V. Duke University, Mathematics Department, Durham, NC,
1985. viii+325.

[22] Frédéric Marbach. “An Obstruction to Small-Time Local Null Controllability for a Viscous
Burgers’ Equation”. In: Ann. Sci. Éc. Norm. Supér. (4) 51.5 (2018), pp. 1129–1177.

[23] G. Perla Menzala, C. F. Vasconcellos, and E. Zuazua. “Stabilization of the Korteweg-de Vries
Equation with Localized Damping”. In: Q. Appl. Math. 60.1 (2002), pp. 111–129.

[24] A. Pazy. Semigroups of Linear Operators and Applications to Partial Differential Equations.
Vol. 44. Applied Mathematical Sciences. Springer-Verlag, New York, 1983. viii+279.

[25] Lionel Rosier. “Exact BoundaryControllability for theKorteweg-deVries Equation on aBounded
Domain”. In: ESAIM Control Optim. Calc. Var. 2 (1997), pp. 33–55.

31


	Introduction
	Statement of the main result
	The main ideas of the proof and the organization of the paper
	Bibliographical comments

	Preliminary properties of the linearized system
	Periodic change of variables
	Control of the linearized system

	Second-order approximation for the nonlinear system system
	Periodic change of variables
	Kernel for ₂
	Coercivity of the kernel

	Nonlinear equation
	Well-posedness of the water-tank system
	Error estimates
	Quadratic drift

	On the positivity of a class of quadratic forms

