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#### Abstract

We present a simple proof of the Riemann's Hypothesis (RH) where only undergraduate mathematics is needed.
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## 1 The Riemann Hypothesis

### 1.1 The importance of the Riemann Hypothesis

The prime number theorem gives us the average distribution of the primes. The Riemann hypothesis tells us about the deviation from the average. Formulated in Riemann's 1859 paper[1], it asserts that all the 'non-trivial' zeros of the zeta function are complex numbers with real part $1 / 2$.

### 1.2 Riemann Zeta Function

For a complex number $s$ where $\Re(s)>1$, the Zeta function is defined as the sum of the following series:

$$
\begin{equation*}
\zeta(s)=\sum_{n=1}^{+\infty} \frac{1}{n^{s}} \tag{1}
\end{equation*}
$$

In his 1859 paper[1], Riemann went further and extended the zeta function $\zeta(s)$, by analytical continuation, to an absolutely convergent function in the half plane $\Re(s)>0$, minus a simple pole at $\mathrm{s}=1$ :

$$
\begin{equation*}
\zeta(s)=\frac{s}{s-1}-s \int_{1}^{+\infty} \frac{\{x\}}{x^{s+1}} d x \tag{2}
\end{equation*}
$$

Where $\{x\}=x-[x]$ is the fractional part and $[x]$ is the integer part of $x$. Riemann also obtained the analytic continuation of the zeta function to the whole complex plane.

[^0]Riemann[1] has shown that Zeta has a functional equatior ${ }^{11}$

$$
\begin{equation*}
\zeta(s)=2^{s} \pi^{s-1} \sin \left(\frac{\pi s}{2}\right) \Gamma(1-s) \zeta(1-s) \tag{4}
\end{equation*}
$$

Where $\Gamma(s)$ is the Gamma function. Using the above functional equation, Riemann has shown that the non-trivial zeros of $\zeta$ are located symmetrically with respect to the line $\Re(s)=1 / 2$, inside the critical strip $0<\Re(s)<1$. Riemann has conjectured that all the non trivial-zeros are located on the critical line $\Re(s)=1 / 2$. In 1921, Hardy \& Littlewood[2,3, 6] showed that there are infinitely many zeros on the critical line. In 1896, Hadamard and De la Vallée Poussin [2,3] independently proved that $\zeta(s)$ has no zeros of the form $s=1+i t$ for $t \in \mathbb{R}$. Some of the known results[2, 3] of $\zeta(s)$ are as follows:

- $\zeta(s)$ has no zero for $\Re(s)>1$.
- $\zeta(s)$ has no zero of the form $s=1+i \tau$. i.e. $\zeta(1+i \tau) \neq 0, \forall \tau$.
- $\zeta(s)$ has a simple pole at $s=1$ with residue 1 .
- $\zeta(s)$ has all the trivial zeros at the negative even integers $s=-2 k$, $k \in \mathbb{N}^{*}$.
- The non-trivial zeros are inside the critical strip: i.e. $0<\Re(s)<1$.
- If $\zeta(s)=0$, then $1-s, \bar{s}$ and $1-\bar{s}$ are also zeros of $\zeta$ : i.e. $\zeta(s)=$ $\zeta(1-s)=\zeta(\bar{s})=\zeta(1-\bar{s})=0$.
Therefore, to prove the "Riemann Hypothesis" (RH), it is sufficient to prove that $\zeta$ has no zero on the right hand side $1 / 2<\Re(s)<1$ of the critical strip.


### 1.3 Proof of the Riemann Hypothesis

Let's take a complex number $s$ such that $s=\sigma+i \tau$. Unless we explicitly mention otherwise, let's suppose that $0<\sigma<1, \tau>0$ and $\zeta(s)=0$.

We have from the Riemann's integral above:

$$
\begin{equation*}
\zeta(s)=\frac{s}{s-1}-s \int_{1}^{+\infty} \frac{\{x\}}{x^{s+1}} d x \tag{5}
\end{equation*}
$$

We have $s \neq 1, s \neq 0$ and $\zeta(s)=0$, therefore:

$$
\begin{equation*}
\frac{1}{s-1}=\int_{1}^{+\infty} \frac{\{x\}}{x^{s+1}} d x \tag{6}
\end{equation*}
$$

Or in other terms:

$$
\begin{equation*}
\frac{1}{\sigma+i \tau-1}=\int_{1}^{+\infty} \frac{\{x\}}{x^{\sigma+i \tau+1}} d x \tag{7}
\end{equation*}
$$

[^1]Let's denote the following functions:

$$
\begin{align*}
\epsilon(x) & =\{x\}  \tag{8}\\
\phi(x) & =\{x\}(1-\{x\})  \tag{9}\\
\Psi(x) & =\int_{1}^{x} d x \epsilon(x)  \tag{10}\\
K(\sigma, \tau) & =\frac{\tau}{(1-\sigma)^{2}+\tau^{2}} \tag{11}
\end{align*}
$$

To continue, we will prove the following lemmas.
Lemma 1.1. Let's consider two variables $\sigma$ and $\tau$ such that $\sigma>0$ and $\tau>0$. Let's define two integrals $I(a, \sigma, \tau)$ and $J(a, \sigma, \tau)$ as follows:

$$
\begin{align*}
& I(a, \sigma, \tau)=\int_{1}^{a} \frac{\sin (\tau \ln (x))}{x^{\sigma}} d x  \tag{12}\\
& J(a, \sigma, \tau)=\int_{1}^{a} \frac{\cos (\tau \ln (x))}{x^{\sigma}} d x \tag{13}
\end{align*}
$$

Therefore
$I(a, \sigma, \tau)=K(\sigma, \tau)\left(1-\frac{\cos (\tau \ln (a))}{a^{\sigma-1}}-\frac{(\sigma-1)}{\tau} \frac{\sin (\tau \ln (a))}{a^{\sigma-1}}\right)$
$J(a, \sigma, \tau)=K(\sigma, \tau)\left(\frac{(\sigma-1)}{\tau}-\frac{(\sigma-1)}{\tau} \frac{\cos (\tau \ln (a))}{a^{\sigma-1}}+\frac{\sin (\tau \ln (a))}{a^{\sigma-1}}\right)$
Proof. Let's consider two variables $\sigma$ and $\tau$ such that $\sigma>0$ and $\tau>0$. Let's take $a>1$.

$$
\begin{align*}
I(a, \sigma, \tau) & =\int_{1}^{a} \frac{\sin (\tau \ln (x))}{x^{\sigma}} d x  \tag{16}\\
& =\int_{0}^{\ln (a)} \sin (\tau x) e^{(1-\sigma) x} d x  \tag{17}\\
& =K(\sigma, \tau)\left(1-\frac{\cos (\tau \ln (a))}{a^{\sigma-1}}-\frac{(\sigma-1)}{\tau} \frac{\sin (\tau \ln (a))}{a^{\sigma-1}}\right) \tag{18}
\end{align*}
$$

And the same for $J(a, \sigma, \tau)$ for $a>0$ :

$$
\begin{align*}
J(a, \sigma, \tau) & =\int_{1}^{a} \frac{\cos (\tau \ln (x))}{x^{\sigma}} d x  \tag{19}\\
& =\int_{0}^{\ln (a)} \cos (\tau x) e^{(1-\sigma) x} d x  \tag{20}\\
& =K(\sigma, \tau)\left(\frac{(\sigma-1)}{\tau}-\frac{(\sigma-1)}{\tau} \frac{\cos (\tau \ln (a))}{a^{\sigma-1}}+\frac{\sin (\tau \ln (a))}{a^{\sigma-1}}\right) \tag{21}
\end{align*}
$$

Lemma 1.2. The function $\epsilon(x)$ is piecewise continuous on $[0,+\infty)$ and its primitive function $\Psi(x)$ is defined as follows:

$$
\begin{equation*}
\Psi(x)=\frac{1}{2}(x-1-\phi(x)) \tag{22}
\end{equation*}
$$

Let's consider two variables $\sigma$ and $\tau$ such that $0<\sigma<1$ and $\tau>0$ such that $s=\sigma+i \tau$ is a zeta zero. Therefore:

$$
\begin{equation*}
\int_{1}^{+\infty} d x \frac{\Psi(x)}{x^{2+s}}=\frac{1}{(s-1)(1+s)} \tag{23}
\end{equation*}
$$

And

$$
\begin{equation*}
\int_{1}^{+\infty} d x \frac{\phi(x)}{x^{2+s}}=\frac{1}{s(1-s)} \tag{24}
\end{equation*}
$$

Proof. We will need the function $\phi$ as you will see later that we need a continuous function instead of a piecewise one like the function $\epsilon$.
Let's take $x>1$ a real number. Let's denote $n_{x}=\lfloor x\rfloor$ be the integer part of $x$. We have $n_{x}=x-\{x\}$. Therefore, we can write the following:

$$
\begin{align*}
\Psi(x) & =\int_{1}^{x} \epsilon(t) d t  \tag{25}\\
& =\sum_{n=1}^{n_{x}-1} \int_{n}^{n+1}\{t\} d t+\int_{n_{x}}^{x}\{t\} d t  \tag{26}\\
& =\sum_{n=1}^{n_{x}-1} \int_{n}^{n+1}(t-n) d t+\int_{n_{x}}^{x}\left(t-n_{x}\right) d t  \tag{27}\\
& =\sum_{n=1}^{n_{x}-1} \frac{1}{2}+\frac{1}{2}\left(x-n_{x}\right)^{2}  \tag{28}\\
& =\frac{1}{2}\left(n_{x}-1+\{x\}^{2}\right)  \tag{29}\\
& =\frac{1}{2}\left(x-1-\{x\}+\{x\}^{2}\right) \tag{30}
\end{align*}
$$

This prove the equation (23).
Let's prove the second point of the lemma. Let's define the integral $I_{\epsilon}(s)$ as follows:

$$
\begin{equation*}
I_{\epsilon}(s)=\int_{1}^{+\infty} d x \frac{\epsilon(x)}{x^{1+s}} \tag{31}
\end{equation*}
$$

The function $x \rightarrow \frac{\epsilon(x)}{x^{1+s}}$ is integrable on $[1,+\infty)$ and thanks to the integration by parts, we can write the following:

$$
\begin{align*}
I_{\epsilon}(s) & =\int_{1}^{+\infty} d x \frac{\epsilon(x)}{x^{1+s}}  \tag{32}\\
& =\left[\frac{\Psi(x)}{x^{1+s}}\right]_{x=1}^{+\infty}+(1+s) \int_{1}^{+\infty} d x \frac{\Psi(x)}{x^{2+s}}  \tag{33}\\
& =(1+s) \int_{1}^{+\infty} d x \frac{\Psi(x)}{x^{2+s}} \tag{34}
\end{align*}
$$

Since, $s$ is a zeta zero, from the equation (6), we have:

$$
\begin{equation*}
I_{\epsilon}(s)=\frac{1}{s-1} \tag{35}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\int_{1}^{+\infty} d x \frac{\Psi(x)}{x^{2+s}}=\frac{1}{(s-1)(s+1)} \tag{36}
\end{equation*}
$$

Thanks to equation (23), we can write:

$$
\begin{align*}
\int_{1}^{+\infty} d x \frac{\phi(x)}{x^{2+s}} & =\int_{1}^{+\infty} d x \frac{(x-1)}{x^{2+s}}-2 \int_{1}^{+\infty} d x \frac{\Psi(x)}{x^{2+s}}  \tag{37}\\
& =\frac{1}{s}-\frac{1}{s+1}-\frac{2}{(s-1)(s+1)}  \tag{38}\\
& =\frac{1}{s(1-s)} \tag{39}
\end{align*}
$$

Lemma 1.3. Let's consider two variables $\sigma$ and $\tau$ such that $0<\sigma<1$, $\tau>0$ and $s=\sigma+i \tau$ is a zeta zero. Let's define the sequence of functions $\phi_{n}$ and $\psi_{n}$ over $[0,+\infty)$ and $\bar{\phi}_{n}$ over $[1,+\infty)$ such that $\phi_{0}(x)=\bar{\phi}_{0}(x)=$ $\phi(x)$ and for each $n \geq 1, \phi_{n}(0)=0$, and:

$$
\begin{align*}
\phi_{n+1}(x) & =\frac{1}{x} \int_{0}^{x} d t \phi_{n}(t) & & \text { for } x>0  \tag{40}\\
\bar{\phi}_{n+1}(x) & =\frac{1}{x} \int_{1}^{x} d t \bar{\phi}_{n}(t) & & \text { for } x \geq 1  \tag{41}\\
\psi_{n}(x) & =\frac{x}{2^{n}}-\frac{x^{2}}{3^{n}} & & \text { for } x \geq 0 \tag{42}
\end{align*}
$$

Therefore:

1. For each $n \geq 1$ :

$$
\begin{equation*}
\int_{1}^{+\infty} d x \frac{\phi_{n}(x)}{x^{2+s}}=\frac{1}{s 2^{n}}+\frac{1}{(1-s) 3^{n}} \tag{43}
\end{equation*}
$$

2. For each $n$ :

$$
\begin{equation*}
\int_{1}^{+\infty} d x \frac{\phi_{n}(x)}{x^{3-s}}=\frac{1}{(1-s) 2^{n}}+\frac{1}{s 3^{n}} \tag{44}
\end{equation*}
$$

3. For each $x \geq 1$ :

$$
\begin{equation*}
\phi_{n}(x)=\bar{\phi}_{n}(x)+\frac{1}{2^{n} x} \sum_{k=0}^{n-1} \frac{2^{k} \ln ^{k}(x)}{k!}-\frac{1}{3^{n} x} \sum_{k=0}^{n-1} \frac{3^{k} \ln ^{k}(x)}{k!} \tag{45}
\end{equation*}
$$

4. For each $n$ and $x \geq 1$ :

$$
\begin{equation*}
\overline{\phi_{n}}(x)=\frac{1}{(n-1)!} \frac{1}{x} \int_{1}^{x} d t \overline{\phi_{0}}(t)\left(\ln \left(\frac{x}{t}\right)\right)^{n-1} \tag{46}
\end{equation*}
$$

5. For each $x \geq 0$ :

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} 2^{n} \phi_{n}(x)=x \tag{47}
\end{equation*}
$$

6. For each $x \geq 0$ :

$$
\begin{equation*}
0 \leq 2^{n} \phi_{n}(x) \leq x \tag{48}
\end{equation*}
$$

7. For each $x \geq 0$ :

$$
\begin{equation*}
\psi_{n}(x)=\overline{\psi_{n}}(x)+\frac{1}{2^{n} x} \sum_{k=0}^{n-1} \frac{2^{k} \ln ^{k}(x)}{k!}-\frac{1}{3^{n} x} \sum_{k=0}^{n-1} \frac{3^{k} \ln ^{k}(x)}{k!} \tag{49}
\end{equation*}
$$

Where

$$
\begin{equation*}
\overline{\psi_{n}}(x)=\frac{1}{(n-1)!} \frac{1}{x} \int_{1}^{x} d t\left(t-t^{2}\right)\left(\ln \left(\frac{x}{t}\right)\right)^{n-1} \tag{50}
\end{equation*}
$$

Proof. We have $s=\sigma+i \tau$ a zeta zero. The lemma 1.2 calculates the integral $A(s)$ as follows:

$$
\begin{equation*}
A(s)=\int_{1}^{+\infty} d x \frac{\phi_{0}(x)}{x^{2+s}}=\frac{1}{s(1-s)} \tag{51}
\end{equation*}
$$

We use the integration by parts to write the following:

$$
\begin{align*}
A(s) & =\int_{1}^{+\infty} d x \frac{\phi_{0}(x)}{x^{2+s}}  \tag{52}\\
& =\left[\frac{1}{x^{2+s}} \int_{0}^{x} d x \phi_{0}(x)\right]_{1}^{+\infty}+(2+s) \int_{1}^{+\infty} d x \frac{\phi_{1}(x)}{x^{2+s}}  \tag{53}\\
& =-\int_{0}^{1} d x \phi_{0}(x)+(2+s) \int_{1}^{+\infty} d x \frac{\phi_{1}(x)}{x^{2+s}}  \tag{54}\\
& =-\int_{0}^{1} d x \phi_{0}(x)-(2+s) \int_{0}^{1} d x \phi_{1}(x)+(2+s)^{2} \int_{1}^{+\infty} d x \frac{\phi_{2}(x)}{x^{2+s}}  \tag{55}\\
& \cdots  \tag{56}\\
& =-\sum_{k=0}^{n}(2+s)^{k} \int_{0}^{1} d x \phi_{k}(x)+(2+s)^{n+1} \int_{1}^{+\infty} d x \frac{\phi_{n+1}(x)}{x^{2+s}} \tag{57}
\end{align*}
$$

We could do the above integration by parts because the functions $x \rightarrow \frac{\phi_{k}(x)}{x^{2+s}}$ are piecewise continuous ${ }^{2}$ and integrable over $[1,+\infty)$ as they are dominated by the function $x \rightarrow \frac{1}{x^{2+\sigma}}$ that is integrable over $[1,+\infty)$. In fact, we can prove that the functions $\phi_{k}$ are non-negative and bounded by 1 as we can prove by recurrence that for each $k$ for each $x>0$ that:

$$
\begin{equation*}
0<\phi_{k+1}(x)=\frac{1}{x} \int_{0}^{x} d t \phi_{k}(t) \leq \frac{1}{x} \int_{0}^{x} 1 d t=1 \tag{58}
\end{equation*}
$$

[^2]This can be proven by recurrence using the fact that it is true for the initial case as we have for each $x \geq 0$ :

$$
\begin{equation*}
0 \leq \phi_{0}(x)=\{x\}(1-\{x\}) \leq 1 \tag{59}
\end{equation*}
$$

Now, we need to calculate the integrals $I_{k}$ for $k \geq 0$ :

$$
\begin{equation*}
I_{k}=\int_{0}^{1} d x \phi_{k}(x) \tag{60}
\end{equation*}
$$

For $x \in(0,1)$, we have:

$$
\begin{equation*}
\phi_{0}(x)=x-x^{2} \tag{61}
\end{equation*}
$$

And

$$
\begin{equation*}
\phi_{1}(x)=\frac{x}{2}-\frac{x^{2}}{3} \tag{62}
\end{equation*}
$$

Therefore, we can write for each $k$ for $x \in(0,1)$ :

$$
\begin{equation*}
\phi_{k}(x)=\frac{x}{2^{k}}-\frac{x^{2}}{3^{k}} \tag{63}
\end{equation*}
$$

Therefore, for each $k \geq 1$ :

$$
\begin{equation*}
I_{k}=\frac{1}{2^{k+1}}-\frac{1}{3^{k+1}} \tag{64}
\end{equation*}
$$

Therefore, we can conclude:

$$
\begin{equation*}
A(s)=\frac{1}{s(1-s)}+(2+s)^{n+1}\left[\int_{1}^{+\infty} d x \frac{\phi_{n+1}(x)}{x^{2+s}}-\left(\frac{1}{s 2^{n+1}}+\frac{1}{(1-s) 3^{n+1}}\right)\right] \tag{65}
\end{equation*}
$$

Since $2+s \neq 0$ and $3-s \neq 0$, we conculde the result of our lemma.
The point 3) can be proved by recurrence. For $n=0$. We have $\phi_{0}(x)=\overline{\phi_{0}}(x)$. Let's assume that it is true till $n$ and let's prove for $n+1$. We have:

$$
\begin{align*}
\phi_{n+1}(x)= & \frac{1}{x} \int_{0}^{1} d t \phi_{n}(t)+\frac{1}{x} \int_{1}^{x} d t \phi_{n}(t)  \tag{66}\\
= & \frac{1}{x}\left(\frac{1}{2^{n+1}}-\frac{1}{3^{n+1}}\right)+\frac{1}{x 2^{n}} \int_{1}^{x} \frac{d t}{t} \sum_{k=0}^{n-1} \frac{2^{k} \ln ^{k}(t)}{k!}  \tag{67}\\
& -\frac{1}{x 3^{n}} \int_{1}^{x} \frac{d t}{t} \sum_{k=0}^{n-1} \frac{3^{k} \ln ^{k}(t)}{k!}+\frac{1}{x} \int_{1}^{x} d t \overline{\phi_{n}}(t)  \tag{68}\\
= & \frac{1}{x}\left(\frac{1}{2^{n+1}}-\frac{1}{3^{n+1}}\right)+\frac{1}{x 2^{n+1}} \sum_{k=0}^{n-1} \frac{2^{k+1} \ln ^{k+1}(x)}{(k+1)!}  \tag{69}\\
& -\frac{1}{x 3^{n+1}} \sum_{k=0}^{n-1} \frac{3^{k+1} \ln ^{k+1}(x)}{(k+1)!}+\overline{\phi_{n+1}}(x) \tag{70}
\end{align*}
$$

Let's prove the $4^{\text {th }}$ point. We proceed by recurrence. For $n=1$, we retrieve the definition of $\overline{\phi_{1}}(x)$. Let's assume that it is true up to $n$ and let's prove it for $n+1$. We have thanks to the integral order change:

$$
\begin{align*}
\bar{\phi}_{n+1}(x) & =\frac{1}{x} \int_{1}^{x} d t \bar{\phi}_{n}(t)  \tag{71}\\
& =\frac{1}{(n-1)!} \frac{1}{x} \int_{1}^{x} \frac{d t}{t} \int_{1}^{t} d s \bar{\phi}_{0}(s)\left(\ln \left(\frac{t}{s}\right)\right)^{n-1}  \tag{72}\\
& =\frac{1}{(n-1)!} \frac{1}{x} \int_{1}^{x} d s \bar{\phi}_{0}(s) \int_{s}^{x} \frac{d t}{t}\left(\ln \left(\frac{t}{s}\right)\right)^{n-1}  \tag{73}\\
& =\frac{1}{n!} \frac{1}{x} \int_{1}^{x} d s \bar{\phi}_{0}(s)\left(\ln \left(\frac{x}{s}\right)\right)^{n} \tag{74}
\end{align*}
$$

And this proves our point of the lemma.
Let's now prove the fifth point. Let's take $x \geq 1$. Thanks to d'Alembert's criterion, we have for each $s \in[1, x], \lim _{n \rightarrow+\infty} \frac{2^{n}\left(\ln \left(\frac{x}{s}\right)\right)^{n}}{n!}=0$. From the point (4) of this lemma, we apply the dominated convergence theorem to prove that:

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} 2^{n} \bar{\phi}_{n}(x)=\frac{1}{x} \int_{1}^{x} \lim _{n \rightarrow+\infty} \frac{2^{n}\left(\ln \left(\frac{x}{s}\right)\right)^{n}}{n!} \bar{\phi}_{0}(s) d s=0 \tag{75}
\end{equation*}
$$

From point (3), we can conclude that:

$$
\begin{align*}
\lim _{n \rightarrow+\infty} 2^{n} \phi_{n}(x) & =\lim _{n \rightarrow+\infty}\left(2^{n} \bar{\phi}_{n}(x)+\frac{1}{x}\left[\sum_{k=0}^{n-1} \frac{2^{k} \ln ^{k}(x)}{k!}-\left(\frac{2}{3}\right)^{n} \sum_{k=0}^{n-1} \frac{3^{k} \ln ^{k}(x)}{k!}\right]\right)  \tag{76}\\
& =\lim _{n \rightarrow+\infty} \frac{1}{x}\left[\sum_{k=0}^{n-1} \frac{\ln ^{k}\left(x^{2}\right)}{k!}-\left(\frac{2}{3}\right)^{n} \sum_{k=0}^{n-1} \frac{\ln ^{k}\left(x^{3}\right)}{k!}\right]  \tag{77}\\
& =\frac{1}{x} \exp \left(\ln \left(x^{2}\right)\right)=x \tag{78}
\end{align*}
$$

For $0 \leq x<1$, we have from equation (63), $\phi_{n}(x)=\frac{x}{2^{n}}-\frac{x^{2}}{3^{n}}$, for each $n \geq 0$. Therefore $\lim _{n \rightarrow+\infty} 2^{n} \phi_{n}(x)=x$. Hence the proof of the point (5). Let's now prove the point (6). We have for each $x>0$ :

$$
\begin{equation*}
0 \leq \phi_{0}(x) \leq x \tag{79}
\end{equation*}
$$

Therefore by integrating the equation above we get:

$$
\begin{equation*}
0 \leq \frac{1}{x} \int_{0}^{x} d t \phi_{0}(t) \leq \frac{1}{x} \int_{0}^{x} d t t \tag{80}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
0 \leq \phi_{1}(x) \leq \frac{x}{2} \tag{81}
\end{equation*}
$$

By recurrence, we easily conclude that for each $n \geq 1$ :

$$
\begin{equation*}
0 \leq \phi_{n}(x) \leq \frac{x}{2^{n}} \tag{82}
\end{equation*}
$$

Let's now prove the last point. We use Taylor's Theorem with integral form of remainder applied on the exponential function $x \rightarrow e^{x}$.

For $x \geq 0$ and $n \geq 1$ :

$$
\begin{equation*}
e^{x}=\sum_{k=0}^{n-1} \frac{x^{k}}{k!}+\frac{1}{(n-1)!} \int_{0}^{x} d t e^{t}(x-t)^{n-1} \tag{83}
\end{equation*}
$$

So, let's take $x \geq 1$. We can write:

$$
\begin{equation*}
e^{\ln \left(x^{2}\right)}=\sum_{k=0}^{n-1} \frac{\left(\ln \left(x^{2}\right)\right)^{k}}{k!}+\frac{1}{(n-1)!} \int_{0}^{\ln \left(x^{2}\right)} d t e^{t}\left(\ln \left(x^{2}\right)-t\right)^{n-1} \tag{84}
\end{equation*}
$$

We do a change of variable and write for $\ln \left(x^{2}\right)$ :

$$
\begin{equation*}
x^{2}=\sum_{k=0}^{n-1} \frac{2^{k} \ln ^{k}(x)}{k!}+\frac{2^{n}}{(n-1)!} \int_{1}^{x} d t t\left(\ln \left(\frac{x}{t}\right)\right)^{n-1} \tag{85}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\frac{x}{2^{n}}=\frac{1}{x 2^{n}} \sum_{k=0}^{n-1} \frac{2^{k} \ln ^{k}(x)}{k!}+\frac{1}{x(n-1)!} \int_{1}^{x} d t t\left(\ln \left(\frac{x}{t}\right)\right)^{n-1} \tag{86}
\end{equation*}
$$

And the same for $\ln \left(x^{3}\right)$ :

$$
\begin{equation*}
\frac{x^{2}}{3^{n}}=\frac{1}{x 3^{n}} \sum_{k=0}^{n-1} \frac{3^{k} \ln ^{k}(x)}{k!}+\frac{1}{x(n-1)!} \int_{1}^{x} d t t^{2}\left(\ln \left(\frac{x}{t}\right)\right)^{n-1} \tag{87}
\end{equation*}
$$

Therefore

$$
\frac{x}{2^{n}}-\frac{x^{2}}{3^{n}}=\frac{1}{2^{n} x} \sum_{k=0}^{n-1} \frac{2^{k} \ln ^{k}(x)}{k!}-\frac{1}{3^{n} x} \sum_{k=0}^{n-1} \frac{3^{k} \ln ^{k}(x)}{k!}+\frac{1}{x(n-1)!} \int_{1}^{x} d t\left(t-t^{2}\right)\left(\ln \left(\frac{x}{t}\right)\right)^{n-1}
$$

Lemma 1.4. Let's consider two variables $\sigma$ and $\tau$ such that $0<\sigma \leq \frac{1}{2}$ and $\tau>0$ such that $s=\sigma+i \tau$ is a zeta zero. Let's define the sequence of functions $E_{n, \sigma}(x), F_{n, \sigma}(x)$ and $G_{n, \sigma}(x)$ over $[1,+\infty)$ for each $n \geq 0$ as follows:

$$
\begin{align*}
E_{n, \sigma}(x) & =\int_{1}^{x} d t \frac{\cos (\tau \ln (t))}{t^{2+\sigma}} \phi_{n}(t)  \tag{89}\\
F_{n, \sigma}(x) & =\int_{1}^{x} d t \frac{\sin (\tau \ln (t))}{t^{2+\sigma}} \phi_{n}(t)  \tag{90}\\
G_{n, \sigma}(x) & =E_{n, \sigma}(x) F_{n, 1-\sigma}(x)-E_{n, 1-\sigma}(x) F_{n, \sigma}(x) \tag{91}
\end{align*}
$$

1. There exists $a_{0}>1$, there is an integer $n_{0}$ such that for each $n \geq n_{0}$ :

$$
\begin{equation*}
G_{n, \sigma}\left(a_{0}\right)>0 \tag{92}
\end{equation*}
$$

2. For big enough $n$ there exists $x_{n}>a_{0}$ such as:

$$
\begin{equation*}
G_{n, \sigma}\left(x_{n}\right)=0 \tag{93}
\end{equation*}
$$

3. If the sequence $\left(x_{n}\right)$ is unbounded then:

$$
\begin{equation*}
\sigma=\frac{1}{2} \tag{94}
\end{equation*}
$$

4. If the sequence $\left(x_{n}\right)$ is bounded then:

$$
\begin{equation*}
\sigma=\frac{1}{2} \tag{95}
\end{equation*}
$$

Proof. Let's prove the first point. Let's prove it by contradiction. So let's assume that the opposite is true. Therefore for each $a_{0}>1$, for each integer $n_{0}$, there exists $n \geq n_{0}$ such that:

$$
\begin{equation*}
G_{n, \sigma}\left(a_{0}\right) \leq 0 \tag{96}
\end{equation*}
$$

So, let's take $a_{0}>1$. Therefore for each $n \geq 1$, there exists $k_{n} \geq n$ such that:

$$
\begin{equation*}
G_{k_{n}, \sigma}\left(a_{0}+\frac{1}{n}\right) \leq 0 \tag{97}
\end{equation*}
$$

By construction we have:

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} k_{n}=+\infty \tag{98}
\end{equation*}
$$

We apply the dominated convergence theorem on the sequences of functions:

$$
\begin{align*}
f_{n}^{1}(x) & =\frac{\cos (\tau \ln (t))}{t^{2+\sigma}} 2^{n} \phi_{n}(t)  \tag{99}\\
f_{n}^{2}(x) & =\frac{\sin (\tau \ln (t))}{t^{2+\sigma}} 2^{n} \phi_{n}(t)  \tag{100}\\
f_{n}^{3}(x) & =\frac{\cos (\tau \ln (t))}{t^{3-\sigma}} 2^{n} \phi_{n}(t)  \tag{101}\\
f_{n}^{4}(x) & =\frac{\sin (\tau \ln (t))}{t^{3-\sigma}} 2^{n} \phi_{n}(t) \tag{102}
\end{align*}
$$

From lemma 1.3, we have:

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} 2^{n} \phi_{n}(x)=x \tag{103}
\end{equation*}
$$

Therefore for each $x \geq 1$ :

$$
\begin{align*}
\lim _{n \rightarrow+\infty} f_{k_{n}}^{1}(x) & =f_{1}(x)=\frac{\cos (\tau \ln (x))}{x^{1+\sigma}}  \tag{104}\\
\lim _{n \rightarrow+\infty} f_{k_{n}}^{2}(x) & =f_{2}(x)=\frac{\sin (\tau \ln (x))}{x^{1+\sigma}}  \tag{105}\\
\lim _{n \rightarrow+\infty} f_{k_{n}}^{3}(x) & =f_{3}(x)=\frac{\cos (\tau \ln (x))}{x^{2-\sigma}}  \tag{106}\\
\lim _{n \rightarrow+\infty} f_{k_{n}}^{4}(x) & =f_{4}(x)=\frac{\sin (\tau \ln (x))}{x^{2-\sigma}} \tag{107}
\end{align*}
$$

Thanks to the Dominated Convergence Theorem applied on the sequence of functions in $(99-102)$ over the interval $\left[1, a_{0}\right]$, we apply the limit to both sides of the equation(97) as follows:

$$
\begin{align*}
& \lim _{n \rightarrow+\infty}\left(\int_{1}^{a_{0}+\frac{1}{n}} d t f_{n}^{1}(x)\right)\left(\int_{1}^{a_{0}+\frac{1}{n}} d t f_{n}^{4}(x)\right) \leq \lim _{n \rightarrow+\infty}\left(\int_{1}^{a_{0}+\frac{1}{n}} d t f_{n}^{2}(x)\right)\left(\int_{1}^{a_{0}+\frac{1}{n}} d t f_{n}^{3}(x)\right)  \tag{108}\\
& \left(\int_{1}^{a_{0}} d t \frac{\cos (\tau \ln (t))}{t^{1+\sigma}}\right)\left(\int_{1}^{a_{0}} d t \frac{\sin (\tau \ln (t))}{t^{2-\sigma}}\right) \leq\left(\int_{1}^{a_{0}} d t \frac{\cos (\tau \ln (t))}{t^{2-\sigma}}\right)\left(\int_{1}^{a_{0}} d t \frac{\sin (\tau \ln (t))}{t^{1+\sigma}}\right) \tag{109}
\end{align*}
$$

From the lemma 1.1 result, we conclude:

$$
\begin{equation*}
g\left(a_{0}\right)=J\left(a_{0}, 1+\sigma, \tau\right) I\left(a_{0}, 2-\sigma, \tau\right)-J\left(a_{0}, 2-\sigma, \tau\right) I\left(a_{0}, 1+\sigma, \tau\right) \leq 0 \tag{110}
\end{equation*}
$$

Where the function $g$ is defined as follows:

$$
\begin{align*}
g(x)= & J(x, 1+\sigma, \tau) I(x, 2-\sigma, \tau)-J(x, 2-\sigma, \tau) I(x, 1+\sigma, \tau)  \tag{111}\\
= & K(1+\sigma, \tau) K(2-\sigma, \tau)\left(\left(1+\frac{\sigma(1-\sigma)}{\tau^{2}}\right) \frac{\sin (\tau \ln (x))}{x^{\sigma}}\left(1-\frac{1}{x^{1-2 \sigma}}\right)\right.  \tag{112}\\
& \left.+\frac{(1-2 \sigma)}{\tau}\left[\frac{\cos (\tau \ln (x))}{x^{\sigma}}\left(1+\frac{1}{x^{1-2 \sigma}}\right)-\left(1+\frac{1}{x}\right)\right]\right) \tag{113}
\end{align*}
$$

Therefore for each $x \geq 1$ :

$$
\begin{equation*}
g(x) \leq 0 \tag{114}
\end{equation*}
$$

Which is a contradiction since the function $g$ oscillates between negative and positive values over $[1,+\infty)$. In fact, from lemma 2.3 below, there exists a constant $\tau_{0} \in[1.8549,1.8554]$ such that for each $\tau \geq \tau_{0}$, we have $g\left(e^{\frac{5 \pi}{2 \tau}}\right) \geq 0$ for each $\sigma \leq \frac{1}{2}$. And for $\tau<\tau_{0}$, there is no zeta zero.

Therefore there is $a_{0}$ such that $g\left(a_{0}\right)>0$ and hence the first point of the lemma is proved.
Let's now prove the $2^{\text {nd }}$ point of the lemma. From the lemma 1.3, we can write:

$$
\begin{align*}
\lim _{x \rightarrow+\infty} G_{n, \sigma}(x)= & \lim _{x \rightarrow+\infty} E_{n, \sigma}(x) F_{n, 1-\sigma}(x)-E_{n, 1-\sigma}(x) F_{n, \sigma}(x)  \tag{115}\\
= & \left(\int_{1}^{+\infty} d t \frac{\cos (\tau \ln (t))}{t^{2+\sigma}} \phi_{n}(t)\right)\left(\int_{1}^{+\infty} d t \frac{\sin (\tau \ln (t))}{t^{3-\sigma}} \phi_{n}(t)\right)  \tag{116}\\
& -\left(\int_{1}^{+\infty} d t \frac{\cos (\tau \ln (t))}{t^{3-\sigma}} \phi_{n}(t)\right)\left(\int_{1}^{+\infty} d t \frac{\sin (\tau \ln (t))}{t^{2+\sigma}} \phi_{n}(t)\right) \tag{117}
\end{align*}
$$

For big enough $n$, we can write:

$$
\begin{equation*}
\lim _{x \rightarrow+\infty} G_{n, \sigma}(x) \sim-\frac{\tau(1-2 \sigma)}{2^{2 n}\|s(1-s)\|^{2}}<0 \tag{118}
\end{equation*}
$$

Since the function $G_{n, \sigma}$ is continuous over $[1,+\infty$ ). From (92) and (118) and thanks to the Mean value theorem, we can conclude that there exists an $x_{n}>a_{0}$ such that:

$$
\begin{equation*}
G_{n, \sigma}\left(x_{n}\right)=0 \tag{119}
\end{equation*}
$$

Let's prove the $3^{\text {rd }}$ point. So, let's assume the sequence $\left(x_{n}\right)$ is unbounded. There exists a subsequenc $\Theta^{3}\left(x_{\lambda(n)}\right)$ that tends to infinity $+\infty$. Without loss of generality, we assume that the limit of the sequence ( $x_{n}$ ) is $+\infty$. From the equation (93), we can deduce that:

$$
\begin{equation*}
\left(\int_{1}^{x_{n}} d t \frac{\cos (\tau \ln (t))}{t^{2+\sigma}} \phi_{n}(t)\right)\left(\int_{1}^{x_{n}} d t \frac{\sin (\tau \ln (t))}{t^{3-\sigma}} \phi_{n}(t)\right)=\left(\int_{1}^{x_{n}} d t \frac{\cos (\tau \ln (t))}{t^{3-\sigma}} \phi_{n}(t)\right)\left(\int_{1}^{x_{n}} d t \frac{\sin (\tau \ln (t))}{t^{2+\sigma}} \phi_{n}(t)\right) \tag{120}
\end{equation*}
$$

We multiply the two side of the equation above by $4^{n}$, we can write:

$$
\begin{equation*}
\left(\int_{1}^{x_{n}} d t \frac{\cos (\tau \ln (t))}{t^{2+\sigma}} 2^{n} \phi_{n}(t)\right)\left(\int_{1}^{x_{n}} d t \frac{\sin (\tau \ln (t))}{t^{3-\sigma}} 2^{n} \phi_{n}(t)\right)=\left(\int_{1}^{x_{n}} d t \frac{\cos (\tau \ln (t))}{t^{3-\sigma}} 2^{n} \phi_{n}(t)\right)\left(\int_{1}^{x_{n}} d t \frac{\sin (\tau \ln (t))}{t^{2+\sigma}} 2^{n} \phi_{n}(t)\right)( \tag{121}
\end{equation*}
$$

We apply the Dominated Convergence Theorem on the sequences of functions $f_{n}^{1}, f_{n}^{2}, f_{n}^{3}, f_{n}^{4}$ defined in the equations $(99-102)$ since we have the dominance condition for the functions $f_{1 \leq i \leq 4}^{i}$ :

$$
\begin{align*}
\left|f_{n}^{i}(x)_{1 \leq i \leq 2}\right| & \leq\left|\frac{1}{t^{2+\sigma}} 2^{n} \phi_{n}(t)\right| \leq \frac{1}{t^{1+\sigma}}  \tag{122}\\
\left|f_{n}^{i}(x)_{3 \leq i \leq 4}\right| & \leq\left|\frac{1}{t^{3-\sigma}} 2^{n} \phi_{n}(t)\right| \leq \frac{1}{t^{2-\sigma}} \tag{123}
\end{align*}
$$

Thanks to the Dominated Convergence Theorem applied over the interval $[1,+\infty)$, we apply the limit to both sides of the equation(121) as follows:

$$
\begin{equation*}
\lim _{n \rightarrow+\infty}\left(\int_{1}^{x_{n}} d t f_{n}^{1}(x)\right)\left(\int_{1}^{x_{n}} d t f_{n}^{4}(x)\right)=\lim _{n \rightarrow+\infty}\left(\int_{1}^{x_{n}} d t f_{n}^{2}(x)\right)\left(\int_{1}^{x_{n}} d t f_{n}^{3}(x)\right) \tag{124}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\left(\int_{1}^{+\infty} d t \lim _{n \rightarrow+\infty} f_{n}^{1}(x)\right)\left(\int_{1}^{+\infty} d t \lim _{n \rightarrow+\infty} f_{n}^{4}(x)\right)=\lim _{n \rightarrow+\infty}\left(\int_{1}^{+\infty} d t \lim _{n \rightarrow+\infty} f_{n}^{2}(x)\right)\left(\int_{1}^{+\infty} d t \lim _{n \rightarrow+\infty} f_{n}^{3}(x)\right) \tag{125}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\left(\int_{1}^{+\infty} d t \frac{\cos (\tau \ln (t))}{t^{1+\sigma}}\right)\left(\int_{1}^{+\infty} d t \frac{\sin (\tau \ln (t))}{t^{2-\sigma}}\right)=\left(\int_{1}^{+\infty} d t \frac{\cos (\tau \ln (t))}{t^{2-\sigma}}\right)\left(\int_{1}^{+\infty} d t \frac{\sin (\tau \ln (t))}{t^{1+\sigma}}\right) \tag{126}
\end{equation*}
$$

From the lemma 1.1 result, we conclude:

$$
\begin{equation*}
\frac{\sigma}{\tau} K(1+\sigma, \tau) K(2-\sigma, \tau)=\frac{1-\sigma}{\tau} K(2-\sigma, \tau) K(1+\sigma, \tau) \tag{127}
\end{equation*}
$$

Therefore:

$$
\begin{equation*}
\sigma=1-\sigma=\frac{1}{2} \tag{128}
\end{equation*}
$$

Let's now prove the last point of the lemma. So, let's assume the sequence $\left(x_{n}\right)$ is bounded by an upper bound $A>0$. Thanks to Bolzano-Weierstrass theorem, there exists a subsequence $\left(x_{\lambda(n)}\right)$ that converges to a finite limit

[^3]$a \geq a_{0}>1$. And without loss of generality, we can assume that the limit of the sequence $\left(x_{n}\right)$ is $a$.

Let's define the functions $g_{1}, g_{2}$ and $g_{3}$ as follows:

$$
\begin{align*}
g_{1}(x)= & J(x, 1+\sigma, \tau) I(x, 2-\sigma, \tau)-J(x, 2-\sigma, \tau) I(x, 1+\sigma, \tau)(  \tag{129}\\
g_{2}(x)= & J(x, 1+\sigma, \tau) I(x, 1-\sigma, \tau)+J(x, \sigma, \tau) I(x, 2-\sigma, \tau)  \tag{130}\\
& -J(x, 2-\sigma, \tau) I(x, \sigma, \tau)-J(x, 1-\sigma, \tau) I(x, 1+\sigma, \tau)  \tag{131}\\
g_{3}(x)= & J(x, \sigma, \tau) I(x, 1-\sigma, \tau)-J(x, 1-\sigma, \tau) I(x, \sigma, \tau) \tag{132}
\end{align*}
$$

From the lemma 1.3 point 3 ) and point 7), we can write for each $x \geq 1$ :

$$
\begin{equation*}
\phi_{n}(x)=\psi_{n}(x)+\underbrace{\bar{\phi}_{n}(x)-\bar{\psi}_{n}(x)}_{\delta_{n}(x)} \tag{133}
\end{equation*}
$$

Where

$$
\begin{align*}
\psi_{n}(x) & =\frac{x}{2^{n}}-\frac{x^{2}}{3^{n}}  \tag{134}\\
\overline{\phi_{n}}(x)-\bar{\psi}_{n}(x) & =\frac{1}{(n-1)!} \frac{1}{x} \int_{1}^{x} d t\left(\overline{\phi_{0}}(t)+t^{2}-t\right)\left(\ln \left(\frac{x}{t}\right)\right)^{n-1} \tag{135}
\end{align*}
$$

Therefore for each $x \in[1, A]$ :
$\left|\delta_{n}(x)=\overline{\phi_{n}}(x)-\bar{\psi}_{n}(x)\right| \leq \frac{A^{2}}{(n-1)!} \frac{(\ln (x))^{n-1}(x-1)}{x} \leq \frac{A^{2}(\ln (A))^{n-1}}{(n-1)!}$
We inject the equations $(133-134)$ into the equation (120) to write the following. For big enough $n$ :

$$
\begin{equation*}
\left(\int _ { 1 } ^ { x _ { n } } d t ( \psi _ { n } ( x ) + \delta _ { n } ( x ) \frac { f _ { 1 } ( x ) } { x } ) \left(\int_{1}^{x_{n}} d t\left(\psi_{n}(x)+\delta_{n}(x) \frac{f_{4}(x)}{x}\right)=\left(\int _ { 1 } ^ { x _ { n } } d t ( \psi _ { n } ( x ) + \delta _ { n } ( x ) \frac { f _ { 2 } ( x ) } { x } ) \left(\int_{1}^{x_{n}} d t\left(\psi_{n}(x)+\delta_{n}(x) \frac{f_{3}(x)}{x}\right)\right.\right.\right.\right. \tag{137}
\end{equation*}
$$

Therefore:

$$
\begin{align*}
& \int_{1}^{x_{n}} d t \psi_{n}(x) \frac{f_{1}(x)}{x} \int_{1}^{x_{n}} d t \psi_{n}(x) \frac{f_{4}(x)}{x}-\int_{1}^{x_{n}} d t \psi_{n}(x) \frac{f_{2}(x)}{x} \int_{1}^{x_{n}} d t \psi_{n}(x) \frac{f_{3}(x)}{x}  \tag{138}\\
= & \int_{1}^{x_{n}} d t \delta_{n}(x) \frac{f_{2}(x)}{x} \int_{1}^{x_{n}} d t \phi_{n}(x) \frac{f_{3}(x)}{x}+\int_{1}^{x_{n}} d t \delta_{n}(x) \frac{f_{3}(x)}{x} \int_{1}^{x_{n}} d t \phi_{n}(x) \frac{f_{2}(x)}{x}  \tag{139}\\
- & \int_{1}^{x_{n}} d t \delta_{n}(x) \frac{f_{1}(x)}{x} \int_{1}^{x_{n}} d t \phi_{n}(x) \frac{f_{4}(x)}{x}+\int_{1}^{x_{n}} d t \delta_{n}(x) \frac{f_{4}(x)}{x} \int_{1}^{x_{n}} d t \phi_{n}(x) \frac{f_{1}(x)}{x} \tag{140}
\end{align*}
$$

Thanks to (138), we can write:

$$
\begin{equation*}
\int_{1}^{x_{n}} d t \psi_{n}(x) \frac{f_{1}(x)}{x} \int_{1}^{x_{n}} d t \psi_{n}(x) \frac{f_{4}(x)}{x}-\int_{1}^{x_{n}} d t \psi_{n}(x) \frac{f_{2}(x)}{x} \int_{1}^{x_{n}} d t \psi_{n}(x) \frac{f_{3}(x)}{x}=\mathcal{O}\left(\frac{(\ln (A))^{n-1}}{(n-1)!}\right) \tag{141}
\end{equation*}
$$

We inject the equation (134) into the equation (141). After simplification, we write the following:

$$
\begin{equation*}
\frac{1}{4^{n}} g_{1}\left(x_{n}\right)-\frac{1}{6^{n}} g_{2}\left(x_{n}\right)+\frac{1}{9^{n}} g_{3}\left(x_{n}\right)=\mathcal{O}\left(\frac{(\ln (A))^{n-1}}{(n-1)!}\right) \tag{142}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\left(\frac{3}{2}\right)^{2 n} g_{1}\left(x_{n}\right)-\left(\frac{3}{2}\right)^{n} g_{2}\left(x_{n}\right)+g_{3}\left(x_{n}\right)=\mathcal{O}\left(\frac{(9 \ln (A))^{n-1}}{(n-1)!}\right) \tag{143}
\end{equation*}
$$

Since the limit of the sequence $\left(\frac{(9 \ln (A))^{n-1}}{(n-1)!}\right)$ is zero thanks to Stirling's formula. Since the functions $g_{1}, g_{2}$ and $g_{3}$ are continuous and therefore bounded over the interval $[1, A]$. There exists $n_{0}$ such that for each $n \geq n_{0}$, we have:

$$
\begin{align*}
& g_{1}\left(x_{n}\right)=0  \tag{144}\\
& g_{2}\left(x_{n}\right)=0 \tag{145}
\end{align*}
$$

Therefore

$$
\begin{equation*}
g_{1}(a)=g_{2}(a)=g_{3}(a)=0 \tag{146}
\end{equation*}
$$

Hence $\sigma$ must be equal to $1-\sigma$. Therefore $\sigma=\frac{1}{2}$.
This ends the proof of the Riemann Hypothesis.

### 1.4 Conclusion

We saw that if $s$ is a zeta zero, then real part $\Re(s)$ can only be $\frac{1}{2}$. Therefore the Riemann's Hypothesis is true: The non-trivial zeros of $\zeta(s)$ have real part equal to $\frac{1}{2}$. In the next article, we will apply the same method to prove the Generalized Riemann Hypothesis (GRH).
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## 2 Appendix

Lemma 2.1. Let's consider two variables $\sigma$ and $\tau$ such that $\sigma>0$ and $\tau>0$. Let's define two integrals $I(+, \sigma, \tau)$ and $I(-, \sigma, \tau)$ as follows:

$$
\begin{align*}
& I(+, \sigma, \tau)=\int_{1}^{+\infty} \frac{\cos ^{+}(\tau \ln (x))}{x^{1+\sigma}} d x  \tag{147}\\
& I(-, \sigma, \tau)=\int_{1}^{+\infty} \frac{\cos ^{-}(\tau \ln (x))}{x^{1+\sigma}} d x \tag{148}
\end{align*}
$$

Therefore

$$
\begin{align*}
& I(+, \sigma, \tau)=K(\sigma, \tau) \frac{\sigma}{\tau}+K(\sigma, \tau) \frac{e^{-\frac{\pi \sigma}{2 \tau}}}{1-e^{-\frac{\pi \sigma}{\tau}}}  \tag{149}\\
& I(-, \sigma, \tau)=K(\sigma, \tau) \frac{e^{-\frac{\pi \sigma}{2 \tau}}}{1-e^{-\frac{\pi \sigma}{\tau}}} \tag{150}
\end{align*}
$$

Where

$$
\begin{align*}
K(\sigma, \tau) & =\frac{\tau}{\sigma^{2}+\tau^{2}}  \tag{151}\\
\cos ^{+}(x) & =\max (\cos (x), 0)  \tag{152}\\
\cos ^{-}(x) & =\max (-\cos (x), 0) \tag{153}
\end{align*}
$$

Proof. So, let's start.

$$
\begin{align*}
I(+, \sigma, \tau) & =\int_{1}^{+\infty} d x \frac{\cos ^{+}(\tau \ln (x))}{x^{1+\sigma}}  \tag{154}\\
& =\int_{1}^{e^{\frac{\pi}{2 \tau}}} d x \frac{\cos (\tau \ln (x))}{x^{1+\sigma}}+\sum_{k=0}^{+\infty} \int_{e^{\frac{(4 k+3) \pi}{2 \tau}}}^{e^{\frac{(4 k+5) \pi}{2 \tau}}} d x \frac{\cos (\tau \ln x)}{x^{1+\sigma}}  \tag{155}\\
& =\int_{1}^{e^{\frac{\pi}{2 \tau}}} d x \frac{\cos (\tau \ln (x))}{x^{1+\sigma}}+\sum_{k=0}^{+\infty} I(k, \sigma, \tau) \tag{156}
\end{align*}
$$

Where

$$
\begin{equation*}
I(+, \sigma, \tau)=\sum_{k=0}^{+\infty} \int_{e^{\frac{(4 k+3) \pi}{2 \tau}}}^{e \frac{(4 k+5) \pi}{2 \tau}} d x \frac{\cos (\tau \ln x)}{x^{1+\sigma}} \tag{157}
\end{equation*}
$$

From lemma 1.1 we can write the following:

$$
\begin{align*}
I(+, \sigma, \tau) & =\sum_{k=0}^{+\infty} \int_{e} e^{\frac{(4 k+3) \pi}{2 \tau}} d x \frac{\cos (\tau \ln x)}{x^{1+\sigma}}  \tag{158}\\
& =K(\sigma, \tau)\left(e^{-\frac{(4 k+5) \pi \sigma}{2 \tau}}+e^{-\frac{(4 k+3) \pi \sigma}{2 \tau}}\right) \tag{159}
\end{align*}
$$

Therefore

$$
\begin{align*}
I(+, \sigma, \tau) & =K(\sigma, \tau)\left(\frac{\sigma}{\tau}+e^{-\frac{\pi \sigma}{2 \tau}}\right)+K(\sigma, \tau) \sum_{k=0}^{+\infty}\left(e^{-\frac{(4 k+5) \pi \sigma}{2 \tau}}+e^{-\frac{(4 k+3) \pi \sigma}{2 \tau}}\right)  \tag{160}\\
& =K(\sigma, \tau)\left(\frac{\sigma}{\tau}+e^{-\frac{\pi \sigma}{2 \tau}}\right)+K(\sigma, \tau) \sum_{k=0}^{+\infty}\left(e^{-\frac{5 \pi \sigma}{2 \tau}} e^{-\frac{2 k \pi \sigma}{\tau}}+e^{-\frac{3 \pi \sigma}{2 \tau}} e^{-\frac{2 k \pi \sigma}{\tau}}\right)  \tag{161}\\
& =K(\sigma, \tau)\left(\frac{\sigma}{\tau}+e^{-\frac{\pi \sigma}{2 \tau}}\right)+K(\sigma, \tau) \frac{e^{-\frac{5 \pi \sigma}{2 \tau}}+e^{-\frac{3 \pi \sigma}{2 \tau}}}{1-e^{-\frac{2 \pi \sigma}{\tau}}}  \tag{162}\\
& =K(\sigma, \tau)\left(\frac{\sigma}{\tau}+e^{-\frac{\pi \sigma}{2 \tau}}\right)+K(\sigma, \tau) e^{-\frac{3 \pi \sigma}{2 \tau}} \frac{1+e^{-\frac{\pi \sigma}{\tau}}}{1-e^{-\frac{2 \pi \sigma}{\tau}}}  \tag{163}\\
& =K(\sigma, \tau)\left(\frac{\sigma}{\tau}+e^{-\frac{\pi \sigma}{2 \tau}}\right)+K(\sigma, \tau) e^{-\frac{3 \pi \sigma}{2 \tau}} \frac{1}{1-e^{-\frac{\pi \sigma}{\tau}}}  \tag{164}\\
& =K(\sigma, \tau) \frac{\sigma}{\tau}+K(\sigma, \tau) e^{-\frac{\pi \sigma}{2 \tau}}\left(1+\frac{e^{-\frac{\pi \sigma}{\tau}}}{1-e^{-\frac{\pi \sigma}{\tau}}}\right)  \tag{165}\\
& =K(\sigma, \tau) \frac{\sigma}{\tau}+K(\sigma, \tau) \frac{e^{-\frac{\pi \sigma}{2 \tau}}}{1-e^{-\frac{\pi \sigma}{\tau}}} \tag{166}
\end{align*}
$$

And therefore

$$
\begin{align*}
I(-, \sigma, \tau) & =I(+\infty, \sigma, \tau)-I(+, \sigma, \tau)  \tag{167}\\
& =K(\sigma, \tau) \frac{e^{-\frac{\pi \sigma}{2 \tau}}}{1-e^{-\frac{\pi \sigma}{\tau}}} \tag{168}
\end{align*}
$$

Lemma 2.2. Let's consider $f$ a continuous function over $[1,+\infty)$. Let's $\phi$ be a non-null positive function such that $f \phi$ and $\phi$ are integrable functions over $[1,+\infty)$ with:

$$
\begin{equation*}
0<\int_{1}^{+\infty} d x \phi(x)<+\infty \tag{169}
\end{equation*}
$$

And

$$
\begin{equation*}
\int_{1}^{+\infty} d x \phi(x) f(x)<+\infty \tag{170}
\end{equation*}
$$

Therefore, there exists a $c \in(1,+\infty)$ such that:

$$
\begin{equation*}
\int_{1}^{+\infty} d x \phi(x) f(x)=f(c) \int_{1}^{+\infty} d x \phi(x) \tag{171}
\end{equation*}
$$

Proof. Let's define the real $\lambda$ as following:

$$
\begin{equation*}
\lambda=\frac{\int_{1}^{+\infty} d x \phi(x) f(x)}{\int_{1}^{+\infty} d x \phi(x)} \tag{172}
\end{equation*}
$$

We have by construction that:

$$
\begin{equation*}
\int_{1}^{+\infty} d x \phi(x)(f(x)-\lambda)=0 \tag{173}
\end{equation*}
$$

Therefore, if for each $x>1$, we have $f(x)>\lambda$, then, we will have:

$$
\begin{equation*}
\int_{1}^{+\infty} d x \phi(x)(f(x)-\lambda)>0 \tag{174}
\end{equation*}
$$

Which is a contradiction. We will reach a similar contradiction if we assume $f(x)<\lambda$ for each $x>1$. Therefore, there exists $c \in(1,+\infty)$ such that $f(c)=\lambda$.

Lemma 2.3. Let's consider two variables $\sigma$ and $\tau$ such that $0<\sigma<1$ and $\tau>0$ and $s=\sigma+i \tau$ is a zeta zero. Therefore:

$$
\begin{equation*}
\tau>\frac{\sqrt{3 \pi}}{2} \sqrt{1+\frac{1}{1+\frac{1}{2} \sqrt{\frac{\pi}{3}}}} \sim 1.9786 \tag{175}
\end{equation*}
$$

Proof. From the lemma 1.3, we have:

$$
\begin{align*}
\int_{1}^{+\infty} d x \frac{\phi(x) \cos (\tau \ln (x))}{x^{2+\sigma}} & =\frac{\sigma}{\sigma^{2}+\tau^{2}}+\frac{(1-\sigma)}{(1-\sigma)^{2}+\tau^{2}}  \tag{176}\\
\int_{1}^{+\infty} d x \frac{\phi(x) \sin (\tau \ln (x))}{x^{2+\sigma}} & =\frac{\tau}{\sigma^{2}+\tau^{2}}-\frac{\tau}{(1-\sigma)^{2}+\tau^{2}} \tag{177}
\end{align*}
$$

Therefore, we can write the following:

$$
\begin{equation*}
\int_{1}^{+\infty} d x \frac{\phi(x) \cos (\tau \ln (x))}{x^{2+\sigma}}=\int_{1}^{+\infty} d x \frac{\phi(x) \cos ^{+}(\tau \ln (x))}{x^{2+\sigma}}-\int_{1}^{+\infty} d x \frac{\phi(x) \cos ^{-}(\tau \ln (x))}{x^{2+\sigma}} \tag{178}
\end{equation*}
$$

Where

$$
\begin{align*}
\cos ^{+}(x) & =\max (\cos (x), 0)  \tag{179}\\
\cos ^{-}(x) & =\max (-\cos (x), 0) \tag{180}
\end{align*}
$$

From lemma 2.2, there exists $c_{1}>1$ and $c_{2}>1$ such that:

$$
\begin{equation*}
\int_{1}^{+\infty} d x \frac{\phi(x) \cos (\tau \ln (x))}{x^{2+\sigma}}=\frac{\phi\left(c_{1}\right)}{c_{1}^{2 \sigma}} \int_{1}^{+\infty} d x \frac{\cos ^{+}(\tau \ln (x))}{x^{2-\sigma}}-\frac{\phi\left(c_{2}\right)}{c_{2}^{2 \sigma}} \int_{1}^{+\infty} d x \frac{\cos ^{-}(\tau \ln (x))}{x^{2-\sigma}} \tag{181}
\end{equation*}
$$

Let's denote $\alpha_{1}=\frac{\phi\left(c_{1}\right)}{c_{1}^{2 \sigma}}$ and $\alpha_{2}=\frac{\phi\left(c_{2}\right)}{c_{2}^{2 \sigma}}$. We have $0<\alpha_{1}<\frac{1}{4}$ and $0<\alpha_{2}<\frac{1}{4}$.

Case 1: $\alpha_{1}<=\alpha_{2}$ In this case we can write $\alpha_{1}=\alpha_{2}-\epsilon$ with $0<\epsilon<\frac{1}{4}$. Therefore we can write from the equation (176) that:
$\alpha_{1} \int_{1}^{+\infty} d x \frac{\cos ^{+}(\tau \ln (x))}{x^{2-\sigma}}-\alpha_{2} \int_{1}^{+\infty} d x \frac{\cos ^{-}(\tau \ln (x))}{x^{2-\sigma}}=\frac{\sigma}{\sigma^{2}+\tau^{2}}+\frac{(1-\sigma)}{(1-\sigma)^{2}+\tau^{2}}$
Therefore

$$
\begin{equation*}
\alpha_{1} \int_{1}^{+\infty} d x \frac{\cos ^{+}(\tau \ln (x))}{x^{2-\sigma}}-\alpha_{1} \int_{1}^{+\infty} d x \frac{\cos ^{-}(\tau \ln (x))}{x^{2-\sigma}}-\epsilon \int_{1}^{+\infty} d x \frac{\cos ^{-}(\tau \ln (x))}{x^{2-\sigma}}=\frac{\sigma}{\sigma^{2}+\tau^{2}}+\frac{(1-\sigma)}{(1-\sigma)^{2}+\tau^{2}} \tag{183}
\end{equation*}
$$

Therefore
$\alpha_{1} \int_{1}^{+\infty} d x \frac{\cos (\tau \ln (x))}{x^{2-\sigma}}-\epsilon \int_{1}^{+\infty} d x \frac{\cos ^{-}(\tau \ln (x))}{x^{2-\sigma}}=\frac{\sigma}{\sigma^{2}+\tau^{2}}+\frac{(1-\sigma)}{(1-\sigma)^{2}+\tau^{2}}$
Therefore

$$
\begin{equation*}
\alpha_{1} \frac{(1-\sigma)}{(1-\sigma)^{2}+\tau^{2}}-\epsilon \int_{1}^{+\infty} d x \frac{\cos ^{-}(\tau \ln (x))}{x^{2-\sigma}}=\frac{\sigma}{\sigma^{2}+\tau^{2}}+\frac{(1-\sigma)}{(1-\sigma)^{2}+\tau^{2}} \tag{185}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
-\epsilon \int_{1}^{+\infty} d x \frac{\cos ^{-}(\tau \ln (x))}{x^{2-\sigma}}=\frac{\sigma}{\sigma^{2}+\tau^{2}}+\left(1-\alpha_{1}\right) \frac{(1-\sigma)}{(1-\sigma)^{2}+\tau^{2}} \tag{186}
\end{equation*}
$$

Which is a contradiction.

Case 2: $\alpha_{1}>\alpha_{2} \quad$ In this case we can write $\alpha_{1}=\alpha_{2}+\epsilon$ with $0<\epsilon<\frac{1}{4}$.
Therefore we can write from the equation (176) that:

$$
\begin{equation*}
\alpha_{1} \int_{1}^{+\infty} d x \frac{\cos ^{+}(\tau \ln (x))}{x^{2-\sigma}}-\alpha_{2} \int_{1}^{+\infty} d x \frac{\cos ^{-}(\tau \ln (x))}{x^{2-\sigma}}=\frac{\sigma}{\sigma^{2}+\tau^{2}}+\frac{(1-\sigma)}{(1-\sigma)^{2}+\tau^{2}} \tag{187}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\alpha_{2} \int_{1}^{+\infty} d x \frac{\cos ^{+}(\tau \ln (x))}{x^{2-\sigma}}-\alpha_{2} \int_{1}^{+\infty} d x \frac{\cos ^{-}(\tau \ln (x))}{x^{2-\sigma}}+\epsilon \int_{1}^{+\infty} d x \frac{\cos ^{+}(\tau \ln (x))}{x^{2-\sigma}}=\frac{\sigma}{\sigma^{2}+\tau^{2}}+\frac{(1-\sigma)}{(1-\sigma)^{2}+\tau^{2}} \tag{188}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\alpha_{2} \int_{1}^{+\infty} d x \frac{\cos (\tau \ln (x))}{x^{2-\sigma}}+\epsilon \int_{1}^{+\infty} d x \frac{\cos ^{+}(\tau \ln (x))}{x^{2-\sigma}}=\frac{\sigma}{\sigma^{2}+\tau^{2}}+\frac{(1-\sigma)}{(1-\sigma)^{2}+\tau^{2}} \tag{189}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\alpha_{2} \frac{(1-\sigma)}{(1-\sigma)^{2}+\tau^{2}}+\epsilon \int_{1}^{+\infty} d x \frac{\cos ^{+}(\tau \ln (x))}{x^{2-\sigma}}=\frac{\sigma}{\sigma^{2}+\tau^{2}}+\frac{(1-\sigma)}{(1-\sigma)^{2}+\tau^{2}} \tag{190}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
+\epsilon \int_{1}^{+\infty} d x \frac{\cos ^{+}(\tau \ln (x))}{x^{2-\sigma}}=\frac{\sigma}{\sigma^{2}+\tau^{2}}+\left(1-\alpha_{2}\right) \frac{(1-\sigma)}{(1-\sigma)^{2}+\tau^{2}} \tag{191}
\end{equation*}
$$

From lemma 2.1, we have:

$$
\begin{equation*}
\int_{1}^{+\infty} d x \frac{\cos ^{+}(\tau \ln (x))}{x^{2-\sigma}}=\frac{(1-\sigma)}{(1-\sigma)^{2}+\tau^{2}}+\frac{\tau}{(1-\sigma)^{2}+\tau^{2}} \frac{e^{-\frac{\pi(1-\sigma)}{2 \tau}}}{1-e^{-\frac{\pi(1-\sigma)}{\tau}}} \tag{192}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\frac{\epsilon \tau}{(1-\sigma)^{2}+\tau^{2}} \frac{e^{-\frac{\pi(1-\sigma)}{2 \tau}}}{1-e^{-\frac{\pi(1-\sigma)}{\tau}}}=\frac{\sigma}{\sigma^{2}+\tau^{2}}+\left(1-\alpha_{1}\right) \frac{(1-\sigma)}{(1-\sigma)^{2}+\tau^{2}} \tag{193}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\epsilon \tau \frac{e^{-\frac{\pi(1-\sigma)}{2 \tau}}}{1-e^{-\frac{\pi(1-\sigma)}{\tau}}}=\sigma \frac{(1-\sigma)^{2}+\tau^{2}}{\sigma^{2}+\tau^{2}}+\left(1-\alpha_{1}\right)(1-\sigma) \tag{194}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\epsilon \tau \frac{e^{-\frac{\pi(1-\sigma)}{2 \tau}}}{1-e^{-\frac{\pi(1-\sigma)}{\tau}}}=\frac{\sigma(1-2 \sigma)}{\sigma^{2}+\tau^{2}}+\sigma+(1-\sigma)-\alpha_{1}(1-\sigma) \tag{195}
\end{equation*}
$$

We have $0<\sigma<\frac{1}{2}$. Therefore

$$
\begin{equation*}
\epsilon \tau \frac{e^{-\frac{\pi(1-\sigma)}{2 \tau}}}{1-e^{-\frac{\pi(1-\sigma)}{\tau}}}>1-\alpha_{1}(1-\sigma) \tag{196}
\end{equation*}
$$

We have $0<\alpha_{1}<\frac{1}{4}$ and $1>1-\sigma>\frac{1}{2}$. Therefore: $1-\alpha_{1}(1-\sigma)>\frac{3}{4}$. Therefore

$$
\begin{equation*}
\epsilon \tau \frac{e^{-\frac{\pi(1-\sigma)}{2 \tau}}}{1-e^{-\frac{\pi(1-\sigma)}{\tau}}}>\frac{3}{4} \tag{197}
\end{equation*}
$$

But we also have $0<\epsilon<\frac{1}{4}$. Therefore

$$
\begin{equation*}
\frac{3}{4}<\frac{\tau}{4} \frac{e^{-\frac{\pi(1-\sigma)}{2 \tau}}}{1-e^{-\frac{\pi(1-\sigma)}{\tau}}} \tag{198}
\end{equation*}
$$

Since $e^{x} \geq 1+x$ for each $x \geq 0$, therefore:

$$
\begin{align*}
\frac{\tau}{3} & >e^{\frac{\pi(1-\sigma)}{2 \tau}}-e^{-\frac{\pi(1-\sigma)}{2 \tau}}  \tag{199}\\
& >1+\frac{\pi(1-\sigma)}{2 \tau}-\frac{1}{1+\frac{\pi(1-\sigma)}{2 \tau}} \tag{200}
\end{align*}
$$

Since $(1-\sigma)>\frac{1}{2}$, therefore

$$
\begin{equation*}
\frac{4 \tau^{2}}{3 \pi}>1+\frac{4 \tau}{4 \tau+\pi} \tag{201}
\end{equation*}
$$

Since $\tau>0$, therefore,

$$
\begin{equation*}
\tau>\frac{\sqrt{3 \pi}}{2} \tag{202}
\end{equation*}
$$

Since the function $x \rightarrow \frac{x}{x+\pi}$ is increasing over $[0,+\infty)$. Therefore

$$
\begin{equation*}
\frac{4 \tau^{2}}{3 \pi}>1+\frac{2 \sqrt{3 \pi}}{2 \sqrt{3 \pi}+\pi} \tag{203}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\tau>\frac{\sqrt{3 \pi}}{2} \sqrt{1+\frac{1}{1+\frac{1}{2} \sqrt{\frac{\pi}{3}}}} \tag{204}
\end{equation*}
$$

Lemma 2.4. Let's consider two variables $\sigma$ and $\tau$ such that $0<\sigma<1$ and $\tau>0$. Let's consider the function $g$ defined in the equation (111). Therefore there exists a constant $\tau_{0} \in[1.8549,1.8554]$ such that:

1. For $\tau \geq \tau_{0}$, we have $g\left(e^{\frac{5 \pi}{2 \tau}}\right) \geq 0$ for each $\sigma \leq \frac{1}{2}$.
2. For $\tau<\tau_{0}, s=\sigma+i \tau$ cannot be a zeta zero.


Figure 1: Functions $f_{\frac{5}{2}}(x, \sigma)$ for different values of $\sigma$ from 0 to $\frac{1}{2}$ and function $h_{\frac{5}{2}}(x)$ over $[0,5]$.

Proof. Let's prove the first point of the lemma. We will ignore $K(1+$ $\sigma, \tau) K(2-\sigma, \tau)$ from the function $g$ expression as follows:

$$
\begin{align*}
g(x)= & \left(1+\frac{\sigma(1-\sigma)}{\tau^{2}}\right) \frac{\sin (\tau \ln (x))}{x^{\sigma}}\left(1-\frac{1}{x^{1-2 \sigma}}\right)  \tag{205}\\
& +\frac{(1-2 \sigma)}{\tau}\left[\frac{\cos (\tau \ln (x))}{x^{\sigma}}\left(1+\frac{1}{x^{1-2 \sigma}}\right)-\left(1+\frac{1}{x}\right)\right] \tag{206}
\end{align*}
$$

We can find $a$ such that $g(x)>0$ of the form $a=e^{\frac{\lambda \pi}{\tau}}$ where $\lambda$ is of the form $\lambda(k)=2 k+\frac{1}{2}$ and $k \in \mathbb{N}$. For such $x$ we have:

$$
\begin{equation*}
g(a)=\left(1+\frac{\sigma(1-\sigma)}{\tau^{2}}\right) e^{-\frac{\lambda \pi \sigma}{\tau}}\left(1-e^{-\frac{\lambda \pi(1-2 \sigma)}{\tau}}\right)-\frac{(1-2 \sigma)}{\tau}\left(1+e^{-\frac{\lambda \pi}{\tau}}\right) \tag{207}
\end{equation*}
$$

Let's denote $x=\frac{\lambda \pi}{\tau}$ and $f_{\lambda}(x)=g\left(e^{x}\right)$. Therefore

$$
\begin{equation*}
f_{\lambda}(x, \sigma)=\left(1+\frac{\sigma(1-\sigma)}{(\lambda \pi)^{2}} x^{2}\right)\left(e^{-x \sigma}-e^{-x(1-\sigma)}\right)-\frac{(1-2 \sigma)}{\lambda \pi} x\left(1+e^{-x}\right) \tag{208}
\end{equation*}
$$

We can use the asymptotic expansion around $0(x \rightarrow 0)$ of $f_{\lambda}$ to get an idea of what is happening around 0 . For $\epsilon>0$ small enough, we can write:

$$
\begin{equation*}
f_{\lambda}(1+\epsilon, \sigma)=(1-2 \sigma)\left(1-\frac{2}{\lambda \pi}\right)\left(\epsilon-\frac{1}{2} \epsilon^{2}\right)+\mathcal{O}\left(\epsilon^{3}\right) \tag{209}
\end{equation*}
$$

To get $f_{\lambda}(1+\epsilon, \sigma)>0$, we need $\lambda \geq \frac{2}{\pi}$ and therefore $k \geq 1$ since $1-2 \sigma>0$. For the rest of this section we will take $\lambda=\lambda(1)=\frac{5}{2}$. We will plot the function $f_{\frac{5}{2}}$ over $[0,5]$ for different values of $\sigma$ from 0 to $\frac{1}{2}$.

From figure 1, there exists a constant $x_{0}$ such that for each $x \in\left[0, x_{0}\right]$, we have $f_{\frac{5}{2}}(x) \geq 0$ for each $\sigma \leq \frac{1}{2}$. Also, the more $\sigma$ is close to $\frac{1}{2}$, the
more $f_{\lambda}\left(x_{0}, \sigma\right)$ is close to zero. The asymptotic expansion of $f_{\lambda}$ when $\sigma$ tends to $\frac{1}{2}$ is as follows:
$f_{\lambda}(x, \sigma)=(1-2 \sigma) \underbrace{x e^{-\frac{x}{2}}\left(1+\frac{x^{2}}{(2 \lambda \pi)^{2}}-\frac{\left(e^{\frac{x}{2}}+e^{-\frac{x}{2}}\right)}{\lambda \pi}\right)}_{h_{\lambda}(x)}+\mathcal{O}\left(\left(\sigma-\frac{1}{2}\right)^{3}\right)$
$x_{0}$ is actually the first zero of the function $h_{\lambda}(x)$ that is different from zero. Numerical tests showed that $x_{0} \in(4.233,4.234)$. Therefore, there exists a constant $\tau_{0}=\frac{5 \pi}{2 x_{0}}$ with $\tau_{0} \in[1.8549,1.8554]$ such that for each $\tau \geq \tau_{0}$, we have $g\left(e^{\frac{5 \pi}{2 \tau}}\right) \geq 0$ for each $\sigma \leq \frac{1}{2}$.

Let's prove the second point of the lemma. Thanks to lemma 2.3, we have $\tau>\tau_{1}=\frac{\sqrt{3 \pi}}{2} \sqrt{1+\frac{1}{1+\frac{1}{2} \sqrt{\frac{\pi}{3}}}} \sim 1.9786$. Therefore if $\tau<\tau_{0}$, then $\tau<\tau_{1}$, therefore $s=\sigma+i \tau$ cannot be a zeta zero.
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[^0]:    *Email: charaf.chatbi@gmail.com. The opinions of this article are those of the author and do not reflect in any way the views or business of his employer.

[^1]:    ${ }^{1}$ This is slightly different from the functional equation presented in Riemann's paper[1]. This is a variation that is found everywhere in the litterature[2,3,4]. Another variant using the cos:

    $$
    \begin{equation*}
    \zeta(1-s)=2^{1-s} \pi^{-s} \cos \left(\frac{\pi s}{2}\right) \Gamma(s) \zeta(s) \tag{3}
    \end{equation*}
    $$

[^2]:    ${ }^{2}$ All the functions $x \rightarrow \frac{\phi_{k}(x)}{x^{2+s}}$ are continuous except when $k=0$ as the function $\phi_{0}$ is piecewise continuous.

[^3]:    ${ }^{3}$ Similar to Bolzano-Weierstrass theorem in the case of a bounded sequence.

