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Abstract The observatory of transfers in the vadose zone (OZNS-France) offers a unique sup-
port for characterizing the Beauce limestone aquifer at various spatial and temporal scales. This
observatory consists of a large well associated with external boreholes dedicated to imaging, mon-
itoring, and understanding mass and heat transfers through the vadose zone. An initial geological
characterization of core samples gave valuable information on the facies encountered within the
vadose zone. It is composed of highly incoherent limestones down to 7 m-depth and a massive and
altered limestone rock layer from 7 to 20 m-depth. The latter presents fracturation and karstification
increasing with depth. This study focuses on the hard limestone rock units and aims to quantify the
level of heterogeneity through static and dynamic laboratory tests performed on core samples. Along
20 m of three boreholes, representative samples are tested through uniaxial or triaxial conditions.
Elastic wave velocities are also measured. The obtained Young’s modulus, compression strength,
and P- and S-wave velocities highlight strong variations with depth. For example, at 14 m-depth,
uniaxial maximal strength ranges from 13 to 123 MPa. In addition, at 16 m-depth, P-wave velocities
are distributed from 3,650 to 5,700 m.s−1. These large scatterings confirm the strong heterogeneity
of the geological formations. It is interpreted in terms of a high porosity, degree of fracturation
and/or initiate active karstification. The double porosity is discussed from the difference between
the static and dynamic Young’s modulus. Their variations are interpreted in terms of connected
porosity and important crack density. This last parameter is estimated from the P- and S- wave veloc-
ities, and ranges from 0 to 0.43, with an extremum value of 1.21 around 19 m-depth. These values
and variations are in good correlation with log imaging and independent permeability laboratory
measurements made on the hard limestone rock units.
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Introduction
The vadose zone (VZ) is a place of critical importance considering the transfer of contaminants from the surface down

to the aquifer and related to anthropic activities [Stephens, 1995; Arora et al., 2019]. It is thus crucial to better understand,
monitor and predict the mechanisms of transport within the VZ. In this context, the heterogeneity and multi-scale structure
of the VZ leaves a lot of unknowns and transport properties of its facies are thus difficult to be characterized. To overcome
these difficulties individual classical approaches are limited. For example, measuring permeability on the field only account
for understanding the global behavior of the system [Bogena et al., 2018; Blazevic et al., 2020]. Coupled to field geophysical
measurements, interpretations can be specified and gain in clarity [Chalikakis et al., 2011; Cassidy et al., 2014]. However,
accuracy can still be poor due to limitation of depth of observation or resolution [Fan et al., 2020]. The implementation of
laboratory mesoscopic and/or microscopic investigations is a key process to explain the complexity of the VZ and better
understand the transport properties. Here again, however, individual methods are limited and recent literature highlighted
the importance of integrated data for transport properties characterization [Angus et al., 2015; Bjørnarå et al., 2016].

It has been already demonstrated that heterogeneities, as cracks and connected pores, control the transport properties,
reflect the effective connectivity and quantify heat and mass transfers processes within geological formations [Claisse et al.,
1999; Bernabé et al., 2003, 2010]. To quantify crack amount, the mechanical damage parameter introduced by Bristow
[1960] is considered as a powerful tool. This parameter can be interpreted from elastic wave velocity variations (see the
review of Guéguen and Kachanov [2011] and some experimental validations of Gray et al. [2002], Nasseri et al. [2007],
Mallet et al. [2013], Ding et al. [2017]). However, elastic wave velocity cannot be considered alone to fully characterize
transport properties since crack density does not necessarily reflect the connectivity between cracks, nor the pore network.
Indeed, two crack networks can have a similar crack density but largely different permeability as already demonstrated by
numerical models [Bonneau et al., 2016; Novikov et al., 2017] and direct microstructural observations [Mallet et al., 2013].

Other experiments, as geomechanical deformations tests, are needed to comprehensively describe the behavior and
dynamics of porous rocks. Indeed, it is well known that geomechanical behaviors are sensitive to the initial pore network
and their connectivity. It has been well established that the initial porosity of a sample strongly affects (1) its Young’s
modulus [Mazars and Pijaudier-Cabot, 1989; Ohtsu and Watanabe, 2001; Zhao et al., 2019], (2) its uniaxial compression
strength [Wong and Einstein, 2009; Peng et al., 2016; Rong et al., 2018b], and (3) its mechanical behavior in uniaxial and
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triaxial conditions [Baud and Meredith, 1997; Gatelier et al., 2002; Takemura and Oda, 2005], especially when varying the
pore pressure for hydraulic fracturation tests [Reinicke et al., 2010; Liu et al., 2014]. In addition, increasing connectivity
can lead to strain localization and affect the global mechanical behavior and the post-mortem structure of the samples with
for example, more localized failure zones [Fortin et al., 2005, 2006].

Based on these considerations, the presented study uses various and complementary geophysical and geomechanical
measurements to describe the porosity of the O-ZNS rock formations and try to link them to permeability measurements
and lithological observations. To do so, we present here our first integrated geomechanical laboratory characterization of
the O-ZNS site through elastic P- and S-wave velocities, coupled to uniaxial and triaxial tests.

In the following, section 2 presents the study site with the considered boreholes, the core samples and the experimental
methodologies with the used sensors and mechanical protocols. In section 3, we present the experimental results of P-
and S-wave velocities, Young’s modulus, maximal strength, and Mohr-Coulomb criteria, with respect to the depth of the
samples. Finally, a discussion is proposed in section 4 to interpret the observed variations in terms of double porosity based
on integrated static versus dynamic data and highlight the relevance of this coupling method. They are finally compared
to independent permeability laboratory measurements, direct core observations, and log imaging.

1 Methodology
1.1 O-ZNS Study site

The Observatoire des transferts dans la Zone Non-Saturée (Observatory of transfers in the Vadose Zone - O-ZNS) study site
is a new observatory of the Critical Zone implemented since 2016 and dedicated to the characterization of the dynamics
within the VZ.

Figure 1 A: Localization of the O-ZNS study site and blow-up on the main well (black circle) with the cored boreholes. B1 to 3 (in
red) are the ones drilled and cored in 2017 and mainly used for this publication. B: Interpreted geological lithology from direct core
observations and borehole log imaging. Three main facies are observed. This study focuses on the hard limestone rock which extends
from 7 to 20 m-depth.

O-ZNS observation site is located in the heart of the agricultural Beauce region - France (Figure 1A Abbar et al. [in press]
- Mallet et al. [in press] - Aldana et al. [2021]). The O-ZNS aims at understanding and quantifying transfer processes
thanks to a central well (20 m-depth and 4 m-diameter) surrounded by (currently) 9 boreholes dedicated to geophysical
measurements and instrumented piezometers and optic fibers.

Figure 1A presents the location of the four boreholes drilled and cored in spring 2017 (B1-4). Cores used in this study
are from B1 to 3 (in red). Newer boreholes (B5-9), drilled in spring 2020 are also shown for the record, but are only
used here for qualitative description through direct log imaging as their analysis requires further investigations. The well
localization is also shown. Its digging started in spring 2021. B8 was intentionally placed at the center of the well to
preserve as much information as possible about the rocks at the well location. Therefore, B8 was destroyed during the well
digging and the corresponding cores have been preserved for historical record of the O-ZNS central geology.

The first geophysical monitoring campaigns (especially with log imaging) and the direct core observations highlighted
that this observatory is taking place in hard limestone rock formations affected by upstream and downstream alterations,
micro-pores and cracks, macro-fracturation, and karstification [Aldana et al., 2021]. A specific lithological log is proposed
in Figure 1B [Mallet et al., in press]. It shows the Pithiviers limestone formation that is composed of Cenozoic limestone
from upper Oligocene to lower Miocene, typical of the Beauce limestones [Guillocheau et al., 2000; Wyns et al., 2003]:

• 0.0-1.5 m: silt loam soil typical of the Beauce region [Ould Mohamed et al., 1997; Aldana et al., 2021].

• 1.5-7.0 m: highly heterogeneous incoherent limestone presenting intense alteration (i.e., fractures, weathering,
oxidations), powdery limestones, clay lenses, calcareous sand interbeds, and few thin massive but still altered
limestone facies
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• 7.0-20 m: massive and altered limestone rock presenting heterogeneous fracture density (especially deeper than
14.0 m-depth)

1.2 Samples
This work focuses on the hard limestone rock unit that is observed between 7 and 20 m-depth. The latter exhibits several

kinds of lithological and structural heterogeneities, including alteration, open and connected, or not, porosity, fracturation
and karstification.

The mechanical characterization developed in this study is based on the bulk property of the limestone rocks. Therefore,
samples have been taken in the matrix, avoiding the macroporosity due to karstification, fractures or whatever features
related to lithological interfaces. The samples are considered homogeneous at the scale of their Representative Elementary
Volume (REV), but with micro-scale heterogeneities (µm to mm).

Figure 2 Highlighting of heterogeneities observed on B7 log imaging at around 14 m-depth. On the left hand side, estimation of the
structural REV is proposed with black squares. On the right hand side, karsts were highlighted in red, independent spherical voids or
clast in yellow, intergranular and intragranular cracks in blue and green, respectively. Vertical graduations are about 10 cm.

From direct log observation, a general REV could be estimated about 10 cm, or even more if taking into account the field
scales and variations. But this is not representative of our used samples. We roughly and visually estimate our sample REV
(thus avoiding macro-heterogeneities) at a few cm (as the black squares of 3×3 cm on Figure 2). Note that this virtual
REV estimation is an order of magnitude that will need to be validated and confronted to scale variations. Meanwhile,
this centimetric size of REV seems well to account for the microporosity and the micro-cracks, and avoid the boundary
effects when considering clasts and a network of karst conduits. In these REV, the presence of heterogeneities, which
are the focus of this study, have been confirmed by optical microscopy and Scanning Electron Microscopy (SEM) [Aldana,
2019; Aldana et al., 2021]. Table 1 gives indications about the length and aperture of the observed macroscopic features
observed and measured on log, core samples and through optical microscopy and SEM (Figure 2). Note that the upper
size of macro-fractures and lithology changes is still unknown and will be characterized through future in-situ geophysical
monitoring campaigns.

Table 1 Distribution of the macro- to micro-heterogeneities observed in log imaging of B5 to B8 and from optical microscopy and SEM.
Lithological interfaces make references to the variation of geological layers that can be karstified or not.

Objects
Length Aperture

min max min max
Lithological interface or macro-fracturation 8 cm – 1 cm –

Independent void or klast 5 µm 60 mm
Intergranular cracks 3 mm 10 cm 2 µm 6 mm
Intragranular cracks 1 mm 5 cm 1 µm 2 mm

Finally, Table A.1 in the Appendix A present the list of all samples with their depth, size, identification, and performed
tests whose protocol is presented below.
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1.3 Elastic wave velocity measurements
Elastic wave velocities of core samples have been measured at ambient condition on dried samples (after 24 h at 70◦C).

Ultrasonic piezoelectric sensors were placed directly onto the sample surface and maintained by clamps. A coupling gel
was used to ensure a good contact between the sensor and the sample surface [Couvreur and Thimus, 1996].

A pulse of 250 V was generated and transmitted to one sensor. It was triggered into a mechanical vibration that
propagates through the sample. The other sensor placed at the opposite face of the cylinder received this vibration. It
transformed the vibration into an electrical signal amplified and observed on a digital oscilloscope of a sampling rate of
10 ns. Signals were recorded and arrival times were manually picked with an accuracy of 0.1 µs. Finally, by measuring the
path length (sample length was from 8 to 18 cm), elastic wave velocities were obtained [Birch, 1960; Yin, 1992].

We used compressional (P) and shear (S) wave sensors to get the P- and S-wave velocities. These sensors had a resonant
frequency of 50 kHz and 33 kHz for the P- and S-waves, respectively. It leads to a wavelength, λ, of 8 cm for both sensors
(considering an average P- and S-wave velocities of 4,300 and 2,350 m.s−1 as presented below).

In order to be representative of a medium, λ needs to be higher than the REV size. Conversely, by analogy with seismic
investigations, the lower limit has to be higher than λ/4 [Sheriff and Geldart, 1995]. This resolution corresponds to the
minimal interval needed between two interfaces for them to be seen as two separate objects and not a single one, as
explained by Bailly et al. [2019]. It leads to:

λ

4
≤ REV ≤ λ . (1)

Thus, our sensors will be able to characterize a REV between 2 and 8 cm , which is in accordance to the REV visually
estimated in the previous section.

Furthermore, we have to specify which heterogeneity size our sensors can see inside this REV. According to Sheriff
[2002] and Sivaji et al. [2002], the detectable limit of a heterogeneity is between λ/20 and λ/30:

λ

20 ∼ 30
≤ heterogeneity size . (2)

This relation implies that with our P- and S-wave sensors, we are not able to detect heterogeneities under around 2 mm.
It means that all the interpretations based on velocity data and presented in this study only reflect the upper part of the
micro-heterogeneities. Smaller objects, ranging from the µm to mm (Table 1) are not detected by our sensors and are not
characterized by our measurements. These will be addressed during complementary ongoing investigations by using a
larger branch of sensors with varying frequency up to the MHz allowing to detect smaller heterogeneities.

1.4 Uniaxial and triaxial tests
Uniaxial tests were performed on cylindrical samples of 50 mm-diameter and 100 mm-length. This size, controlled by

our cell dimensions, is compatible with the structural REV size of the samples. Note that some samples derived from this
size by a few millimeters, always keeping the same diameter/length ratio. Young’s moduli were derived from the linear
part of the stress-strain curves. In addition, maximal strength (σmax) was obtained at the sample failure.

Triaxial tests were performed on cylindrical samples of 35 mm-diameter, 70 mm-length, isolated by a neoprene jacket.
Here also, the size of these samples is controlled by our cell dimensions and is still in agreement with the estimated
structural REV size of the samples. The confining pressure, PC , was provided by a pump system using oil that can reach
100 MPa. In Table 2, the applied confining pressure for all tests are summarized together with the number of tested samples
per core. From these conditions, Mohr-Coulomb criterium were defined in conjunction with the cohesion and friction angle
properties: C ′/φ′.

Table 2 Tested samples in triaxial conditions. For each core segment, Nb refers to the number of samples that were extracted and
tested in triaxial conditions. Applied confining pressure (PC) and maximal stress reached at failure (σmax) are given for all samples.

Core id Depth (m) Nb PC (MPa) σmax (MPa)

B1-Co06 12.75 m 3
10 196.9
20 253.2
40 332.2

B2-Co07 11.08 m 4

10 108.0
20 140.9
20 220.9
40 343.0

B3-Co06 17.47 m 4

10 166.6
20 209.7
40 208.5
40 266.3
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For all these mechanical uniaxial and triaxial tests, axial strains were measured using four strain gauges vertically
oriented. The gauges were glued directly onto the sample surface at mid-height around the circumference. Axial strains
were calculated using the average values of the four vertically oriented strain gauges. Data were recorded with a frequency
of 1 Hz through a resolution of 1 µm/m thanks to a dedicated interface. The axial stress was applied by a vertical piston
placed at the top of the sample. Experiments were done at a fixed displacement rate between 0.3×10−5 and 2×10−5 s−1

for the hardest to softest samples, respectively.
All tests were performed in dry conditions and at ambient temperature controlled by air conditioning.

2 Results
2.1 Elastic wave velocities

Figure 3 presents the axial P- and S-wave velocities with respect to the depth of origin of the sample. P-wave velocities
highlight three layers. The first, above 7 m-depth with a low velocity around 1,900 m.s−1. This is well correlated with the
lithological description displayed on Figure 1B indicating the occurrence of the hard limestone rock below 7 m-depth. Then,
between 7 and 14 m-depth, P-wave velocities do not present a specific trend and have an average value of 3,995 m.s−1

with a large variability of ±770 m.s−1. Finally, below 14 m-depth, P-wave velocities’ behavior still do not display any
specific trend. Yet the variability increased to ±1,100 m.s−1 with an average value around 4,800 m.s−1, higher than the
upper layer average velocity.

These scattered values are not explained by uncertainties on the measurements. Indeed, considering the sensor position
accuracy, the time picking accuracy, and the signal sampling, elastic wave velocities were obtained with an accuracy of
±50 m.s−1 (as in similar studies like Pimienta et al. [2015a]).

S-wave velocities also highlight the same three units, although the difference is less marked between the deepest two
units. Indeed, we can see that above 7 m-depth the measured S-wave velocity is low (around 1,400 m.s−1). Between 7
and 14 m-depth, S-wave velocities does not present a specific trend, with variations of ±470 m.s−1 and an average value
of 2,350 m.s−1. Below 14 m-depth the average value does not change significantly, but the scattering increases with the
presence of two extremums (at 16.06 m and 19.66 m-depth).

Figure 3 Elastic P- and S- wave velocities measured on core samples, plotted with respect to their depth of origin. Results from B1 to
B3 are distinguished with different symbols. Points highlighted in blue and red are used for the discussion section.

2.2 Uniaxial tests and static Young’s modulus
During the uniaxial tests, we observed two different behaviors: a classical elastic-brittle behavior and a strain relaxation

one presenting a less marked failure. These two different behaviors are illustrated on Figure 4. This plot shows the axial
strain obtained on samples B3-Co03 and B3-Co05. The obtained post-mortem samples can be seen in addition. On one side,
B3-Co03 (12.18 m-depth) highlights a classical elastic-brittle behavior. Its failure happens at 85 MPa at a maximal strain
of 0.18 % showing two large transverse fractures on the post-mortem sample. On the other side, B3-Co5 (15.90 m-depth)
shows a relaxation strain at the beginning and a lower maximal strength (of 38.7 MPa with a maximal strain of 0.28 %)
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presenting a less localized failure despite its deeper origin.

Figure 4 Strain measured on two samples submitted to uniaxial test: B3-Co03 (12.18 m-depth) and B3-Co05 (15.90 m-depth) and
post-mortem samples.

The results obtained for all samples are specified in Table 3. They can be grouped in two main categories following the
difference between B3-Co03 and B3-Co05 with some undefined classification (when samples presented an intermediate
behavior between these two). Figure 5 shows the Young’s modulus and maximal strength variation with depth for all tested
samples.

Table 3 Summary of the uniaxial test results: Young’s modulus, E, and reached maximal strength, σmax. A description of the behavior
is specified when clearly belonging to group 1 (elastic-brittle behavior) or 2 (relaxation behavior with lower strength).

Borehole Core id - Depth (m) E (GPa) σmax (MPa) behavior

B1

Co04 – 11.20 43.4 101.9 elastic/brittle - high strength
Co09 – 14.27 47.6 78.3 mixed behavior
Co10 – 16.06 17.7 74.8 relaxation - low strength
Co11 – 17.01 31.5 130.3 elastic/brittle - high strength

B2

Co04 – 8.60 24.4 77.9 mixed behavior
Co10 – 14.39 53.0 123.1 elastic/brittle - high strength
Co12 – 16.05 22.4 66.0 mixed behavior
Co16 – 18.57 16.8 39.6 relaxation - low strength

B3
Co03 – 12.18 41.0 85.0 elastic/brittle - high strength
Co05 – 15.90 17.4 38.7 relaxation - low strength

Considering these graphics and the group division, no correlation with depth appears. Indeed, no global trend was
observed whatever the parameter. As for the wave velocities, a large scattering is observed with both measurements of
Young’s modulus and maximal strength varying from 16.8 to 53.0 GPa, and from 13.3 to 139.2 MPa, respectively.

We still remark a possible different layer with the Young’s modulus. Indeed, it seems, as for the P-wave velocity, to
show a rough variation around 15 m-depth. This observation could be attributed to the proposed occurrence of a unit
which differed from that above from a structural point of view (depicted by the dashed line on the lithological log -
Figure 1B). Indeed, above 15 m-depth, Young’s modulus is quite constant around 41.0-53.0 GPa (except for one sample at
8.60 m-depth), and drop to 16.8-31.5 GPa below 15 m-depth.
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Figure 5 Young’s modulus and maximal strength measured under uniaxial conditions on samples of the three boreholes (B1 to B3)
from 7 to 20 m-depth. Results from B1 to B3 are differentiated with specific symbols. Points highlighted in blue and red are used for the
discussion section.

2.3 Triaxial tests and Mohr-Coulomb criterium
Three cores were considered for triaxial tests (one for each borehole B1, B2 and B3). Cores have been chosen at different

depths from 11 m to 17 m-depth. As seen on Table 2, 3 to 4 samples were extracted for each core. The confining pressure
and reached maximal stress at failure allow us to draw Mohr circles and Mohr-Coulomb criterion (Figure 6). Depending
on how the Mohr-Coulomb criterion is plotted, the obtained minimal and maximal cohesion and friction angles can be
obtained and are summarized in Table 4.

Table 4 Summary of the cohesion, C′, and friction angle, φ′, obtained on the three cores depending on the possible variation of the
Mohr-Coulomb criterion, based on Figure 6.

Sample Depth C ′min (MPa) C ′max (MPa) φ′min φ′max

B1-Co07 12.75m 32 51 30◦ 41◦

B2-Co08 11.08m 0 22 42◦ 55◦

B3-Co11 17.47m 27 52 17◦ 32◦

Figure 6 Mohr circles and Mohr-Coulomb criterion obtained on, A: B1-Co07 at 12.75 m-depth, B: B2-Co8 at 11.08 m-depth, C:
B3-Co11 at 17.47 m-depth.
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At a similar depth (with respect to the global formation) the averaged cohesion varies from 11 to 41 MPa and reveals
again a high scattering (Figure 6A,B for B1-Co07 at 12.75 m-depth and B2-Co8 at 11.08 m-depth). It highlights also
the high vertical and lateral heterogeneity of the mechanical properties of the geological formation of the VZ. We also
observe a decrease of friction angle from 11.08 m-depth (B2-Co07) to 17.45 m-depth (B3-Co06). Unfortunately, these
interpretations cannot go further. Indeed, it’s worth noting that only 3 cores were tested in triaxial conditions due to
the time consuming of these experiments (repeated 3 to 4 times). Further studies should focus on the tests in triaxial
conditions of more samples to be more representative of the high heterogeneity and the variation with depth of the whole
units of the VZ.

3 Discussion
Considering Figures 3 to 6, there is no clear trend relating the studied parameters with depth in the studied layer (7 to

20 m-depth). It is interpreted as the effect of the high vertical heterogeneity of the limestone rock matrix, which presented
a global alteration but also some massive limestone banks, as described on direct core observations. Additionally, a large
variability is observed between two samples located at a similar depth considering every parameter and consequently the
mechanical behavior. It is interpreted in terms of significant heterogeneities and lateral variabilities of the mechanical
properties of the VZ. REV has been estimated around few centimeters considering that samples have been taken without
the highest heterogeneities. However, it is still possible that some intermediately higher heterogeneities have been sampled
and overpass this REV. This may explain some of the important scattering observed in the presented results.

This global variability becomes even greater after 15 m-depth. Also, at this depth, Young’s modulus seems to drastically
decrease. We interpret this variation in terms of a much more important natural heterogeneity network below this depth.
The enhancement of this heterogeneity network could be attributed to the apparition of downstream altered rock. Indeed,
from this depth, the limestone alteration is increased by the variations of the water table level (which has already reached
a depth of 15 m over the last few decades) and footprints of water/rock interactions [Aldana et al., 2021].

The following discussion aims to quantify and describe these heterogeneities and to correlate them to the permeability
of the samples and the observed lithology to assess this hypothesis.

3.1 Static vs Dynamic Young’s modulus and double porosity interpretation
P- and S-wave velocities can be interpreted in terms of dynamic Young’s modulus in order to be compared to the static

Young’s modulus. In Figure 7A, the dynamic Young’s modulus can be seen in black together with the previously shown
static ones in grey (from Figure 5). For the samples submitted to both uniaxial test and velocities measurements (cf.
Appendix A), a red arrow shows the difference from static to dynamic values. Then, in Figure 7B, the Young’s modulus
difference (i.e., the difference between the high frequency value and the low frequency one, or the difference between
dynamic and static values) is plotted for these specific samples.

Figure 7 A: Dynamic Young’s modulus calculated from P- and S-wave velocities. Corresponding static values are indicated in grey.
Red arrows show the difference from static to dynamic values for samples submitted to both uniaxial tests and velocity measurements.
B: Young’s modulus difference for the samples submitted to both uniaxial tests and velocity measurements. All data are plotted with
respect to depth. Points highlighted in blue and red are discussed in this section and correspond to the core presented in Figure 9A and
B, respectively.

We clearly see that this difference is always positive with higher dynamic modulii. This is classically explained by
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the stress level coming from the strain amplitude. Indeed, as Figure 4 shows, static values are measured for important
strains of 10−3 (or even higher) while dynamic values are always measured for lower strains. It is likely then, that static
measurements involve slow displacements distributed in the whole sample and impacted by all the matrix (including the
porous background and defects as cracks, fractures) while dynamic measurements do not because of the lower stress level.
This highlights a double porosity in our samples (with a porous background, i.e. matrix porosity, and cracks).

The amplitude of Young’s modulus difference is often not negligible and reaches few tens of GPa. Yet, we observe some
samples which show almost no difference between static and dynamic Young’s modulus.

To try to go further in the possible interpretation of these variations of Young’s modulus difference, we can hypothesize
the roles of frequency and fluids. Indeed, numerical models can be found in the literature showing the strong impact of
fracturation in a porous media on the frequency dependent elastic modulii [Rubino et al., 2014; Caspari et al., 2016; Mallet
et al., 2017]. These models, using double porosity principle, show through Biot’s theory that Young’s modulus difference
between low and high frequency is enhanced with connected crack networks. Such observations have been done also in
experimental works in saturated and dry conditions [Pimienta et al., 2015a,b]. The phenomenon can be explained by a
squirt flow process [Pride et al., 2004; Quintal et al., 2016]: when an elastic wave goes through a double porosity media
(including pores matrix and cracks) at low frequency, the variation of pressure has the time to accommodate in the porous
background, while at high frequency, the instantaneous pressure diffusion is released in the connected fractures [Rubino
et al., 2013].

Coupling of these two explanations (variation of stress level and frequency effects) explains that static young’s modulus
measured during uniaxial tests are impacted by the porous background and cracks, while dynamic ones interpreted from
the P- and S-wave velocities rather are affected only by cracks. It is a coupled confirmation of O-ZNS double heterogeneity
presenting strong lateral and vertical variations along the VZ column. In addition, the difference between young’s modulus
high and low frequency could be interpreted in terms of porosity variations.

Looking at depth variation, the Young’s modulus difference starts at around 20 GPa at 8 m-depth and decreases to very
low values approaching 0 GPa at around 14 m-depth. Below 15 m-depth, higher Young’s modulus difference values are
observed (around 40 to 50 GPa). Considering the double porosity interpretation, and remembering that we are at the
relevant REV scale, the smallest difference values could correspond to strong limestone presenting a small porosity (but
still potentially with cracks) probably due to a less altered layer. On the other side, the highest difference value would
depict samples presenting much more independent pores (and still maybe with cracks).

In addition, this double porosity could explain the different behaviors observed during the uniaxial tests. Indeed, it
confirms a different initial porosity for the two groups of samples (Table 3): in the first group, porosity is either equivalent
or less important and predominated by cracks while in the second group, the more important initial porosity would be
spherical pores but not cracks (or at least not connected) (see the distinction in Table 3). Indeed, the more localized failure
can be a witness of the crack propagation and connectivity increase as observed by Fortin et al. [2006] and Mallet et al.
[2015]. For the second group, the initial strain relaxation is classical in the literature and is attributed to the closure of
pre-existing pore [Menéndez et al., 1996; Fortin et al., 2005].

These different initial microstructures affect and are translated by their behavior, maximal strength, Young’s modulus
and Young’s modulus difference.

3.2 Crack density compared to the literature
The cracked part of this double porosity can be described through the crack density, a relative dimensionless mechanical

parameter defined by Bristow [1960]. In isotropic conditions, that we consider here for sake of simplicity, it is obtained by:

ρc =

N∑
m

a3i /VT , (3)

where ai is the ith crack radii over N number of cracks and VT the total volume of the sample. From a mechanical point of
view the crack density represents the volume of influence of cracks over the total volume of the sample. Thus, it defines
the probability of crack interactions and their consequences on the sample macro-behavior. However, crack density does
not account for the porosity neither its impact on the mechanical behavior.

Elastic wave velocities can be translated in terms of the elastic bulk, K, and shear modulus, G [Mori and Tanaka, 1973;
Kachanov, 1993; Guéguen and Kachanov, 2011]. These modulus variations are then linked to the crack density by:

K0

K
= 1 +

ρc
1− 2ν0

H

(
1− ν0

2

)
, (4)

and
G0

G
= 1 +

ρc
1 + ν0

H

(
1− ν0

5

)
, (5)

where the subscript 0 denotes the non-cracked parameters ; ν0 is the Poisson ratio ; and

H =
16
(
1− ν20

)
9
(
1− ν0

2

) . (6)
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For our samples, we chose the less heterogeneous ones (those with the highest Young’s modulus or velocities for example)
to estimate the non-cracked modulii of K0 and G0 and obtain then, a relative crack density presented in Figure 8A.

Except for the extremum observed at 19.66 m-depth (ρc=1.21-red star), crack density ranges from 0.00 to 0.50 with an
average value of 0.19. This kind of value are representative of well cracked materials. Indeed, it is similar to some obser-
vations found in the literature obtained in thermally cracked ceramics [Ougier-Simonin et al., 2011; Mallet et al., 2013], in
natural carbonates [Nicolas et al., 2016; Bailly et al., 2019], in other natural crustal rocks [Lockner, 1993; Browning et al.,
2017], but also discussed and often used through numerical models [Grechka and Kachanov, 2006; Novikov et al., 2017].
We can observe that the expected increasing variation after around 15 m-depth is not recovered here, surely hidden by the
large scattering. Albeit, under this depth the average crack density increases (0.15 above 15 m-depth and 0.23 below).

Figure 8 A: Crack density calculated from the P- and S-wave velocities of Figure 3 with respect to depth. Points highlighted in blue and
red are discussed in this section and correspond to the core presented in Figure 9A and B, respectively. Points highlighted in green (and
the blue one) correspond to samples for which Young’s modulus is known. B: Crack density compared to Young’s modulus difference for
green and blue points.

The 9 samples where Young’s modulus difference is known (from Figure 7B) are highlighted in green (Figure 8A and
B). We can see that those with the greatest Young’s modulus difference have the greatest crack density. It indicates that
samples presenting an important porosity in the background also have an important crack network, while the less porous
ones present a small crack amount.

Finally, two samples are discussed. They are highlighted on Figure 8A: one with a crack density corresponding to an
average value of 0.19 (blue circle) and the one with the maximal crack density of 1.21 (red star).

First, the crack density of 0.19 (blue circle from B3-Co05 at 15.90 m-depth) corresponds well to intermediate velocities
(blue circles on Figure 3) as expected. However, it corresponds to low Young’s modulus and maximal strength (blue circles
on Figure 5). It could mean that this averagely cracked sample is also composed of intermediate amount of spherical pores.
This would explain also the intermediate Young’s modulus difference. This observation is coherent with the group distinc-
tion of uniaxial results. This average crack density value will be compared in the following section to core observations.

Second, the extreme value observed at 19.66 m-depth, with ρc=1.21 is shown with a red star (B2-Co17). This value
is in a good correlation with uniaxial results of Figure 5 and elastic wave velocities of Figure 3. Indeed, this naturally
high crack density was coming from the low P- and S-wave velocities and explains the particularly low strength observed
at this depth. We can see with Table 3 that this sample was also associated to a relaxation strain in uniaxial conditions
highlighting a strong presence of initial pores.

Note that, although this value may seem mistaken because superior to 1, it is not the case. Indeed, crack density is not a
simple void ratio. It is calculated with the sum of all cubed crack radius (as if we considered the sum of the spheres around
all cracks). A crack density superior to 1 means that the possibility for crack to interact under mechanical test is certain.
Crack densities superior to 1 have already been documented in the literature. For examples, crack densities of 1.05 or 1.90
have been measured in crustal rocks [Zuo et al., 2016] or concretes [Belayachi et al., 2019], when these samples were
submitted to high thermal shocks. Also, under mechanical tests, crack density can exceed 1 close to the failure [Sha et al.,
2020]. In our case, this extreme value is not due to the failure of the sample neither a thermal solicitation. Our high value
denotes a natural highly dense crack and pore networks. Such amount of natural crack density and/or double porosity
has also already been observed in the literature as for example in a naturally cracked marble with a crack density of 1.04
[Arena et al., 2014; Delle Piane et al., 2015].
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3.3 Correlation with direct observations
Figures 9A and B present some pictures of the studied core samples: (a) B1 from 10.1 m to 11.7 m-depth (from which

the blue circle sample has been extracted) and (b) B2 from 19.3 m to 20.0 m-depth (from which the red star sample has
been extracted). Figure 9C presents four log imaging made on boreholes drilled in spring 2020 (B5 blue borehole in Figure
1) from 11 m to 19 m-depth.

Figure 9 A: Core picture of B1 from 10.1 m to 11.7 m-depth. B: Core picture of B2 from 19.3 m to 20.0 m-depth. On these two pictures
blue circle and red star highlight where the samples used in this study have been extracted. C: Log imaging made on B5 borehole of
11 cm-diameter Figure 1), at different depths with the presence of cracks becoming more and more important in the lower part.

There are three clear evidences of a good correlation between these pictures or log imaging and the estimated crack
density:

• First, the sample made in the core of Figure 9A corresponds to the average crack density of 0.19 (blue circle on
Figure 8). On the core direct observation we can indeed observe an existing crack network and few pores.

• Second, the core of Figure 9B coming from 19.3 to 20.0 m-depth, seems to have as much crack as solid. The samples
have been extracted in the more cohesive part of the core (highlighted with the red star), but still present a huge
crack network explaining the crack density higher than 1.

• Third, looking at the log imaging evolution with depth: it appears that the crack network is always present with a
small to moderate density, without significant variations with respect to depth except in the last part. From 18-19 m-
depth, the observed macro-crack network is much more developed. It is well correlated to the higher crack density
observed at 19.66 m-depth.

3.4 Correlation with independent permeability measurement
The hydraulic properties of undisturbed cored samples from B2 have been already determined on previous studies made

by Aldana [2019] and Aldana et al. [2021], using a multistep outflow method applied by using a triaxial system. The values
of saturated hydraulic conductivity, KS were obtained in m.s−1. This data can be related to the intrinsic permeability, k in
m2 [Hubbert, 1940], which is more commonly considered in geomechanics and geophysics, by:

KS =
kρg

µ
, (7)

where ρ and µ are the fluid volumic mass [kg.m−3] and viscosity [Pa.s], respectively and g the gravity acceleration
[m.s−2].

The results are presented in Figure 10. The lowest permeability value (8.0 10−18 m2 at 7.5 m-depth, depicted by a grey
star) has been obtained specifically on an intact massive limestone rock and characterize the limestone matrix. Although
this value is not representative of our present study, it is still a remarkable result. Indeed, previous works showed that this
weak local permeability can cause accumulation of water and lead to the occurrence of perched water tables at around
8 m-depth in the VZ profile [Aldana et al., 2021] having an important impact on the transfer process within the VZ.
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Figure 10 Permeability obtained from saturated hydraulic conductivity simulated from laboratory experiments made on six core
samples from B1 and B2 (by Aldana [2019] and Aldana et al. [2021]).

The six other permeabilities are measured around 10−15 to 10−14 m2. These values are not consistent with cracked
limestone rocks [Smith and Freeze, 1979; Worthington et al., 2016] usually starting at 10−13 m2. This may be due to the
fact that our samples are taken in homogeneous zone avoiding macro heterogeneities [Aldana et al., 2021]. But because it
is also the case for the presented geophysical and geomechanical study, our comparison can still stand.

These permeability values show, as our mechanical results, a strong variability of one order of magnitude. It seems also
that permeability presents a tendency to increase with depth around 15 m-depth, which may corroborate our interpretation
although the too small numbers of measurements make this point debatable.

To go further in our heterogeneity characterization, we can make a first assumption that our permeability is only due
to smooth and straight cracks. Then, the cubic law could be used to estimate their corresponding average crack aperture
[Boussinesq , 1868; Oron and Berkowitz , 1998]:

kc =
a2

12
. (8)

The obtained crack aperture, a is about 0.2 and 0.5 µm. According to Table 1, this estimation does not fit.
This incoherence could be corrected with a further microscopic investigation to specify the finest cracks that may also

contribute to the flow process. But also, we have to notice that the cubic law may be not adapted to our samples. Indeed,
the first approximation drawn by the cubic law needs to be considered carefully. In the literature, its global assumption has
been reexamined, especially for cracked rocks that does not have smooth and straight cracks [Witherspoon et al. , 1980;
Oron and Berkowitz , 1998; Mallet et al., 2017]. Considering an important crack tortuosity and roughness, a higher crack
aperture would be obtained [Wang et al. , 2015].

We also have to be careful on the interpretation of permeability only in terms of crack aperture. Permeability is indeed,
strongly affected by crack aperture, but not only. Crack length and connectivity, but also pore network (that is clearly
highlighted in our samples) play a key role in transport properties both at the sample microscopic or mesoscopic scales,
but also at the field scale.

4 Conclusion
This paper presents a first characterization of the micro- to meso-scale heterogeneities observed in the hard massive

and altered rock units from a highly heterogeneous vadose zone of a limestone aquifer based on integrated geophysical,
hydrogeological and geomechanical laboratory investigations. The measured properties (wave velocities, mechanical
strength in uniaxial and triaxial conditions) highlighted no specific trend with depth but a strong lateral and vertical
variability. The increases in this variability observed below 15 m-depth was attributed to an important natural damage
due to heterogeneities probably sustained by mineral dissolution processes and water-rock interactions (i.e., alteration,
fracturation, karstification).

The comparison between static and dynamic Young’s modulus depicted a strong difference. It highlights the structure
of our heterogeneities as a double porosity containing connected pores and cracks. This difference presents also a certain
variability with depth indicating that the double porosity ratio is not constant over the entire VZ column.

On one side, the independent pores affect the global elastic behavior of the samples and their mechanical strength. On
the other side, the crack has been quantitatively estimated through the crack density. This parameter ranges between 0.0
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and 0.5, except for the deepest part of the formation (from 19 m-depth) where the crack density reaches an extreme value
above 1.

These results are in good correlation with direct core lithological observation and log imaging highlighting (1) a moderate
porosity and crack density between 7 and 19 m-depth, and (2) an increase of crack density in the deepest part of the VZ
profile (with an extreme value at around 19 m-depth).

Finally, whether samples with high crack density or high porosity (or both), these observations are correlated with values
of permeability ranging from 10−15 m2 to 10−14 m2. These values increase with depth, while the massive limestone rock
matrix displayed much lower permeability (10−18 m2). However, the comparison with permeability does not allow us to
find back our microstructure estimation of crack aperture. It highlights the key role of the double porosity in transport
properties and the importance to characterize all cracks (micro to macro), pores (to karsts) and connected pores. This
large and complex issue represents our future investigations and ongoing work is already dedicated to Representative
Elementary Volume description at different scales and characterization through various frequency measurements.
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Table A.1 Core samples from B1, B2 and B3 with their identification and performed tests.

Borehole Sample Depth (m) Core size (cm) VP , VS σmax E triax
B1 Co01 7.08 8 X

Co02 9.91 22 X X
Co03 11.07 14 X
Co04 11.20 10 X X
Co05 12.40 11 X
Co06 12.75 25 X X
Co07 13.62 11 X
Co08 13.82 10 X
Co09 14.27 18 X X X
Co10 16.06 12 X X X
Co11 17.01 18 X X X

B2 Co01 5.18 15 X
Co02 6.87 5 X
Co03 7.50 10 X
Co04 8.60 17 X X X
Co05 9.75 10 X
Co06 10.90 20 X X
Co07 11.08 15 X X
Co08 11.66 19 X
Co09 13.25 10 X
Co10 14.39 11 X X X
Co11 14.63 10 X
Co12 16.05 10 X X X
Co13 16.15 10 X
Co14 17.23 21 X
Co15 17.58 21 X
Co16 18.57 16 X X X
Co17 19.66 18 X X

B3 Co01 9.95 30 X X
Co02 11.25 21 X X
Co03 12.18 26 X X X
Co04 15.70 20 X X
Co05 15.90 20 X X X
Co06 17.47 33 X X
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