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We propose an alternative explanation, as compared to one reported in the literature, to the experimentally
observed spatial anisotropy ξ = �J1/J

in
1 (�J1 = J in

1 − J out
1 ) of the nearest neighbor exchange integral J1 in Mn-

doped semiconductors with the wurtzite structure. We show that the main contribution to ξ is ferromagnetic and
comes from a looped exchange path which involves two distinct anions. A comparison between our calculations,
that use the results of photoemission spectroscopy as input parameters, and the available data for three wurtzite
materials, CdS:Mn, CdSe:Mn, and ZnO:Mn, shows a good quantitative agreement between theory and experiment
in the case of cadmium compounds and only a qualitative one in the case of ZnO:Mn.

DOI: 10.1103/PhysRevB.84.165207 PACS number(s): 75.30.Et

I. INTRODUCTION

Diluted magnetic semiconductors (DMSs), semiconduc-
tors in which the transition-metal ions (TMIs) substitute
diamagnetic cations, have become particularly attractive as
promising materials for spin electronics.1,2 Clear progress has
been achieved in understanding of their magnetic properties;
however there is still a lot more work to be done in order
to clarify the underlying mechanisms behind the spin-spin
interactions between TMIs.3

It is well established that without an additional doping
the magnetic properties of DMSs are dominated by the
d–d antiferromagnetic (AFM) superexchange interactions,4

characterized by the exchange coupling Jdd .
Anderson proposed an attractive microscopic picture of the

superexchange in magnetic insulators based on a perturbative
treatment of the hybridization process.5 Its straightforward
application to DMS physics was done more than 20 years
ago by Larson, Hass, Ehrenreich, and Carlsson in their widely
referenced paper, treating II–VI zinc-blende compounds, such
as Mn-doped tellurides, selenides, and sulfides.6

Since then, wide-gap materials (i.e., GaN:Mn, ZnO:Mn,
etc.) with the wurtzite structure became the focus of extensive
research that generated a large body of experimental data from
photoemission (PE) spectroscopy7–14 and magnetic properties
measurements.15–20 Importantly, the results of magnetization
step experiments on wurtzite DMSs reveal that two the next
nearest neighbour (NN) Jdd parameters are required for their
description (which in II–VI DMSs are denoted by J in

1 and
J out

1 ) in contrast with zinc-blende materials where only one J1

is sufficient.19,20

Although, some attempts were made to gain a better un-
derstanding of the exchange interaction in wurtzite materials,
there still remains several unsolved problems. As we show
in the present paper, the available theoretical estimates fail
to account for the experimentally observed spatial anisotropy
of J1, ξ = �J1/J

in
1 (�J1 = J in

1 − J out
1 ); therefore, a detailed

analysis of the superexchange mechanism is indispensable.
Moreover, it is of fundamental importance to relate this
analysis to the PE data, offering the most valuable information
on the s,p–d hybridization.

In this paper we will address these points by developing a
simple model for the NN exchange parameters in Mn-doped

DMSs, that is essentially based on the theoretical approach
used for the treatment of PE experiments.

II. THEORETICAL MODEL

We consider a pair of TMIs and several ligand ions between
them within the p–d model. The Hamiltonian is

Ĥ = Ĥd + Ĥp + T̂pd , (1)

where Ĥd and Ĥp are on-site Hamiltonians for TMIs and
ligands, respectively, and T̂pd describes electron hoppings
between TMIs and ligands.

In the single ion Hamiltonian we include the diagonal one-
particle terms and dominant Coulomb interactions

Ĥd = εdN̂d + ĤCF,d + Ŵ ,

Ŵ = Ud

∑
m

n̂m,↑n̂m,↓ + U ′
d

2

∑
m�=m′

n̂mn̂m′ (2)

−JHd

2

∑
m�=m′

(
2smsm′ + 1

2
n̂mn̂m′

)

+JHd

∑
m�=m′

d
†
m,↑dm′,↑d

†
m,↓dm′,↓,

Ĥp = εpN̂p + Up

2

(
N̂2

p − N̂p

) + ĤCF,p, (3)

where

N̂l ≡
∑
m

n̂m, n̂m ≡
∑

s

n̂m,s,

n̂m,s = c†m,scm,s,

ĤCF =
∑
m,s

Vmmn̂m,s

Ud = A + 4B + 3C,

JHd = 5

2
B + C,

U ′
d = Ud − 2JHd = A − B + C,

εd,εp are the one-particle energies of d and p states, A,B,C are
the Racah’s parameters of TMIs, Up is the Coulomb repulsion
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on oxygen and ĤCF is the crystal field (CF) Hamiltonian.
It is convenient to use the hole notations; then the operator
c
†
m,s = d

†
α,m,s(p

†
β,m,s) creates a hole with the one-particle basis

d(p) wave function and spin projections s on TMI (numbered
by α = 1,2) and ligand sites (numbered by β = 1,2), respec-
tively; m = x,y,z,v,w (m = xy,yz,zx,x2 − y2,3z2 − r2) for
the TMI in trigonal (tetragonal) axes, and n = x,y,z for the
ligand. In the ground state of Hl , the d shell of the TMI contains
N holes, and the ligand has the closed p shell with np = 6
electrons (zero holes).

The hopping Hamiltonian

T̂pd =
∑

n,m,α,β,s

tα,m,β,n(d†
α,m,spβ,n,s + p

†
β,n,sdα,m,s) (4)

couples configurations with different numbers of d and p

holes. We will account for the coupling between the configu-
rations dNp0dN , dN−1p1dN , dN−1p2dN−1, and dN−1p0dN+1.

The Hamiltonian (2) was introduced by Kanamori, and it
was used in the form written for electrons for an analysis of
the 2p core-level PE spectra of transition metal compounds
in Refs. 8 and 21 and in other papers of this group. We
will use the approximate Hamiltonian (2), with its parameters
determined from PE experiments. The electron-hole transform
for the basis of real functions is a

†
m,−s ≡ cm,s (a†

m,−s creates
an electron). It does not change the operator form of the
Hamiltonian, and parameters of the interaction, but for the
one-particle parameters we have for the electrons

εp,el = −[εp + Up(2Rp − 1)],

εd,el = −[
εd + Ud + (

2U ′
d − JHd

)
(Rd − 1)

]
,

where Rl = (2l + 1). The hopping term simply changes the
sign. Bocquet et al.21 neglected the Coulomb repulsion on the
ligand Up ≈ 0. They introduced two additional parameters

U = Ud − 20

9
JHd = A − 14

9
B + 7

9
C, (5)

� = εd,el − εp,el + UNel

= εp − εd − U (N − 1) , (6)

where Nel = 10 − N is the number of electrons in the ground
state of the TMI. Note two important misprints in the bottom
of Table II of Ref. 21, the first one concerns the expression
for U , and the second one is in the expression for the center
of gravity of the dNel multiplet, which should be E(dNel ) =
UNel(Nel − 1)/2.

The Hund exchange fixes the ground state of the TMI. We
assume that the TMI is in the high-spin state (i.e., S = 5/2 for
Mn2+).

The interaction term in (2) may be written as

Ŵ = Ud

∑
m

n̂m,↑n̂m,↓

+
(

U ′
d − JHd

2

) [
N̂2

d − N̂d

2
−

∑
m

n̂m,↑n̂m,↓

]

−JHd

(
Ŝ2 − 3

4
N̂d + 3

2

∑
m

n̂m,↑n̂m,↓

)

+ JHd

∑
m�=m′

d
†
m,↑dm′,↑d

†
m,↓dm′,↓. (7)

Then, neglecting the d-state CF splitting compared to �, we
have for N holes in the d shell [cf. Eq. (3) of Ref. 21]:

〈S,S,N |Ĥd |S,S,N〉 = εdN + Udp +
(

U ′
d − JHd

2

) [
1

2
N (N − 1) − p

]
− JHd

4
n1 (n1 − 1)

= εdN + Udp + U ′
d

[
1

2
N (N − 1) − p

]
− JHd

2
[N↑(N↑ − 1) + N↓(N↓ − 1)] ≡ E(S,N ) , (8)

with p = N − 5 being the number of d-hole pairs in the same
orbital (p = 0 for N � 5), n1 = N − 2p = N↑ − N↓ = 2S is
the number of singly occupied orbitals, and N↑,↓ is the number
of holes with a given spin projection index.

We write the magnetic interaction between two TMIs as
HJ = −2JS1S2. We calculate the superexchange parameter
using the resolvent method22 which in the fourth order gives
the formula6,23

J = − 1

2
√

S1S2

×
∑

I1,I2,I3

〈f |T̂pd |I1〉〈I1|T̂pd |I2〉〈I2|T̂pd |I3〉〈I3|T̂pd |i〉
(E0 − EI1 )(E0 − EI2 )(E0 − EI3 )

,

where the |i〉(|f 〉) denotes the initial (final) state, represented
by a ket vector |S,S − 1〉(|S − 1,S〉), and |Ii〉 are the interme-
diate states. Here the notation |M1,M2〉 means that the first
TMI has the spin projection M1, and the second one has its

spin projection M2. After tedious but straightforward algebra,
we obtain24

J = − 1

2S2�2
eff

∑
β,β ′

(
r2

Ueff
+ 2

2�eff + Upδββ ′

)
Eββ ′ , (9)

where

Eββ ′ =
occ∑

m,m′,n,n′
t1,m,β,nt2,m′,β,nt1,m,β ′,n′ t2,m′,β ′,n′ . (10)

Summation in Eq. (10) goes over orbitals occupied by holes
in the TMI ground state.

The first term in parentheses of Eq. (9) corresponds to
Anderson’s processes5 where a hole is transferred from one
TMI to another. The energy denominator for these processes
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is

Ueff ≡ (E0 − EI2 )

= E∗(N + 1) + E(S − 1,N − 1) − 2E(S,N )

= U + JHd

(
N + 11

9
− 2p

)
, (11)

with E∗(N + 1) = εd + Ud + U ′
d (N − 1) − JHdp + E(S,N )

being the energy of the intermediate state d
†
m,↓n̂m,↑|S,S,N〉,

which occurs when to a TMI in a high spin state, with all the
spins up, a hole with its spin down is added. Note the large
contribution of Hund’s exchange to Ueff for many-electron
TMI states �UHd = JHd (N − 1 − 2p). This renormalization
of the effective Hubbard repulsion U was originally introduced
for the description of PE experiments.7 As far as we know,
it was not previously discussed in connection with the
superexchange model of ionic solids. �UHd vanishes for
the d9 configuration (N = 1, p = 0, e.g., Cu2+ ions, which
are responsible for the magnetic properties in cuprates) and
for the d1 configuration (N = 9, p = 4), but it reaches its
maximum value of 4JHd for the d5 configuration of the Mn2+
ion.

The second term in the parentheses of Eq. (9) comes from
the processes having the intermediate state |I2〉, which arises
either when two holes occupy the same ligand or when they
occupy two different bridging ligands.6,23 In this case, the
denominators contain an effective charge transfer energy

�eff = � + JHd

[
7
9 (N − 1) − p

]
, (12)

which also depends on JHd for a many-electron TMI state.7

The hopping integrals tα,m,β,n
25 between the mth d function

of the metal ion and the nth p function of the ligand are
expressed via direction cosines l,m,n of the vector Rβ − Rα ,
and two Slater-Koster parameters26 Vpdσ and Vpdπ , which
depend on the distance R = |Rβ − Rα| and for which we
use the notation currently adopted in the PE literature,
Vpdσ ≡ (pdσ ) and Vpdπ ≡ (pdπ ). Harrison’s parametrization
is applied for (pdm) parameters in the case of hopping between
Mn ions and distant anions:27

(pdm)(R) = ηpdm

h̄2r
3/2
d

mR7/2
, (13)

where ηpdσ = −2.95, ηpdσ /ηpdπ = −2.16, and the value
rd = 0.925 Å for the Mn ion. We also take into account the
dependence of the hopping integrals on the d-shell filling by
introducing a reduction coefficient in the term ∝ 1/Ueff in
Eq. (9),23 i.e., r = 0.8.

For Mn2+(d5) Eqs. (11) and (12) give11

Ueff = U + (140B + 56C) /9, (14)

�eff = � + 28JHd/9 = � + (70B + 28C) /9, (15)

where B = 0.119 eV, C = 0.412 eV,28 and we assume that
Up = 0.

III. RESULTS AND DISCUSSION

In order to facilitate the ensuing discussion, in Fig. 1 we
present the TMI sites and their environment in the wurtzite
crystal structure, using as an example a Mn-doped ZnO system.

(a)                 

 

 

(b) 

Mn2

Mn1 

O1 O2 O3

O5

O4 

O4’

Mn1 O1

O2 

O2’

Mn2

FIG. 1. (Color online) Fragments of ZnO:Mn crystal structure
presenting the positions of two substitutional nearest neighbor Mn
ions and their oxygen surroundings: (a) Mn and O ions involved in
J out

1 exchange integral calculations are shown; (b) the same for J in
1

calculations.

Two groups of NN cation sites have to be distinguished
in the wurtzite lattice:18 six “in-plane” NNs which are in
the same ab plane as the central cation (the corresponding
exchange constant labelled J in

1 ) and six “out-of-plane” NNs
which are coupled to the central cation by J out

1 . In addition,
each cation is surrounded by a number of anions which
in the superexchange picture are involved in hopping pro-
cesses. In the wurtzite lattice the atomic positions are de-
termined by three lattice parameters a, c, and u.29 Knowing
them, one can obtain the relative positions of a given cation
and surrounding anions and in this way evaluate the exchange
contributions from different exchange paths using our Eq. (9).
We will denote by Jαβ an exchange integral corresponding to
a 4th order hopping process via Aα and Aβ anions which can
be schematically presented as Mn1-Aα-Mn2-Aβ-Mn1.

A. Earlier model

We are now in a position to discuss the origin of the observed
anisotropy of J1. First, we recall the currently available
explanation of ξ which is the following.30 Since, in the ideal
wurtzite structure the virtual hopping between two TMIs via
NN anions [in both Figs. 1(a) and 1(b) these anions are labeled
as O1] is the same for in-plane and out-of-plane processes, the
calculations give J11(in) = J11(out), i.e., �J1 = 0 and ξ = 0.
In order to have ξ �= 0, one should take into account the
hopping processes via more distant anions. An examination of
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Fig. 1(a) shows that for the out-of-plane geometry there exist
three additional exchange paths via the oxygens labeled O2,
O3, and O5, which lead to J22, J33, and J55, respectively. While,
as it is clear from Fig. 1(b), for the in-plane geometry, one can
find four such exchange paths via the oxygens labeled as O2,
O2′ , O4, and O4′ . Then, if one supposes that all these additional
processes via distant anions are more or less equivalent and
contribute antiferromagnetically to J1, it follows that J in

1 will
gain from one more of such contributions; hence |J in

1 | >

|J out
1 | in this model. A numerical estimation gives for CdS:Mn

ξ = 0.16 close to ξ = 0.13 inferred from the magnetization
step experiment.19

This rough estimate should be considered, however, with
some care, as our accurate calculations show that the exchange
integrals, such as J22, J33, etc., contribute only a very small
part to J1. In fact, the ratio Jαα/Jin (for α = 2, 2′, 3, and 4) is
found to be about 0.01; hence the above estimate of ξ should
be scaled down by an order of magnitude.

B. Input parameters

In Table I the results of our analysis are shown for three
wurtzite compounds. The upper part of the table lists the input
parameters, and its lower part shows the obtained results in
a comparison with the experimental data from magnetization
step measurements, which are presented in parentheses.

First, we explain our choice of the input parameters. In the
case of CdS:Mn and CdSe:Mn for which no detailed PE data
are available, the results of the PE experiments for similar
compounds, such as ZnS:Mn and ZnSe:Mn, respectively, have
been taken. Then, U and � parameters were used unchanged in

TABLE I. Comparison of the calculated and experimental ex-
change coupling constants for three wurtzite compounds. The
electronic structure parameters are in eV, and the exchange integrals
are in Kelvins. The experimental data from magnetization step
measurements are presented in parentheses.

Parameter CdSe:Mn CdS:Mn ZnO:Mn

a(Å) 4.2999a 4.1367b 3.252c

c/a 1.6305a 1.6235b 1.600c

u 0.376d 0.377d 0.383c

U 4e 4e 5f

� 2e 3e 4.7
(pdσ ) −0.98 −1.22 −1.8

J in
1 −8.1(−8.1g) −11.1(−11.0h) −24.0(−24.3i)

J out
1 −7.0(−7.0g) −9.4(−9.6h) −18.7(−18.2i)

J11 −8.0 −10.8 −21.7
J55 −0.2 −0.3 −0.8
J15 1.2 1.7 3.7

�J1/J
in
1 0.14 (0.14) 0.15 (0.13) 0.22 (0.25)

aReference 31.
bReference 32.
cReferences 29.
dReference 33.
eReferences 7 and 11.
fReferences 11,36, and 37.
gReference 15,16, and 17.
hReferences 18 and 19.
iReference 20.

the fitting, and (pdσ ) was slightly reduced from their original
values in zinc compounds [(pdσ ) = −1.3 eV for ZnS:Mn and
(pdσ ) = −1.1 eV for ZnSe:Mn] in order to account for the
larger anion-cation distance in cadmium materials as compared
to zinc ones and to have the best fit of the experimental data.

In the case of ZnO:Mn the choice of the electronic structure
parameters is somewhat more delicate. The only paper which
reports both the PE data and their analysis, in the framework
of the configuration interaction model, is Ref. 11. According
to this study U = 5.2 ± 1 eV, � = 6.5 ± 1 eV, and (pdσ ) =
−1.6 ± 0.2 eV. By putting these parameters into our Eq. (9),
we get J in

1 
 −8 K and J out
1 
 −6.3 K (Ref. 34), both of

which are too small by a factor of approximately three, as
compared to the data. The reason of this discrepancy is not
clear for the present. A plausible explanation may come from
the recent PE results35 which reveal the presence of occupied
Mn2+ levels above the valence-band edge of ZnO, whereas
the analysis in Ref. 11 was made assuming the position of
these levels below the valence-band edge. In this situation, we
are led to use additional information regarding the electronic
structure parameters of ZnO:Mn. In our fitting procedure we
assumed U = 5 eV, a typical value of U used in the local spin
density approximation + U calculations of ZnO:Mn,36,37 that
is close to the PE data. Next, the hopping parameter (pdσ )
was taken to be −1.8 eV, according to Harrison’s formula
[Eq. (13)] and within the stated uncertainty of the PE data.
As far as the value of � = 6.5 eV is concerned, even the
authors of Ref. 11 consider it somewhat overestimated, and
for their evaluation of the Jpd integral they use the value of
5.5 eV leading to Jpd = −2.7 eV, which is still very far from
Jpd = 0.1 to 0.5 ± 0.2 eV, obtained from the magneto-optical
data.38,39 Therefore, we decided not to fix �, but rather use it
as a fitting parameter.

C. Comparison with experiment

Some comments should be made regarding the results
presented in Table I. We have analyzed in detail various
hopping processes via anions located at the distances up to√

19/8 a from Mn ions. However, the contributions from
these distant exchange paths yield only small corrections to
the absolute value of J in

1 and J out
1 , and do not change much the

ξ value. This is why J in
1 in Table I is represented by the J11

integral, i.e., J in
1 = J11. In a similar way J out

1 in Table I contains
only main corrections due to the next-nearest neighbour anion,
i.e., J out

1 = J11 + J55 + J15.
Our important finding is that the main contribution to ξ

comes from J15, a looped exchange path which includes two
distinct anions. This ferromagnetic looped process contributes
to J out

1 , but does not contribute to J in
1 . The strongest AFM

exchange coupling in both geometries is given by J11 and a
weak one by J55.

As it can be seen from Table I, the obtained results for
cadmium compounds are in a good quantitative agreement
with the experimental data, and this is with practically no
adjustable parameters. In both cases the principal contribution
to ξ comes from the ferromagnetic looped exchange J15,
while J11(in) 
 J11(out), because CdS and CdSe both have
almost ideal wurtzite structure with c/a close to

√
8/3.

A slight discrepancy in ξ between the experimental and
calculated values may originate from anisotropic parts of
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the exchange coupling (symmetric or antisymmetric, i.e., the
Dzyaloshinskii-Moriya term) which are ignored in the present
model. Note also, that in the early model calculations6 the value
of J1 for ZnS:Mn is nearly twice as large as the corresponding
experimental value that was obtained.

With our choice of the input parameters for ZnO:Mn, we
obtain the best fit for the experimental data with � = 4.7 eV.
In this case, in addition to the J15 contribution which is still
the dominant one, ξ contains also an important contribution
from J11, because J11(in) = −24 K, but J11(out) = −21.7 K,
which is clearly due to the distorted wurtzite structure of ZnO
(c/a = 1.6).

IV. CONCLUSION

In conclusion, within the p–d hybridization scheme, widely
used for the interpretation of PE data, we have developed
a model which allows us to describe the experimentally
observed anisotropy ξ of NN exchange coupling constants
in Mn-doped wurtzite DMSs. We found that the main
contribution to ξ is due to a specific ferromagnetic looped
exchange process involving two distinct anions. Using the
available data from PE spectroscopy as input parameters,

we obtain the estimates for J in
1 and J out

1 , which are in a
good agreement with the experimental results in the case of
CdSe:Mn and CdS:Mn, but not in the case of ZnO:Mn. We
speculate that, experimentally, this disagreement is due to the
midgap d states, recently found in the PE experiments on
ZnO:Mn, however, which was not considered in the earlier
PE work. Nevertheless, our study allows us to make some
predictions concerning the electronic structure parameters of
this material. If one fixes (pdσ ) in the range of −1.6 to
−1.8 eV, which is a quite reasonable choice, then, according
to our analysis, U and � cannot exceed 4 to 5 eV in order
to fit the experimental data. It will be interesting to verify
these predictions in future PE experiments. Another important
outcome of this work is that it shows how fine details of
hybridization physics in DMSs can be revealed by an analysis
of their exchange interactions.
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