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Abstract: This paper does not call into question the existing ethical guidelines for 

artificial intelligence, but suggests rethinking their priorities in today’s era of humanity 

under threat. In December 2020, the United Nations’ Secretary General described the 

anthropogenic degradation of the planet, claiming that “the planet is broken.” Adopting 

the approach of disaster risk reduction, we assert that the ongoing destruction of the 

planet is a disaster, which leads us to think in terms of resilience. We have examined 

existing works on ethical guidelines for AI through the lens of philosophy, namely, the 

imperative of responsibility toward the distant future of nature, including humanity, and 

an ethics of care articulated around maintenance, continuance and repairs. We have 

identified five ethical principles: respect for nature, respect for human rights, AI 

usefulness, AI transparency, and AI trustworthiness, which are explained through 19 

subprinciples. We conclude with the difficulty of being concretely nature-friendly in 

today’s era of humanity under threat. 
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Rethinking priorities in AI ethics guidelines in today’s era of humanity under threat 

1. Motivation 

The landscape of artificial intelligence (AI) ethics guidelines developed by Jobin et al. (2019) 

reveals a plethora of works about creating systems based on ethical AI. These authors have 

thoroughly analyzed the ethical guidelines for AI contained in 84 documents from national, 

European, and international organizations. Jobin et al.’s goal was to identify principles that 

would transcend the diverse interests of AI-related stakeholders. They concluded that these 

principles could be connected to the following values: transparency; justice and fairness; non-

maleficence; responsibility; privacy; beneficence; freedom and autonomy; trust; 

sustainability; dignity; and solidarity. 

Respect for all these values should lead to ideal AI for humanity’s and society’s well-

being. However, is this ideal high enough when it comes time “to address our planet’s 

emergency” in transforming humankind’s relationship with nature to restore the “broken” 

planet and to ensure humanity’s survival?
1
 Although the natural environment is taken into 

account in ethical AI guidelines, it is often a mere point among many others and does not 

deserve to be seen as a full-fledged principle, except in the 2018 Montréal Declaration, as 

outlined below. 

 Well-being is one of the 8 general principles of the IEEE Global Initiative (2019), 

which considers human well-being to be inseparable from the well-being of the natural 

environment. 

 At the European level, the principle of preventing harm—one of the 4 principles of the 

EU’s ethics guidelines for trustworthy AI—considers both people and the natural 

                                                      
1 UN’s Secretary General at Columbia University on 02 December 2020: https://www.un.org/sg/en/content/sg/statement/2020-12-

02/secretary-generals-address-columbia-university-the-state-of-the-planet-scroll-downfor-language-versions (accessed September 22, 

2021) 
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environment, especially by requiring societal and environmental well-being (HLEG 

AI 2019). 

 One of the 10 principles of the 2018 Montréal Declaration for the responsible 

development of AI is entirely devoted to the environmental sustainability of the planet, 

including energy efficiency, electric and electronic waste, maintenance, and repair 

(Dilhac et al. 2018.) 

The fact that the protection and repair of nature are not at the heart of most ethical AI 

guidelines could be explained by the need to first ensure a good use of AI when its 

potentiality became evident; for example, with the rise of big data (see Mayer-Schönberger & 

Cukier 2013) or regarding AI’s uncontrollability (see Yampolskiy 2021). 

However, the context has changed: We assert that, given the ongoing anthropogenic 

destruction of the planet thanks to increasingly powerful technologies, considering resilient 

AI might be more fruitful than focusing on ethical AI alone: we argue that in today’s era of 

humanity under threat, the goal of ethics for AI should shift from “good, ethical AI for 

people” to an AI that adapts its values to meet nature’s requirements. The aim of the present 

work is to suggest a new order of priorities in ethical AI guidelines which moves in this 

direction. 

In the next section, we try to justify this change in perspective by blending 

philosophies, institutional frameworks, and theoretical approaches such as resilience, disaster 

risk reduction, care, and life-centered design. Section 3 rethinks ethical AI guidelines to 

match the new purpose of acceptable AI for nature. The final section concludes with the 

urgency of being concrete regarding nature-friendly attitudes and behaviors in today’s time of 

humanity under threat. 
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2. Corroborating the need for resilient AI in the era of humanity under threat 

This section introduces frameworks and approaches to argue about the need to rethink 

priorities in ethical AI guidelines. 

2.1 Some facts to start with 

The 1972 Declaration of the Stockholm Conference on the Environment, organized by the 

United Nations (UN), called upon “Governments and peoples to exert common efforts for the 

preservation and improvement of the human environment,” after having acknowledged “the 

dangerous levels of pollution in water, air, earth and live beings; major and undesirable 

disturbances to the ecological balance of the biosphere; destruction and depletion of 

irreplaceable resources.”
2
 

However, in addition to the anthropogenic, direct degradation of the environment, 

there is an anthropogenic part of global warming: The 1990 Report of the Intergovernmental 

Panel on Climate Change (IPCC)
3
 acknowledged the role of greenhouse gases (GHG) in 

natural and anthropogenic warming, as well as the effects of warming on ice volume, sea 

level, and ecosystems, and of ecosystem changes on climate (e.g., reduced rainfall related to 

forest cover modification; shifts in ocean-atmosphere exchange due to changes in ocean 

plankton). 

We have thus known for half a century that our activities damage the environment. 

However, the IPCC
4
 reported in 2018 that global warming continued to rise and warned us of 

climate-related risks for natural and human systems. In December 2020, the UN Secretary 

General released a report on the state of the planet
1
: in other words, the facts reported in 1972

2
 

and 1990
3
 have worsened, and “the planet is broken.” 

                                                      
2 UN Declaration of Stockholm, 1972: https://www.un.org/en/conferences/environment/stockholm1972 (accessed September 9, 2021) 

3 IPCC, 1990: https://archive.ipcc.ch/ipccreports/far/wg_I/ipcc_far_wg_I_full_report.pdf (accessed September 9, 2021) 

4 IPCC, 2018: https://www.ipcc.ch/sr15/ (accessed September 9, 2021) 



5 

 

Thus, what can—and should—we do to keep on designing, developing and using AI 

without worsening the state of the planet? One answer could be to consider that acceptable AI 

is not just ethical AI, but above all, resilient; that is, AI that expresses concern about the 

preservation and repair of the planet, even if it means upsetting priorities and ethical values. 

2.2 A bit of philosophy 

It is necessary to question moral values in new contexts, upstream of elaborating norms that 

constitute morality (Ricœur 1990 2000). 

The philosopher Hans Jonas has argued since the 1970s for a new conception of duties 

and rights that would span beyond our time and space to the consequences of our use of 

techne: To ensure the existence of future generations, Jonas suggested a new ethics based on 

the imperative of responsibility toward the distant future of nature, including humanity (Jonas 

1973 1984). Similarly, the philosopher Paul Taylor proposed a life-centered system of 

environmental ethics centered not on humans, but on respect for nature (Taylor 1981). Such 

ethics rely on beliefs such as “the human species, along with all other species, are integral 

elements in a system of interdependence such that the survival of each living thing […] is 

determined not only by the physical conditions of its environments, but also by its relations to 

other living things” (Taylor 2011: 99). 

Importantly, in many cultural groups and cultures, gratitude toward and respect for 

nature were (or are still) considered duties; for example, the generalized traditional American 

Indian (Callicott 1982) or, more specifically, the Tibetan community in Jisha (Jianchu et al. 

2004) and the Santhals of Eastern India (Dutta 2020. 

For the ethics of care, the psychologist Carol Gilligan contended that it was time to 

consider a different (i.e. feminine) voice regarding morality since women generally have 

greater sensibilities than men in terms of responsibility and care within the relationship 

between the self and the other (Gilligan 1977). The questioning of care ethicists is first about 
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the concrete needs of others, and next about whether their actions would truly be a response to 

these needs (Mizzoni 2017). Joan Tronto proposed an ethics of care in which she described 

care as “a species activity that includes everything that we do to maintain, continue, and repair 

our ‘world’ so that we can live in it as well as possible” (Tronto 1988: 16). 

2.3 Theoretical approaches 

Four approaches underlie our view of resilient AI: disaster risk reduction, caretaking, green 

ICT, and life-centered AI design. 

Given the alarming state of the planet (§ 2.1), working on AI-related guidelines should 

be placed in the context of disasters. A disaster is defined by the UN Office for Disaster Risk 

Reduction (UNDRR) as “a serious disruption of the functioning of a community or a society 

at any scale due to hazardous events interacting with conditions of exposure, vulnerability and 

capacity, leading to one or more of the following: human, material, economic and 

environmental losses and impacts.”
5
 However, a disaster for those who suffer from the losses 

and impacts may simply be a social problem for those who are safe and privileged (Zack 

2010), and yet the ongoing destruction of the planet concerns us all. Adopting the DRR 

approach enables us to benefit based on existing knowledge, know-how and, above all, the 

fundamental idea of reinforcing resilience; that is, “the ability of a system, community or 

society exposed to hazards to resist, absorb, accommodate, adapt to, transform and recover 

from the effects of a hazard in a timely and efficient manner.”
5
 

If the destruction of nature concerns all of us, then we should show solidarity, even 

though doing so may upset our priorities and values. AI should be life-centered; that is, the 

priority would no longer be human well-being, but instead the well-being of each living thing 

on the planet since the survival of some depends on the survival of others (Taylor 1981 2011). 

Hence, it is imperative to care about nature in the sense of the ethics of care. 

                                                      
5 UNDRR online glossary: https://www.undrr.org/terminology (accessed September 10, 2021) 
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Steven Jackson extended the ethics of care from interpersonal ties to relationships with 

technology; he argued for new attitudes and practices “vis-à-vis the world of media and 

technology today,” […] “new forms of solidarity with our objects (and they with us),” and 

new views of responsibility and sustainability regarding technological breakdown, 

obsolescence and reuse (Jackson 2014; Jackson & Kang 2014). 

Finally, we cannot overlook the approach of green information and communication 

technologies (green ICT). The concept of green ICT refers to “technologies and processes that 

are environmentally friendly, i.e., which have a lower negative impact on the natural 

environment than conventional ones” (Loeser 2015: 5). The holistic approach of green ICT, 

described by Murugesan (2008), has four dimensions of greenness that should be taken into 

account regarding ethical principles for resilient AI: green use (low energy consumption 

technology), green disposal (refurbishment, reuse and recycling), green design 

(environmentally friendly technology), and green manufacturing (manufacturing technology 

and components with minimal or no impact on the environment). 

To conclude Section 2, we place care for nature at the heart of ethical AI guidelines, 

with the primary ambition to repair and protect the natural environment, and to ensure the 

continuance of humanity. This is in line with the UN document published in 2021: “Making 

peace with nature,” which concerns 10 of the UN 17 Sustainable Development Goals 

(SDGs)
6
. 

3. Our view of ethics guidelines for resilient AI in the era of humanity under threat 

Following § 2.2 and § 2.3, AI is not only a powerful technique that must be designed, 

developed and used in a way that does not destroy nature, but also a nature-friendly 

technology that takes care of nature through maintenance, continuance and repair. 

                                                      
6 UN (2021) Making peace with nature: https://sdgs.un.org/publications/publication-making-peace-nature-scientific-blueprint-tackle-climate-

biodiversity-and (accessed: 10/21/2021) 
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First, we assume that resilient AI means that acceptable AI is not simply ethical AI: 

We assume that there is an “if and only if” relationship between the two properties of 

ethicalness and environmental friendliness, and it is around this fundamental relation of 

equivalence that ethical principles are connected. 

Under the assumption that all authors had roughly the same definition of “principle” in 

mind (i.e., “a moral rule or belief that helps you know what is right and wrong and influences 

your actions”
7
), we start from Table 1, which outlines the “principles” in four works 

(numbered [1], [2], [3] and [4] in Table 1): Dilhac et al. (2018), HLEG AI (2019), the IEEE 

Global Initiative (2019), and Jobin et al. (2019). After examining their interpretation of their 

principles, we concluded that 5 principles could uphold our view of resilient AI with respect 

to the care of nature and the continuance of humanity (Figure 1). The next subsections 

describe these general principles through the 19 related subprinciples. 

3.1 Respect for nature 

This principle is at the heart of our view of ethics for resilient AI. It includes at least the 

following five subprinciples. 

 Non-maleficence: AI systems should not even be considered if their development, 

usage, or both threaten the existence and future of living beings and/or their 

ecosystems. The subprinciple of non-maleficence is part of the principle of preventing 

harm in [2] and a full principle in [4]. Non-maleficence, seen through the lens of life, 

is particularly involved in UN SDG No. 3 (Good health and well-being), 14 (Life 

below water), and 15 (Life on land). 

 

Table 1. Ethical principles in existing works on ethical AI guidelines. 

                                                      
7 https://www.merriam-webster.com  
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Dilhac et al. (2018): 

10 principles 

[1] 

HLEG AI (2019): 4 

principles 

[2] 

 

The Global Initiative 

(2019): 8 general 

principles 

[3] 

Jobin 

 et al. (2019): 11 

principles 

[4] 

- well-being 

- respect for autonomy 

- protection of privacy 

and intimacy 

- solidarity 

- democratic 

participation 

- equity 

- diversity and 

inclusion 

- caution 

- responsibility 

- sustainable 

development 

- respect for human 

autonomy 

- prevention of harm 

- fairness 

- explicability 

- human rights 

- well-being 

- data agency 

- effectiveness 

- transparency 

- accountability 

- awareness of misuse 

- competence 

- transparency 

- justice, fairness and 

equity 

- non-maleficence 

- responsibility and 

accountability 

- privacy 

- beneficence 

- freedom and 

autonomy 

- trust 

- sustainability 

- dignity 

- solidarity 

 

Figure 1. Ethical principles and subprinciples of resilient AI in today’s era of humanity under 

threat (created with XMind 2021, pictures from pixabay.com). 

 

 

 

 Parsimony: The development and use of future AI systems should not be considered 

if they involve the use of natural resources that are excessive with respect to their 

reserves for subsequent generations. Sparing resources 
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necessarily implies sacrifices and trade-offs between necessity and costs, hence the 

need to change not only individual desires and habits, but also society and economic 

goals. Modifying our priorities and values is not easy at all; moreover, the subprinciple 

of parsimony is a big challenge for equity between people, countries and generations; 

it may even be irrational, as Nuta (2015) noticed indignantly. 

 Climate action: At the time of the COP26,
8
 actions against anthropogenic GHG 

emissions entailed, unsurprisingly, the development and use of AI systems, notably 

regarding the production and use of fossil-fuel electricity, and thus the impacts of 

resulting CO² emissions on the natural environment and society. Concretely, and in 

accordance with the green ICT approach, the subprinciple of climate action aims to 

reduce the use of energy-consuming AI systems, to eliminate their use, or to only 

employ green AI systems. 

On the other hand, AI systems are useful for climate action, and it is unthinkable to do 

without them. For example, when applied to Copernicus satellite data, AI techniques 

contribute to providing information about the health of the planet (e.g., Bereta et al. 

2018) and enhance predictive models (for instance, of wildfire
9
). AI techniques 

provide opportunities in the sustainable energy industry (Ahmad et al. 2021) and for 

decreasing the energy consumed in buildings (Kaack et al. 2020). However, as seen 

earlier, this would be genuinely beneficial only if AI systems and applications were 

themselves green. 

 E-waste recycling: Electric and electronic waste (e-waste) impacts not only the 

environment, but also people’s health
10

 (Noel-Brune et al. 2013)—not even sparing 

children (Lebbie et al. 2021), especially in developed nations (Osibanjo & Nnorom 

                                                      
8 UN COP26: https://www.un.org/en/unclimate-change-conference-cop-26 

9European Forest Fire Information System: https://effis.jrc.ec.europa.eu (accessed: 21 October 2021) 

10 https://news.un.org/en/story/2019/01/1031242 
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2007). Moreover, e-waste contains a large quantity of metals whose recycling remains 

a challenge, and existing techniques are not all environmentally friendly (Zhang & Xu 

2016). 

The challenge of e-waste is addressed only in [1] through the principle of 

sustainable development: “AIS hardware, its digital infrastructure and the relevant 

objects on which it relies, must aim to generate the least amount of electric and 

electronic waste and to provide for maintenance, repair, and recycling procedures 

according to the principles of the circular economy” (Dilhac et al. 2018: 17). This is 

completely in line with the ethics of care. 

Repair: The first imperative of this subprinciple would be to break with the planned 

obsolescence of high technology at the manufacturer level. However, prohibiting it 

would pose serious societal and economic problems such as unemployment and 

economic gloom, not to mention the possibly insoluble dilemma raised by the 

compromise between technological progress and protecting the environment (e.g., Ali 

& Sinha 2016; Nowviskie 2015; Nuta 2015). As a consequence of dismissing the 

strategy of planned obsolescence, the repair subprinciple includes the design of AI 

systems that are not only long lasting, but also repairable as much as possible. 

3.2 Respect for human rights 

We consider four subprinciples that may be either congruent or, unfortunately, at variance 

with the principle of respect for nature. 

 Imperative of responsibility: Both Article 2 of the European Union Charter of 

fundamental rights
11

 and Article 3 of the Universal Declaration of Human Rights
12

 

concern the right to life for everyone. Logically, this applies to future generations, 

                                                      
11 Article 2: https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:12012P/TXT 

12 Article 3: https://www.un.org/en/about-us/universal-declaration-of-human-rights 
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which explains why we assert that the imperative of responsibility (Jonas 1984) is part 

of the principle of respect for human rights. 

 Equity: This concept is explicitly a principle in the form of equity in [1], fairness in 

[2], and justice, fairness and equity in [4]. Equity has to do with equal treatment of 

everyone, fairness with impartiality, and justice with rightness
7
. The common 

denominator may amount to the three following guidelines: (i) AI systems should be 

designed for the common good, but without a priori discrimination about who the 

“common” are;  (ii) the benefits of an AI system should be accessible to everyone 

concerned by the system; and (iii) inconvenience and disadvantages generated by the 

development and use of AI systems (such as natural resources use, e-waste, carbon 

footprints, energy costs, etc.) should be shared with discrimination; that is, 

distinguishing AI system producers and end users from those who have nothing to do 

with these systems (not a question of equality, but of rightness). 

 Autonomy: AI systems should be designed to facilitate users’ decisional autonomy, 

freedom of choice, free will, and their control over their privacy and personal data ([1] 

[2][3] [4]). They should enhance human autonomy in augmenting, complementing and 

empowering human cognitive, social and cultural skills [2], as well as people’s 

knowledge of AI [1] [3] [4] and critical thinking [1]. The decisional autonomy of AI 

systems should be designed following the human-centered approach; that is, in putting 

humans’ values and interests above all and in preserving the human privilege of 

intervention [2][3]. 

 Dignity refers to the “intrinsic worth” of human beings, which includes identity 

integrity as well as physical, mental, and cognitive integrity [2]; in a word, one’s value 

as a human being. Therefore, the subprinciple of dignity implies that AI systems 

should be designed so that their development and use do not threaten integrity. For 
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example, using AI systems whose components contain raw materials for extraction 

involves forcing children to work in artisanal mining (see Schwartz et al. 2021); this 

violates—even indirectly—the subprinciple of dignity because those children are 

treated as objects, not as human subjects (e.g., HLEG AI 2019: 10). 

3.3 Usefulness 

The usefulness of AI systems could be considered a condition for their existence (e.g., Ennals, 

1987); “useful” means advantageous, beneficial, helpful or serviceable
7
. We consider the 

principle of usefulness to be related to the following subprinciples: well-being, the satisfaction 

of needs, caring, and safety. 

 Well-being: The “omnipresence” of well-being in [1], [2], [3] and [4] explains why 

we maintain it as an ethical principle for resilient AI. However, the concept is quite 

abstract, and well-being has several dimensions (individual, social, economic, 

environmental, etc.), which makes it difficult to assess. The OECD (2013) published 

guidelines on measuring subjective well-being, but subjective well-being is only one 

of the 11 dimensions of well-being at the country level
13

. 

 The satisfaction of needs: The usefulness of AI systems can be gauged through the 

satisfaction and trust of target users’ needs and expectations (e.g., Lankton et al. 

2014). Analyzing the needs of all stakeholders, including end users, is a prerequisite 

from the perspective of human-centered systems (e.g., Maguire 2001), which is 

explicitly recommended in [2] and [3]. Acceptability and acceptance may also be 

related to the subprinciple of the satisfaction of needs. Acceptability is the target 

users’ attitude toward a system before it is introduced and acceptance of the system 

                                                      
13 Measuring well-being and progress: https://www.oecd.org/statistics/measuring-well-being-and-progress.htm 
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after its introduction, but both are related to willingness to use the system (Adell et al. 

2016). 

 Caring: AI systems should be designed with the sole purpose of protecting, taking 

care of, and repairing nature, including humans and related activities; that is, not only 

medical and educational AI systems but also agricultural, commercial and industrial 

systems, provided that they are “green-based” and truly useful to the common good. 

 Safety: We have grouped together under this subprinciple some parts of existing 

principles related to unintentional harm. The principle of prudence [1] states that 

“every person involved in AI development must exercise caution by anticipating, as 

far as possible, the adverse consequences of AIS use.” The prevention of harm 

principle [2] stipulates that “AI systems should neither cause nor exacerbate nor 

otherwise adversely affect human beings.” The safety of systems is a condition for the 

principles of human rights and well-being in [3]; it occurs under the responsibility of 

creators and operators through the principle of competence, and could be taught to the 

public via the principle of awareness of misuse. Safety is broached in the principle of 

non-maleficence in [4]. 

3.5 Transparency 

Transparency is predominant in 73 of the 84 documents that Jobin et al. (2019) examined. We 

consider two dimensions that are well documented in [1], [2], [3], and [4]; hence the brevity 

of our explanations. 

 Understandability: The transparency of AI systems is linked to explainability, 

explicability, understandability, and interpretability in [4]. Explicability includes 

traceability of the datasets and the processes underlying systems’ decisions, as well as 

the explainability of systems’ decisions ([2] [3]). The principle of democratic 



15 

 

participation [1] states that the code for decision-making algorithms used for public 

decisions should be accessible to all unless there is a danger of misuse. 

 Communication: This subprinciple is closely tied to “understandability”: Not only 

should information related to AI systems’ functioning be understandable and 

explainable; it should also be discoverable and shared, and, as emphasized in [3], it is 

important to adapt the level of transparency to each stakeholder (see also Buiten 

2019). 

3.6 Trustworthiness 

We restrict trustworthiness to its definition related to the reliability
7
 of AI systems in the sense 

that people should be able to depend on AI systems without worrying about them. From this 

angle, we consider four subprinciples. 

 Privacy protection: This subprinciple refers to the design and use of AI systems that 

protect privacy, intimacy, and personal information without violating them [4]. 

 Cyber protection: The cyber security of AI systems, protecting them from cyber-

attacks and malicious use (e.g., Craglia 2018). 

 Reliability: AI systems should be dependable, even when unexpected threats of harm 

or danger arise; fallback plans are required for such situations [2]. 

 Controllable power: This subprinciple relates not only to the extent of an AI system’s 

decisional autonomy, but also to its power regarding its capacities: Humans should be 

kept in the loop of the AI system’s decision-making process ([2] [3]) and the systems 

that promote human agency ([1] [3]). Humans should always be able to understand the 

system’s purpose and functioning, and should never be in a position in which they 

cannot comprehend the system (see Buiten 2019; Yampolskiy 2021; and sci-fi stories 

and films…). 
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4. Conclusions 

This paper does not call into question the existing AI ethical guidelines, but suggests 

rethinking their priorities in today’s era of humanity under threat.  However, ethical 

guidelines remain empty words if they are not applied. Fortunately, technological systems 

have to be certified by independent bodies before use and/or marketing, certification being “a 

useful tool to add credibility, by demonstrating that your product or service meets the 

expectations of your customers.”
14

 For example, the International Organization for 

Standardization (ISO) has published more than 24,000 standards, including those devoted to 

environmental protection (ISO 13020), human-centered design (e.g., ISO 9241-210:2019 and 

ISO/TR 16982:2002), medical devices (ISO 13485), or mining and quarrying, including the 

traceability of rare earths (ISO 23664:2021). ISO is currently working on standards, such as 

guidelines for AI applications (ISO/IEC AWI 5339), and for functional safety and AI systems 

(ISO/IEC AWI TR 5469)
15

. The IEEE Standard Association has published a standard that 

addresses ethical concerns during systems design, including autonomous intelligent systems 

(IEEE 7000™-2021). 

However, even if all objective technological, social, and environmental dimensions of 

the design and use of AI systems were formally framed by standards, there would still be 

ethical concepts that are difficult to apply, among other reasons because they are difficult to 

measure and will therefore remain empty words. Notwithstanding, these concepts are crucial; 

for example, those of well-being and equity. 

Thus, the solution lies in a deep transformation in our values and ways of life. Further, 

“solidarity is humanity, humanity is survival,” the UN Secretary General said
1
. As such, it is 

urgent to be concrete and stick together in today’s era of humanity under threat. 

                                                      
14 International Organization for Standardization: https://www.iso.org/home.html (accessed November 5, 2021) 

15 ISO Standards for AI: https://www.iso.org/committee/6794475/x/catalogue/ (accessed November 5, 2021) 
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