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Abstract

The notion of propagation of chaos for large systems of interacting particles
originates in statistical physics and has recently become a central notion in many
areas of applied mathematics. The present review describes old and new methods
as well as several important results in the field. The models considered include the
McKean-Vlasov diffusion, the mean-field jump models and the Boltzmann models.
The first part of this review is an introduction to modelling aspects of stochastic
particle systems and to the notion of propagation of chaos. The second part presents
concrete applications and a more detailed study of some of the important models
in the field.
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1 Introduction

The second part of this review is devoted to many classical and recent modelling prob-
lems which are based on the simulation of large systems of interacting particles. This
approach was initiated in the second half of the XIXth century by Boltzmann who pro-
posed to model a gas as a myriad of elementary particles undergoing a simple Newtonian
dynamics. When the number of particles grows to infinity, Boltzmann’s kinetic theory of
gases is able to explain complex thermodynamics phenomena which previously had only
a phenomenological interpretation.
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Beyond the contributions in Physics, the ideas of Boltzmann have had a profound
influence on the development of mathematical concepts both in Probability and in Anal-
ysis. In the middle of the XXth century, Kac and later McKean introduced a proper
mathematical formalisation of the concepts introduced by Boltzmann. The notions of
Kac’s chaos and propagation of chaos together with the probabilistic models of Kac and
McKean are the foundations of the mathematical kinetic theory. The derivation of the
Boltzmann equation for rarefied gas dynamics as well as the other classical equations of
statistical physics have long motivated the development of the theory. Since the last two
decades, there is an ever growing number of applications of these ideas in wider range
of domains, from the modelling of large animal societies, to socio-economic models or
numerical methods in data sciences.

The first part of this review introduced the tools, concepts and some of the main
abstract models for the study of many-particle systems. Throughout this second part,
references to the first part are indicated by “I-” (for instance Section I-2 refers to the
second section of the first part). In the second part of this review, the analysis is special-
ized on the one hand to the classical models introduced by Kac and McKean and their
recent developments and on the other hand to a gallery of recent applications in applied
mathematics and beyond.

Outline

The outline of the article is as follows.
Section 2 summarises the content of the first part of this review.
Section 3 and Section 4 are devoted to the review of the main results in the literature

respectively for McKean-Vlasov models and Boltzmann-Kac models. We emphasize that
although none of the results presented are new, we include some proofs that we did not
find or hardly found in the literature in this form, in particular: the proofs of McKean’s
and Kac’s theorems (Section 3.1.1 and Section 4.1), the functional law of large numbers by
martingale arguments (Section 3.3.1) and the proof of propagation of chaos for Boltzmann
models via coupling methods (Section 4.4).

Section 5 is an introductory section to various recent modelling problems and prac-
tical applications of the concept of propagation of chaos. A selection of examples which
motivate and often extend the results of the previous sections is presented, including some
open problems and current research trends.

Several appendices complete this work. Generalised high-order expansions of the par-
ticle generators against monomial test functions are shown in Appendix A and a technical
lemma in Appendix B. Finally, for the reader’s convenience, we collect in Appendix C
useful tightness criteria.

4



Notations and conventions

Sets

C(I, E) The set of continuous functions from a time interval I = [0, T ] to a
set E, endowed with the uniform topology.

Cb(E), Ck
b (E) Respectively the set of real-valued bounded continuous functions and

the set of functions with k ≥ 1 bounded continuous derivatives on a
set E.

Cc(E) The set of real-valued continuous functions with compact support on
a locally compact space E.

C0(E) The set of real-valued continuous functions vanishing at infinity on
a locally compact space E, i.e. ϕ ∈ C0(E) when for all ε > 0, there
exists a compact set Kε ⊂ E such that |ϕ(x)| < ε for all x ∈ E outside
Kε.

D(I, E) The space of functions which are right continuous and have left limit
everywhere from a time interval I = [0, T ] to a set E, endowed with
the Skorokhod J1 topology. This is the space of càdlàg functions.
This space is also called the Skorokhod space or the path space.

Lp(E) or Lpµ(E) The set of measurable functions ϕ defined almost everywhere on a
measured space (E, µ) such that the |ϕ|p is integrable for p ≥ 1. When
p = +∞, this is the set of functions with a bounded essential supre-
mum. We do not specify the dependency in µ when no confusion is
possible.

Md(R) The set of d-dimensional square real matrices.
M(E) The set of signed measures on a measurable space E.
M+(E) The set of positive measures on a measurable space E.
P(E) The set of probability measures on a space E.
Pp(E) The set of probability measures with bounded moment of order p ≥ 1

on a space E.

P̂N(E) The set of empirical measures of size N over a set E, that is measures
of the form µ = 1

N

∑N
i=1 δxi , where xi ∈ E.

R+ The set [0,+∞).
SN The permutation group of the set {1, . . . , N}.
Sd−1 The sphere of dimension d− 1.

Generic elements and operations

C A generic nonnegative constant, the value of which may
change from line to line.

C(a1, . . . an) A generic nonnegative constant which depends on some fixed
parameters denoted by a1, . . . , an. Its value may change from
line to line.
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diag(x) The d-dimensional diagonal matrix whose diagonal coeffi-
cients x1, . . . , xd are the components of the d-dimensional
vector x.

∇ · V The divergence of a vector field V : Rd → Rd or of a matrix
field V : Rd → Md(R), respectively defined by ∇ · V =∑d

i=1 ∂xiVi or componentwise by (∇ · V )i =
∑d

j=1 ∂xjVij.

A : B and ‖A‖ The Frobenius inner product of two matrices A,B ∈Md(R)
defined by A : B :=

∑d
i=1

∑d
j=1AijBij and the associated

norm ‖A‖ :=
√
A : A.

∇2V The Hessian matrix of a scalar field V : Rd → R defined
componentwise by (∇2V )ij = ∂2

xi,xj
V .

Id The d-dimensional identity matrix.
Id The identity operator on a vector space.
〈x, y〉 or x · y The Euclidean inner product of two vectors x, y ∈ Rd defined

by 〈x, y〉 ≡ x ·y :=
∑d

i=1 x
iyi. One notation or the other may

be preferred for typographical reasons in certain cases.
Mij The (i, j) (respectively row and column indexes) component

of a matrix M .
P(u) The projection matrix P(u) := Id− u⊗u

|u|2 on the plane orthog-

onal to a vector u ∈ Rd.
ϕ ∈ Cb(E) A generic test function on E.
ϕN ∈ Cb(EN) A generic test function on the product space EN .
Φ ∈ Cb(P(E)) A generic test function on the set of probability measures on

E.
u⊗ v, µ⊗ ν or ϕ⊗ ψ Respectively, the matrix tensor product of two vectors u, v ∈

Rd defined componentwise by (u ⊗ v)ij = uivj; the product
measure on E×F of two measures µ, ν respectively on E and
F ; the product function on E×F defined by (ϕ⊗ψ)(x, y) =
ϕ(x)ψ(y) for two real-valued function ϕ, ψ respectively on E
and F .

TrM The trace of the matrix M .
MT The transpose of the matrix M .
xN = (x1, . . . , xN) A generic element of a product space EN . The components

are indexed with a superscript.
xM,N = (x1, . . . , xM) The M -dimensional vector in EM constructed by taking the

M first components of xN .
x = (x1, . . . , xd)

T and |x| A generic element of a d-dimensional space and its norm.
The coordinates are indexed with a subscript. The norm of
x denoted by |x| is the Euclidean norm.
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Probability and measures

K ? µ The convolution of a function K : E × F → G with a measure µ on
F defined as the function K ? µ : x ∈ E 7→

∫
F
K(x, y)µ(dy) ∈ G.

When E = F = G = Rd and K : Rd → Rd, we write K ? µ(x) =∫
Rd K(x− y)µ(dy).

δx The Dirac measure at the point x.

µxN The empirical measure defined by µxN = 1
N

∑N
i=1 δxi where xN =

(x1, . . . , xN).
Eµ[ϕ] Alternative expression for 〈µ, ϕ〉 when µ is a probability measure.

When µ = P on (Ω,F , (Ft)t,P), the expectation is simply denoted
by E.

H(ν|µ) The relative entropy (or Kullback-Leibler divergence) between two
measures µ, ν, see Defintion 2.6.

〈µ, ϕ〉 The integral of a measurable function ϕ with respect to a measure µ.
Law(X) The law of a random variable X as an element of P(E) where X takes

its value in the space E.
(Ω,F , (Ft)t,P) A filtered probability space. Unless otherwise stated, all the random

variables are defined on this set. The expectation is denoted by E.
σ(X1, X2, . . .) The σ-algebra generated by the random variables X1, X2, . . ..
T#µ The pushforward of the measure µ on a set E by the measurable map

T : E → F . This is a measure on the set F defined by T#µ(A ) =
µ(T−1(A )) for any measurable set A of F .

‖ · ‖TV The Total Variation (TV) norm for measures.
Wp The Wasserstein-p distance between probability measures (see Defini-

tion I-3.1).
X ∼ µ It means that the law of the random variable X is µ.
(Xt)t or (Zt)t The canonical process on the path space D(I, E) defined by Xt(ω) =

ω(t).
(XN

t )t or (ZN
t )t The canonical process on the product spaceD(I, E)N with components

XN
t = (X1

t , . . . ,X
N
t ).

Systems of particles and operators

E The state space of the particles, assumed to be at least a Polish space.
fNt The N -particle distribution in P(EN) at time t ≥ 0.

fk,Nt The k-th marginal of fNt .
fNI The N -particle distribution on the path space in P(D(I, EN)) or P(C(I, EN))

for a time interval I = [0, T ]. We identify D(I, EN) ' D(I, E)N .
ft The limit law in P(E) at time t ≥ 0.
fI The limit law on the path space in P(D(I, E)) or P(C(I, E)).
FN
t The law of the empirical process in P(P(E)) at time t ≥ 0.

F µ,N
I The weak pathwise law of the empirical process in P(D(I,P(E))) on the time

interval I = [0, T ].
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FN
I The strong pathwise law of the empirical process in P(P(D(I, E))) on the time

interval I = [0, T ].
LN The N -particle generator acting on (a subset of) Cb(E

N).
LN The N -particle generator acting on P(EN) defined as the formal adjoint of

LN .
L �i ϕN The action of an operator L on (a subset of) Cb(E) against the i-th variable

of a function ϕN in Cb(E
N), defined as the function in (a subset of) Cb(E

N)
L �i ϕN : (x1, . . . , xN) 7→ L[x 7→ ϕN(x1, . . . , xi−1, x, xi+1, . . . , xN)](xi). The
definition readily extends to the case of an operator L(2) acting on Cb(E

2) and
two indexes i < j in which case we write L(2) �ij ϕN .

(XN
t )t The N -particle process, with components XN

t = (X1,N
t , . . . , XN,N

t ) ∈ EN .
Often we write X i,N

t ≡ X i
t and (XN

t )t ≡ XN
[0,T ].

(ZNt )t An alternative notation for the N -particle process with ZNt =
(Z1,N

t , . . . , ZN,N
t ). Often used for Boltzmann particle systems or kinetic sys-

tems.

2 Summary of the first part

2.1 Particle systems, chaos and propagation of chaos

The object of the present review is the study of large systems of interacting parti-
cles. Throughout this work, a particle system is defined as a Markov process (XN

t )t∈I
with values in EN where E is a Polish space, N is the number of particles and I =
[0, T ], T ∈ (0,+∞] is a time interval. Throughout this review, we use the notation
XN
t = (X1,N

t , . . . , XN,N
t ) for the particle system and we write X i

t ≡ X i,N
t without the N

superscript for the i-th particle when no confusion is possible.
From the theory of Markov processes (see Appendix I-A.4), the probability distribution

of the particle system at time t denoted by fNt ∈ P(EN) satisfies the (weak) Liouville
equation

∀ϕN ∈ Dom(LN),
d

dt
〈fNt , ϕN〉 = 〈fNt ,LNϕN〉, (1)

where LN is the infinitesimal generator of the particle system acting on a (dense) subset
of test functions Dom(LN) ⊂ Cb(E

N). In stochastic analysis, the (richer) pathwise law
fN[0,T ] ∈ P(D([0, T ], EN)) is sometimes preferred and is characterised as the solution of

a martingale problem. It means that fN[0,T ] is the unique probability distribution on the

Skorokhod space of càdlàg functions such that for all test function ϕN ∈ Dom(LN), the
process defined by:

MϕN
t := ϕN(XN

t )− ϕN(XN
0 )−

∫ t

0

LNϕN(XN
s )ds,

is a fN[0,T ]-martingale. In this definition, the process (XN
t )t≥0 denotes the canonical process

on D([0, T ], EN) defined for any ω ∈ D([0, T ], EN) and any t ≥ 0 by XN
t (ω) = ω(t).
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The particle system is assumed to be exchangeable in the sense that fNt (resp. its path-
wise version fN[0,T ]) is a symmetric probability distribution on EN (resp. onD([0, T ], E)N '
D([0, T ], EN)).

This review is devoted to the notions of chaos and propagation of chaos introduced by
Kac [204] and defined below.

Definition 2.1 (Kac’s chaos). Let f ∈ P(E). A sequence (fN)N≥1 of symmetric prob-
ability measures on EN is said to be f -chaotic when for any k ∈ N and any function
ϕk ∈ Cb(Ek),

lim
N→+∞

〈fN , ϕk ⊗ 1⊗N−k〉 = 〈f⊗k, ϕk〉.

It means that for all k ∈ N, the k-th marginal satisfies fk,N → f⊗k for the weak topology.

From now on in this review, the initial distribution fN0 ∈ P(EN) of the particle system
is always assumed to be f0-chaotic for a given f0 ∈ P(E). The goal is to prove that this
initial chaoticity assumption is propagated at later times as in the following definition.

Definition 2.2 (Pointwise and pathwise propagation of chaos). Let fN0 ∈ P(EN) be the
initial f0-chaotic distribution of XN

0 at time t = 0.

• Pointwise propagation of chaos holds towards a flow of measures (ft)t ∈ C(I,P(E))
when the law fNt ∈ P(EN) of XN

t is ft-chaotic for every time t ∈ I.

• Pathwise propagation of chaos holds towards a distribution fI ∈ P(D(I, E)) on the
path space when the law fNI ∈ P

(
D(I, E)N

)
of the process XN

I (seen as a random
element in D(I, E)N) is fI-chaotic.

The propagation of chaos property (pointwise or pathwise) describes the limit behav-
ior of the particle system when the number of particles grows to infinity. It implies that
any subsystem (of fixed size) of the N -particle system asymptotically behaves as a sys-
tem of i.i.d processes with common law ft (note that the particles are always identically
distributed by the exchangeability assumption). This translates the physical idea that
for large systems, the correlations between two (or more) given particles which are due
to the interactions become negligible. By looking at the whole system, only an averaged
behavior can be observed instead of the detailed correlated trajectories of each particle.
This notion of average behavior can be understood through the following characterization
of the notion of chaos. The proof of this fundamental lemma can be found in the first part
of the present review article, see Lemma I-3.19, or in the classical course by Sznitman
[276, Proposition 2.2].

Lemma 2.3. Each of the following assertions is equivalent to Kac’s chaos.

(i) There exists k ≥ 2 such that fk,N converges weakly towards f⊗k.

(ii) The random empirical measure

µXN :=
1

N

N∑
i=1

δXi ,
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converges in law towards the deterministic measure f , where for any N ∈ N, XN =
(X1, . . . , XN) ∼ fN .

The central question is therefore the description of the limit law ft which will be
defined as the solution of a nonlinear PDE or of a nonlinear martingale problem. For
all the models presented in this review, the goal is to compute the limit N → +∞ of
any marginal fk,Nt of the N -particle distribution at any time t > 0 or the limit of the
random empirical measure µXNt . The models which are considered belong to one of the
three families of models described in the next Section 2.2.

2.2 Models

The first two families of models are called mean-field models, they are defined by a gen-
erator of the form

LNϕN(xN) =
N∑
i=1

Lµ
xN
�i ϕN(xN), (2)

where given a probability measure µ ∈ P(E), Lµ is the generator of a Markov process
on E which will be either a diffusion (Section 2.2.1) or jump-process (Section 2.2.2).
Throughout this review, the notation L �i ϕN denotes the function:

L �i ϕN : (x1, . . . , xN) ∈ EN 7→ L[x 7→ ϕN(x1, . . . , xi−1, x, xi+1, . . . , xN)](xi) ∈ R.

The third family of models are the Boltzmann models (Section 2.2.3).

2.2.1 McKean-Vlasov diffusion

When the generator Lµ in (2) is the generator of a diffusion process, the particle system
is the solution the following system of SDEs

∀i ∈ {1, . . . , N}, dX i,N
t = b

(
X i,N
t , µXNt

)
dt+ σ

(
X i,N
t , µXt

)
dBi

t, (3)

for i ∈ {1, . . . , N} where (Bi
t)t are N independent Brownian motions and the drift function

b and diffusion matrix are of the form

b : Rd × P(Rd)→ Rd, σ : Rd × P(Rd)→Md(R).

Remark 1. Note that there are actually dN independent one-dimensional Brownian
motions. This remark may be helpful in cases where the Brownian motions in the different
directions are different. In particular, for kinetic particles defined by their positions and
velocities, the noise is often added on the velocity variable only (this case is nevertheless
covered by (3) with a block-diagonal matrix σ with a vanishing block on the position
variable).

The mean-field limit N → +∞ is given by the nonlinear Fokker-Planck equation

∂tft(x) = −∇x · {b(x, ft)ft}+
1

2

d∑
i,j=1

∂xi∂xj{aij(x, ft)ft}, (4)
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where a(x, µ) := σ(x, µ)σ(x, µ)T. This is the law of the nonlinear McKean-Vlasov process
(X t)t which solves the following nonlinear SDE:

dX t = b
(
X t, ft

)
dt+ σ

(
X t, ft

)
dBt. (5)

where Bt is a Brownian motion and ft = Law(X t). The well-posedness of (5) is proved
under Lipschitz assumptions on b and σ in Proposition I-1.

In many applications, the particles are rather defined by their positions and velocities,
respectively denoted for the i-th particle at time t by (X i

t , V
i
t ) ∈ Rd × Rd. For instance,

when σ ≡ 0, a particle system ruled by the Newton equations

dX i
t

dt
= V i

t ,
dV i

t

dt
=

N∑
j=1

F (X i
t −X

j
t ),

where F is a force, can be written in the form (3) with the function b : Rd×Rd×P(Rd×
Rd)→ Rd × Rd given by

b((x, v), µ) =

(
v,

∫
Rd×Rd

F (x− x′)µ(dx′, dv′)

)
.

In this case, the limit Equation (4) is the renowned Vlasov equation which is historically
one of the first and most important models in plasma physics and celestial mechanics. In
the following, we will nevertheless most often consider stochastic models although some
of the results still apply in this deterministic case (in particular the important Theorem
3.1). For a detailed account of the Vlasov equation in this context, we refer to the review
article [191].

Stochastic McKean-Vlasov systems have a wide range of applications. Some examples
in physics and biology are described in the first part of this review, see Example I-29.
In this second part, we will treat important historical applications in physics: questions
related to the granular media equation are discussed in Section 3.1.3 and particle systems
with Coulomb-type interactions and other singular kernels, in particular in fluid dynam-
ics, are described in Sections 3.4 and 5.1.3. More recently, McKean-Vlasov systems have
also been used to model biological phenomena, in particular self-organized swarming phe-
nomena (Sections 5.2.1 and 5.2.2). Very recently, these models have also gain attention in
data sciences for the design and study of Particle Swarm Intelligence algorithms (Section
5.3).

2.2.2 Mean-field jump process

The N -particle process is defined by a generator of the form (2) where given µ ∈ P(E),
Lµ is the generator of a jump process of the form

Lµϕ(x) = λ(x, µ)

∫
E

{ϕ(y)− ϕ(x)}Pµ(x, dy).

It describes a system of N jump processes, driven by N independent Poisson processes
with jump rate

λ : E × P(E)→ R+, (x, µ) 7→ λ(x, µ).

11



The law of jumps is prescribed by the jump measure:

P : E × P(E)→ P(E), (x, µ) 7→ Pµ(x, dy).

In classical kinetic theory, mean-field jump processes can be used to give a stochastic
interpretation to the famous BGK equation [21] (see Example I-3). They have also recently
become a basic tool for neuron models in biology (Example I-4 and Section 5.2.3).

2.2.3 Boltzmann models

The N -particle process is defined on an abstract Polish space E by a generator of the
form:

LNϕN =
N∑
i=1

L(1) �i ϕN +
1

N

∑
i<j

L(2) �ij ϕN , (6)

where ϕN ≡ ϕN(z1, . . . , zN) is a test function on the product space EN . The operator L(2)

acts on two-variable test functions and stands for binary interactions between particles.
The operator L(1) acts on one-variable test functions and describes the individual flow of
each particle (and possibly the boundary conditions). More explicitly, let us recall the
notations, for (z1, . . . , zN) ∈ EN and i < j,

L(1) �i ϕN(z1, . . . , zn) = L(1)
[
u 7→ ϕN(z1, . . . , zi−1, u, zi+1, . . . , zN)

]
(zi)

and

L(2) �ij ϕN(z1, . . . , zn)

= L(2)
[
(u, v) 7→ ϕN(z1, . . . , zi−1, u, zi+1, . . . , zj−1, v, zj+1, . . . , zN)

]
(zi, zj).

These models are called Boltzmann models in reference to the famous Boltzmann equation
of rarefied gas dynamics which is a fundamental equation for mathematicians, physicists
and philosophers. It will be explained at the end of this section (see Equation (16)) how
it can be obtained as the limit of a general particle system of the form (6). The specificity
of Boltzmann models is that the particles interact only at random times by pair and not
individually with an average of all the other particles as in mean-field models. In full
generality, the state space E is an abstract space. In classical kinetic theory, E = Rd×Rd

is the phase space of positions and velocities and two particles interact when they are
close enough: they are said to collide and by analogy, we will keep this terminology to
refer to an interaction between two particles even in an abstract space. In addition to
these pairwise interactions, each particle is also subject to an individual flow prescribed
by the operator L(1). Typical examples in kinetic theory include

• (Free transport) L(1)ϕ(x, v) = v · ∇xϕ,

• (Space diffusion) L(1)ϕ(x, v) = ∆xϕ.

• (Velocity diffusion) L(1)ϕ(x, v) = ∆vϕ.

12



When two particles collide, the effect of the collision is prescribed by the operator L(2).
In kinetic theory, this operator acts on the velocity variable only but in full generality, in
an abstract space E, it will be assumed to satisfy the following assumptions.

Assumption 1. The operator L(2) satisfies the following properties.

(1) The domain of the operator L(2) is a subset of Cb(E
2).

(2) There exist a continuous map called the post-collisional distribution

Γ(2) : (z1, z2) ∈ E × E 7→ Γ(2)(z1, z2, dz
′
1, dz

′
2) ∈ P(E × E),

and a symmetric function called the collision rate

λ : (z1, z2) ∈ E × E 7→ λ(z1, z2) ∈ R+,

such that for all ϕ2 ∈ Cb(E2) and all z1, z2 ∈ E,

L(2)ϕ2(z1, z2) = λ(z1, z2)

∫∫
E×E
{ϕ2(z′1, z

′
2)− ϕ2(z1, z2)}Γ(2)(z1, z2, dz

′
1, dz

′
2). (7)

(3) For all z1, z2 ∈ E, the post-collisional distribution is symmetric in the sense that

Γ(2)(z1, z2, dz
′
1, dz

′
2) = Γ(2)(z2, z1, dz

′
2, dz

′
1). (8)

It ensures that the law fNt defined by the backward Kolmogorov equation remains
symmetric for all time provided that fN0 is symmetric.

(4) The function λ is measurable on {(z1, z2) ∈ E2, z1 6= z2} and for all z ∈ E, λ(z, z) =
0.

The assumption that λ is a (measurable) function prevents from considering the true
classical Boltzmann inhomogeneous case in kinetic theory λ(z1, z2) = δx1=x2 (that is, two
particles collide when they are exactly at the same position), which is beyond the scope of
this review (see however Section 4.6). The collision rate is often assumed to be uniformly
bounded

sup
z1,z2∈E

λ(z1, z2) ≤ Λ <∞. (9)

This cutoff assumption is unfortunately not physically relevant for many models where
an infinite number of collisions may happen in finite time. However, it may serve as a
first approximation which can be simulated on a computer as explained in Proposition
I-3 (see also Algorithm 1).

The operator (6) describes a particle system where each pair of particles interact at
a rate given by the function λ by updating the states of both particles according to the
measure Γ(2). When propagation of chaos hold, the limit law ft is the solution of the
general Boltzmann equation:

d

dt
〈ft, ϕ〉 = 〈ft, L(1)ϕ〉+ 〈f⊗2

t , L(2)(ϕ⊗ 1)〉.
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Using Assumption 1, this equation can be rewritten

d

dt
〈ft, ϕ〉 = 〈ft, L(1)ϕ〉

+

∫
E3

λ(z1, z2)
{
ϕ(z′1)− ϕ(z1)

}
Γ(2)(z1, z2, dz

′
1, E)ft(dz1)ft(dz2), (10)

or in a more symmetric form, using (8):

d

dt
〈ft, ϕ〉 = 〈ft, L(1)ϕ〉

+
1

2

∫
E4

λ(z1, z2)
{
ϕ(z′1) + ϕ(z′2)− ϕ(z1)− ϕ(z2)

}
Γ(2)(z1, z2, dz

′
1, dz

′
2)ft(dz1)ft(dz2). (11)

In many applications, the post-collisional distribution is explicitly given as the image
measure of a known parameter space (Θ, ν) endowed with a probability measure ν (or a
positive measure with infinite mass). In this review, this particular class of models will
be called parametric Boltzmann models.

Definition 2.4 (Parametric and semi-parametric Boltzmann model). Let be given two
measurable functions

ψ1 : E × E ×Θ→ E, ψ2 : E × E ×Θ→ E,

which satisfy the symmetry assumption

∀(z1, z2) ∈ E2, (ψ1, ψ2)(z1, z2, ·)#ν = (ψ2, ψ1)(z2, z1, ·)#ν.

Let the function ψ be defined by

ψ : E × E ×Θ→ E2, (z1, z2, θ) 7→
(
ψ1(z1, z2, θ), ψ2(z1, z2, θ)

)
.

A parametric Boltzmann model with parameters (Θ, ψ) is a Boltzmann model of the form
(6) with Assumption 1 and a post-collisional distribution of the form:

∀(z1, z2) ∈ E2, Γ(2)(z1, z2, dz
′
1, dz

′
2) = ψ(z1, z2, ·)#ν.

The post-collisional distribution of a semi-parametric Boltzmann model is of the form

∀(z1, z2) ∈ E2, Γ(2)(z1, z2, dz
′
1, dz

′
2) = ψ(z1, z2, ·)#

(
q(z1, z2, θ)ν(dθ)

)
, (12)

where q : E×E×Θ→ R+ is a fixed nonnegative function with
∫

Θ
q(z1, z2, θ)ν(dθ) = 1 for

every (z1, z2) in E2. We will often assume that there exists M > 0 and q0(θ) a probability
density function with respect to ν such that

∀z1, z2 ∈ E, ∀θ ∈ Θ, q(z1, z2, θ) ≤Mq0(θ). (13)
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In the literature, the following variant of the generator (6) is sometimes considered
(see Example I-10 for more details): for zN = (z1, . . . , zN) ∈ EN and ϕN ∈ Cb(EN),

LNϕN(zN) =
N∑
i=1

L(1) �i ϕN(zN)

+
1

2N

∑
i 6=j

λ̃(zi, zj)

∫
Θ̃

{
ϕN
(
zN
(
i, j, θ̃

))
− ϕN

(
zN
)}
ν̃(dθ̃), (14)

where λ̃ : E × E → R+, Θ̃ is a parameter set endowed with a probability measure ν̃ and
zN(i, j, θ̃) is the N dimensional vector whose k component is equal to

zk(i, j, θ) =


zk if k 6= i, j

ψ̃1(zi, zj, θ̃) if k = i

ψ̃2(zi, zj, θ̃) if k = j

,

for two given functions ψ̃1, ψ̃2 : E × E × Θ̃ → E. In this case, the general Boltzmann
equation (10) can be re-written:

d

dt
〈ft, ϕ〉 = 〈ft, L(1)ϕ〉+

1

2

∫
Θ̃×E2

λ̃(z1, z2)
{
ϕ
(
ψ̃1(z1, z2, θ̃)

)
+ ϕ

(
ψ̃2(z1, z2, θ̃)

)
− ϕ(z1)− ϕ(z2)

}
ν̃(dθ̃)ft(dz1)ft(dz2). (15)

The generator (14) slightly differs from (6), because the pair (i, j) is distinguished from
the pair (j, i). Consequently, the double sum in (14) runs over all indices i, j = 1, . . . , N
while in the sum (6), it runs over the indices i < j. The two formulations are nevertheless
equivalent as shown in Example I-10, in the first part of this review.

The study of Boltzmann models has historically been motivated by the study of the
Boltzmann equation of rarefied gas dynamics which reads (in strong form):

∂tft(x, v) + v · ∇xft

=

∫
Rd

∫
Sd−1

B(v − v∗, σ)
(
ft(x, v

′
∗)ft(x, v

′)− ft(x, v∗)ft(x, v)
)

dv∗dσ, (16)

where

v′ =
v + v∗

2
+
|v − v∗|

2
σ, v′∗ =

v + v∗
2
− |v − v∗|

2
σ, (17)

The function B : Rd × Sd−1 → R+ called the cross-section is of the form

B(u, σ) = Φ(|u|)Σ(θ), (18)

with cos θ = u
|u| · σ, θ ∈ [0, π]. Some famous cross-sections are listed below.

• (Hard-sphere)
Φ(|u|) = |u|, Σ(θ) = 1. (19)
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• (Maxwell molecules)

Φ(|u|) = 1,

∫ π

0

Σ(θ)dθ = +∞. (20)

• (Maxwell molecules with Grad’s cutoff)

Φ(|u|) = 1,

∫ π

0

Σ(θ)dθ < +∞. (21)

In a spatially homogeneous setting, the case of bounded Φ and integrable Σ (including
Maxwell molecules with Grad’s cutoff) is a parametric Boltzmann model with

ψ1(v, v∗, θ) = v′, ψ2(v, v∗, θ) = v′∗,

and

λ(v, v∗) = Φ(|v − v∗|)
∫ π

0

Σ(θ)dθ,

Γ(v, v∗, dz
′, dv∗, dv

′
∗) = ψ(v, v∗, ·)#

(
Σ∫ π

0
Σ(θ)dθ

)
.

Mathematically, it is often much simpler to consider a bounded Φ. However, physically,
only Maxwell molecules satisfy this condition and they are therefore particularly studied
because of this mathematical simplicity. The case of the unbounded models (19) and (20)
is more delicate, see Example I-9 and Section I-2.3.3. The derivation of the Boltzmann
equation of rarefied gas dynamics (16) in various cases will be discussed in Section 4.

In addition to these important examples, further recent applications of Boltzmann
models can be found in particular in socio-economical models of wealth and opinion
dynamics such as the ones described in Section 5.2.4.

2.3 Proving propagation of chaos

Some of the classical techniques to prove propagation of chaos are gathered in section
which summarizes the content of Section I-4.

2.3.1 Coupling methods

When a SDE description of the particle system is available, the coupling method initiated
by McKean [226] and Sznitman [276] consists in comparing the trajectories of the particle
system with the trajectories of a system of N i.i.d processes with common law ft.

Definition 2.5 (Chaos by coupling the trajectories). Let be given a final time T ∈ (0,∞],
a distance dE on E and p ∈ N. Propagation of chaos holds by coupling the trajectories
when for all N ∈ N there exist

• a system of particles (XN
t )t with law fNt ∈ P(EN) at time t ≤ T ,

• a system of independent processes
(
XN
t

)
t with law f⊗Nt ∈ P(EN) at time t ≤ T ,
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• a number ε(N, T ) > 0 such that ε(N, T ) −→
N→+∞

0,

such that (pathwise case)

1

N

N∑
i=1

E
[
sup
t≤T

dE
(
X i
t , X

i
t

)p] ≤ ε(N, T ), (22)

or (pointwise case)

1

N

N∑
i=1

sup
t≤T

E
[
dE
(
X i
t , X

i
t

)p] ≤ ε(N, T ). (23)

Note that (22) implies (23). The bound (23) implies:

sup
t≤T

Wp

(
fNt , f

⊗N
t

)
≤ ε(N, T ) −→

N→+∞
0,

where Wp denotes the Wasserstein-p distance (see Definitions I-3.1 and I-3.5) on a P(EN)
defined for µ, ν ∈ EN by:

Wp(µ, ν) := inf
π∈Π(µ,ν)

(
1

N

N∑
i=1

∫
EN×EN

|xi − yj|pπ(dx, dy)

)1/p

,

and Π(µ, ν) is the set of all probability measures on EN ×EN with marginals µ and ν. It
implies the propagation of chaos in the sense of Definition 2.2 since the topology induced
by the Wasserstein distance is stronger than the topology of the weak convergence of
probability measures (see Section I-3).

Coupling techniques are widely used and many examples will be presented below. The
original argument of McKean and Sznitman is presented in Section 3.1.1. It is based on the
synchronous coupling between the particle system (3) and the system of N independent
SDEs:

dX
i

t = b(X
i

t, ft)dt+ σ(X
i

t, ft)dB
i
t,

where (Bi
t)t is the same Brownian motion as in (3). Other coupling techniques are pre-

sented in Section 3.2.
For Boltzmann models, we postpone the discussion to Section 4.4.

2.3.2 Compactness methods

Thanks to Lemma 2.3, the propagation of chaos property is equivalent to the convergence
in law of the sequence of empirical measures. A natural strategy to prove such conver-
gence is to prove on the one hand that it is possible to extract a converging subsequence
and on the other hand to prove the uniqueness of the accumulation point. Note that
these properties respectively show the existence and the uniqueness of the limit problem,
which can be given, depending on the point of view, by a nonlinear PDE or a nonlinear
martingale problem. The uniqueness property strongly depends on the limit nonlinear
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problem and it is an independent problem not necessarily related to the underlying par-
ticle system. In order to extract a converging subsequence, it is important to note that
the sequence of empirical measures is a sequence of measure-valued random variables and
in this context, it is natural to try to apply one of the classical or less classical stochastic
tightness criteria recalled in Appendix C. There is however an important subtlety to keep
in mind: there are actually three strictly nonequivalent points of view on the empirical
measure and depending on the one chosen, it provides three different nonequivalent re-
sults. These point of view are explained in great detailed in Section I-3.4 and we briefly
recall them now.

• The strongest point of view, called (strong) pathwise, considers the empirical mea-
sure as the empirical measure associated to a sequence of N random processes
defined in the Skorokhod space, that is, with the previous notations, the sequence
(µXN

[0,T ]
)N . For each N , the empirical measure is thus a random element µXN

[0,T ]
∈

P(D([0, T ], E)) and the goal is to prove the convergence of the laws in the space
P(P(D([0, T ], E))).

• The second, weaker, point of view, called functional law of large numbers, sees the
empirical measure as a measure-valued process, that is, for each N , a random process
t ∈ [0, T ] 7→ µXNt ∈ P(E), i.e. a random variable in the space D([0, T ],P(E)). The
goal is thus to prove the convergence of the sequence of pathwise laws in the space
P(D([0, T ],P(E))).

• Finally, the weakest point of view, called pointwise point of view studies the flow
of time marginals of the law of the empirical measure process, that is the mapping
t ∈ [0, T ] 7→ Law(µXNt ) ∈ P(P(E)). This defines a deterministic sequence in the
functional space C([0, T ],P(P(E))).

The first proofs of the propagation of chaos using compactness methods for spatially
homogeneous version of the Boltzmann model (16) are due to Tanaka [281] and Sznitman
[273]. For the McKean-Vlasov diffusion and the mean-field jump model, a detailed analysis
can be found in [169, 229]. A more recent approach which exploits the gradient-flow
structure of the McKean-Vlasov diffusion is due to [60]. These results will be discussed
in Section 3.3 and Section 4.3.

2.3.3 Generator related methods

When seen as measure-valued processes, the sequence of empirical measures is a sequence
of Markov processes in the space P(E). Since a Markov process is defined by its generator,
the convergence (in law) of a sequence of processes can be recast into the convergence of
the sequence of their generators. Based on this idea, the seminal article of Grünbaum
[172] is based on the asymptotic analysis of the generator of the empirical measure process
when N → +∞. However, since P(E) is only a metric space with no Banach structure,
the rigorous definition of the infinitesimal generator of a measure-valued processes and
the notion of convergence are in this case extremely delicate. A completed and rigorous
version of Grünbaum’s original argument is due to [239, 240] and is discussed in detailed
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in Section I-4.3. The main result is an abstract theorem (Theorem I-4.5) valid for a wide
range of mean-field and Boltzmann models. This strategy has been applied to the spatially
homogeneous version of the Boltzmann equation (16) in [239] and leads to uniform in time
propagation of chaos results. The main results are gathered in Section 4.5.

2.3.4 Entropy bounds

Most of the methods already presented require at some point some regularity assumptions
on the interaction, typically a Lipschitz continuity property for the functions b and σ in
(3) or of ψ in (12). However, such assumption cannot be verified in many important
cases, for instance Coulomb-type or Biot and Savart interactions. To deal with such
systems, a new class of methods has recently been developed, based on the notion of
entropy. In the present context, the study of entropy and entropy bounds originates from
the large deviation analysis of particle systems, as reviewed in Section I-4.4. Following
these techniques, recent results have been obtained for singular systems and systems with
low regularity in physics and biology, see Sections 3.4 and 5.1.3. On a more probabilistic
side, these techniques are also strongly linked to the Girsanov transform and also lead to
propagation of chaos results for very general and abstract systems, see Section 3.6.2.

Definition 2.6 (Entropy, Fisher information). Let E be a Polish space. Given two
probability measures µ, ν ∈ P(E ) (or more generally two measures), the relative entropy
is defined by

H(ν|µ) :=

∫
E

dν

dµ
log

(
dν

dµ

)
dµ,

where dν/dµ is the Radon-Nikodym derivative. When the two measures are mutually
singular, by convention, the relative entropy is set to +∞ (the same holds for the Fisher
information below). If moreover E is endowed with a smooth manifold structure, the
Fisher information can be defined as

I(ν|µ) :=

∫
E

∣∣∣∣∇ log

(
dν

dµ

)∣∣∣∣2dν,

with the same conventions.

The following lemma links entropy bound and Kac’s chaos in Total Variation norm.
It is a direct consequence of the Pinsker inequality and the Csiszar inequality [86].

Lemma 2.7. Let E be a Polish space and let fN ∈ P(E N) and f ∈ P(E ). For every
nonnegative integer k ≤ N , it holds that

1

2

∥∥fk,N − f⊗k∥∥2

TV
≤ H

(
fk,N

∣∣f⊗k) ≤ k

N
H
(
fN |f⊗N

)
,

where ‖ · ‖TV is the Total Variation norm (which induces a topology stronger than the
topology of the weak convergence of probability measures, see Section I-3).
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For the McKean-Vlasov diffusion (3), the following lemma gives a way to bound the
relative entropy between the N -particle distribution and its mean-field limit. The first
pathwise inequality is a consequence of the Girsanov theorem (see Appendix I-A.6 and
Lemma 2.8). The second one can be formally obtained by direct computations (see Lemma
I-4.11).

Lemma 2.8 (Pathwise and pointwise entropy bounds). Let T > 0 and I = [0, T ]. For
N ∈ N, let fNI ∈ P(C([0, T ], (Rd)N)) be the law of the McKean-Vlasov diffusion (XN

t )t
defined by (3) with b : Rd × P(Rd) → Rd and σ = Id, and let fNt ∈ P((Rd)N) its time
marginal at time t ∈ [0, T ]. Let fI ∈ P(D([0, T ],Rd)) be the pathwise law of the limit
nonlinear McKean-Vlasov diffusion (5) and let ft ∈ P(Rd) be its time marginal at time
t ∈ [0, T ] (it is the solution of (4)).

• For any k ≤ N it holds that

H
(
fk,NI |f

⊗k
I

)
≤ k

2
E
[∫ T

0

∣∣b(X1
t , µXNt

)
− b(X1

t , ft)
∣∣2dt

]
. (24)

• For every α > 0 it holds that

d

dt
H
(
fNt |f⊗Nt

)
≤ α− 1

2
I
(
fNt |f⊗Nt

)
+
N

2α
E
[∣∣b(X1

t , µXNt
)
− b(X1

t , ft)
∣∣2]. (25)

2.3.5 Interaction graphs

In an abstract Boltzmann model given by the generator (6) in Section 2.2.3, the binary
interactions can be represented by graph structures. Given a trajectorial realisation of
the particle system, the interaction graph of a particle (or a group of particles) is built
backward in time and retain the genealogical interactions which determine the particle at
the current time (i.e. the history of the collisions). Before building graphs from particle
realisations, the minimal structure of such a possible graph is detailed in the following
definition.

Definition 2.9 (Interaction graph). Consider an index i ∈ {1, . . . , N} (it will stand later
for the index of a particle). An interaction graph for i at time t > 0 is the data of

1. a k-tuple Tk = (t1, . . . , tk) of interaction times t > t1 > t2 > . . . > tk > 0,

2. a k-tuple Rk = (r1, . . . , rk) of pairs of indexes, where for ` ∈ {1, . . . , k}, the pair
denoted by r` = (i`, j`) is such that j` ∈ {i0, i1, . . . , i`−1} with the convention i0 = i
and i` ∈ {1, . . . , N}.

Such an interaction graph is denoted by Gi(Tk,Rk).

Given a trajectorial realisation of a Boltzmann particle system, the interaction graph
of the particle i retains the minimal information needed to compute the state of particle i
at time t > 0. It is constructed from Definition 2.9 as follows.
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t

t1

t2

t3

t4

i i1 i2 i4

Figure 1: An interaction graph. The vertical axis represents time. Each particle is
represented by a vertical line parallel to the time axis. The index of a given particle is
written on the horizontal axis. The construction is done backward in time starting from
time t where only particle i is present. At each time t`, if i` does not already belong to
the graph, it is added on the right (with a vertical line which starts at t`). The couple
r` = (i`, j`) of interacting particles at time t` is depicted by an horizontal line joining
two big black dots on the vertical line representing the particles i` and j`. for instance,
on the depicted graph, r2 = (i2, i). Note that at time t3, r3 = (i1, i2) (or indifferently
r3 = (i2, i1)) where i1 and i2 were already in the system. Index i3 is skipped and at time
t4, the route is r4 = (i4, i1). The recollision occurring at time t3 is depicted in red.

• The set (i1, . . . , ik) is the set of indexes of the particles which interacted directly or
indirectly with particle i during the time interval (0, t) (an indirect interaction means
that the particle has interacted with another particle which interacted directly or
indirectly with particle i) – note that the i`’s may not be all distinct.

• The times (t1, . . . , tk) are the times at which an interaction occurred.

• For ` ∈ {1, . . . , k}, the indexes (i`, j`) are the indexes of the two particles which
interacted together at time t`.

Following the terminology of [169], a route of size q between i and j is the union of q
elements r`k = (i`k , j`k), k = 1, . . . , q such that i`1 = i, i`k+1

= j`k and j`q = j. A route of
size 1 (i.e a single element r`) is simply called a route. A route which involves two indexes
which were already in the graph before the interaction time (backward in time) is called a
recollision. This construction is more easily understood with the graphical representation
of an interaction graph shown on Figure 1.

The definition of interaction graphs can be extended straightforwardly starting from
a group of particles instead of only one particle. This representation does not take into
account the physical trajectories of the particles, it only retains the history of the inter-
actions among a group of particles. Note that the graph is not a tree in general since the
i`’s are not necessarily distinct. It is a tree when no recollision occurs.
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The following definition extends the construction of Definition 2.9 to the case of ran-
dom parameters.

Definition 2.10 (Random interaction graph). Let Λ > 0, N ∈ N, i ∈ {1, . . . , N} and
t > 0. Let (Tm,`)1≤k<`≤N be N(N − 1)/2 independent Poisson processes with rate Λ/N .
For each Poisson process Tm,` we denote by (Tm,`n )n its associated increasing sequence of
jump times. The sets of times Tk = (t1, . . . , tk) and routes Rk = (r1, . . . , rk) are defined
recursively as follows. Initially, t0 = t and i0 = i and for k ≥ 0,

tk+1 = max
`,p,n

{
T i`,pn |T i`,pn < tk, ` ≤ k

}
. (26)

Then, given (`, p, n) such that tk+1 = T i`,pn , ik+1 = p and jk+1 = i` so that rk+1 = (ik+1, jk+1).
The procedure is stopped once the set on the right-hand side of (26) is empty (it hap-
pens almost surely after a finite number of iterations). The resulting interaction graph
Gi(Tk,Rk) is called the random interaction graph with rate Λ rooted on i at time t. The
definition is extended similarly starting from a finite number of indexes (i0, i1, . . . , ik)
instead of just i.

As explained before, a realisation of a Boltzmann particle system immediately gives
an interaction graph for each particle. More importantly, given an interaction graph, it is
possible to construct a forward realisation of a Boltzmann particle. More precisely, when
the interaction graph is sampled as a random interaction graph following Definition 2.10,
then the following straightforward lemma constructs a forward realisation of a stochastic
process whose pathwise law is equal to f 1,N

[0,t] , the first marginal of the law fN[0,t] of a

Boltzmann particle system given by the generator (6) on the time interval [0, t].

Lemma 2.11. Let us consider the Boltzmann setting given by Assumption 1 together with
the uniform bound (9) on λ. Given a realisation of a random interaction graph sampled
beforehand as in Definition 2.10, apply the following procedure:

1. At time t = 0, let the particles Zi`
0 be distributed according to the initial law.

2. Between two collision times, the particles evolve according to L(1).

3. At a collision time t`, with probability λ(Zi`
t−`
, Zj`

t−`
)/Λ, the new states of particles i`

and j` are sampled according to(
Zi`
t+`
, Zj`

t+`

)
∼ Γ(2)

(
Zi`
t−`
, Zj`

t−`
, dz1, dz2

)
.

Then the process (Zi
s)s≤t is distributed according to the one-particle marginal f 1,N

[0,t] of the

law fN[0,t] of a Boltzmann particle system given by the generator (6) on the time interval

[0, t].

This result will be useful later. Interaction graphs and random interaction graphs
are used in [213] and in [169] to prove propagation of chaos by a direct control of the
trajectories of the particles. This will be reviewed respectively in Sections 4.6 and 4.2.
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3 McKean-Vlasov diffusion models

Since the seminal work of McKean [226], later extended by Sznitman [276], a very popular
method of proving propagation of chaos for mean-field systems is the synchronous coupling
method (Section 3.1). Over the last years, some alternative coupling methods have been
proposed to handle either weaker regularity or to get uniform in time estimates under mild
physically relevant assumptions (Section 3.2). Alternatively to these SDE techniques, the
empirical process can be studied using stochastic compactness methods [274, 169], leading
to (non quantitative) results valid for mixed jump-diffusion models (Section 3.3). Recent
works focus on large deviation techniques, in particular the derivation of entropy bounds
from Girsanov transform arguments [194, 210], this allows interactions with a very weak
regularity (Section 3.4) or with a very general form (Section 3.6).

3.1 Synchronous coupling

In this section, we give several examples of the very fruitful idea of synchronous coupling
presented in Section 2.3.1. The first instance of synchronous coupling that we are aware
of is due to McKean himself although the most popular form of the argument is due to
Sznitman. This will be discussed in Section 3.1.1. This original argument is valid under
strong Lipschitz and boundedness assumptions but it can be extended to more singular
cases, as explained in Section 3.1.2. Finally, in Section 3.1.3, the strategy is successfully
applied to gradient systems and leads to uniform in time and convergence to equilibrium
results.

3.1.1 McKean’s theorem and beyond for Lipschitz interactions

The following theorem due to McKean is the most important result of this section. For a
function K : E2 → R, we recall the notation K ? µ(x) :=

∫
K(x, y)µ(dy).

Theorem 3.1 (McKean). Let the drift and diffusion coefficients in (3) be defined by

∀x ∈ Rd,∀µ ∈ P(Rd), b(x, µ) := b̃
(
x,K1 ? µ(x)

)
, σ(x, µ) = σ̃

(
x,K2 ? µ(x)

)
, (27)

where K1 : Rd × Rd → Rm, K2 : Rd × Rd → Rn, b̃ : Rd × Rm → Rd and σ̃ : Rd × Rn →
Md(R) are globally Lipschitz and K1, K2 are bounded. Then pathwise chaos by coupling
in the sense of Definition 2.5 holds for any T > 0, p = 2, with the synchronous coupling

X i,N
t = X i

0 +

∫ t

0

b̃
(
X i,N
s , K1 ? µXNs

(
X i,N
s

))
ds+

∫ t

0

σ̃
(
X i,N
s , K2 ? µXNs

(
X i,N
s

))
dBi

s, (28)

and

X i,N
t = X i

0 +

∫ t

0

b̃
(
X i,N
s , K1 ? fs

(
X i,N
s

))
ds+

∫ t

0

σ̃
(
X i,N
s , K2 ? fs

(
X i,N
s

))
dBi

s. (29)

It means that the trajectories satisfy:

1

N

N∑
i=1

E
[
sup
t≤T

∣∣X i
t −X i

t

∣∣2] ≤ ε(N, T ),

23



where the convergence rate is given by

ε(N, T ) =
c1(b, σ, T )

N
ec2(b,σ,T )T , (30)

for some absolute constants C, C̃, CBDG > 0 not depending on N, T ,

c1(b, σ, T ) := CT
(
T‖K1‖2

∞‖b̃‖2
Lip + CBDG‖K2‖2

∞‖σ̃‖2
Lip

)
, (31)

and
c2(b, σ, T ) := C̃

(
T
(
1 + ‖K1‖2

Lip

)
‖b̃‖2

Lip + CBDG

(
1 + ‖K2‖2

Lip

)
‖σ̃‖2

Lip

)
. (32)

We present two proofs of this result. The first one is the original proof due to McKean
[226]. The second one is due to Sznitman [276]. Sznitman’s proof is a slightly shorter and
more general version of McKean’s proof. We chose to include McKean’s original argument
for three reasons. First it gives an interesting and somehow unusual probabilistic point
of view on the interplay between exchangeability and independence (see Section I-3.2.2).
This is an underlying idea for all the models presented in this review which is made very
explicit in McKean’s proof. Secondly, although the computations in both proofs are very
much comparable, McKean’s proof is philosophically an existence result while Sznitman’s
proof is based on the well-posedness result stated in Proposition I-1. Finally, it seems that
McKean’s proof has been somehow forgotten in the community or is sometimes confused
with Sznitman’s proof which in turn has become incredibly popular. McKean’s argument
was first published in [225] and then re-published in [226]. Both references are not easy
to find nowadays and it is probably the source of the confusion between the two proofs.

Proof (McKean). The originality of this proof is that the nonlinear process is not intro-
duced initially. It appears as the limit of a Cauchy sequence of coupled systems of particles
with increasing size. Let (Bi

t)t, i ≥ 1 be an infinite collection of independent Brownian
motions and for N ∈ N we recall the notation

XN
t =

(
X1,N
t , . . . , XN,N

t

)
∈ (Rd)N ,

where (X i,N
t )t solves (28). The idea is to prove that the sequence (in N) of processes

(X1,N
t )t is a Cauchy sequence in L2

(
Ω, C([0, T ],Rd)

)
and then to identify the limit as the

solution of (29). The proof is split into several steps.

Step 1. Cauchy estimate

Let M > N and let us consider the coupled particle systems XN and XM where the
N first particles in XM have the same initial condition as X1,N , . . . , XN,N and are driven
by the same Brownian motions B1, . . . BN . Using (28) and the Burkholder-Davis-Gundy
inequality it holds that for a constant CBDG > 0,

E
[
sup
t≤T

∣∣X1,M
t −X1,N

t

∣∣2] ≤ 2T

∫ T

0

E
∣∣∣b(X1,M

t , µXMt

)
− b
(
X1,N
t , µXNt

)∣∣∣2dt

+ 2CBDG

∫ T

0

E
∣∣∣σ(X1,M

t , µXMt

)
− σ

(
X1,N
t , µXNt

)∣∣∣2dt. (33)
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For the first term on the right-hand side of (33), we write:

E
∣∣∣b(X1,M

t , µXMt

)
− b
(
X1,N
t , µXNt

)∣∣∣2 ≤ 2E
∣∣∣b(X1,M

t , µXMt

)
− b
(
X1,M
t , µXN,Mt

)∣∣∣2
+ 2E

∣∣∣b(X1,M
t , µXN,Mt

)
− b
(
X1,N
t , µXNt

)∣∣∣2, (34)

where XN,M
t =

(
X1,M
t , . . . , XN,M

t

)
∈ (Rd)N . Each of the two terms on the right-hand side

of (34) is controlled using (27), the Lipschitz assumptions and the fact that the Xj,M are
identically distributed. For the first term, expanding the square gives:

E
∣∣∣b(X1,M

t , µXMt

)
− b
(
X1,M
t , µXN,Mt

)∣∣∣2
≤ ‖b̃‖2

Lip E
∣∣∣ 1

M

M∑
j=1

K1

(
X1,M
t , Xj,M

t

)
− 1

N

N∑
j=1

K1

(
X1,M
t , Xj,M

t

)∣∣∣2
≤ ‖b̃‖2

Lip

(
1

M
+

1

N
− 2

N

MN

)
E
∣∣∣K1

(
X1,M
t , X2,M

t

)∣∣∣2
+ ‖b̃‖2

Lip

(
M − 1

M
+
N − 1

N
− 2

M(N − 1)

MN

)
×

× E
[
K1

(
X1,M
t , X2,M

t

)
·K1

(
X1,M
t , X3,M

t

)]
≤ 2

(
1

N
− 1

M

)
‖K1‖2

∞‖b̃‖2
Lip.

For the second term, the Lipschitz assumptions leads to:

E
∣∣∣b(X1,M

t , µXN,Mt

)
− b
(
X1,N
t , µXNt

)∣∣∣2
≤ 2‖b̃‖2

Lip E
[∣∣X1,N

t −X1,M
t

∣∣2
+
∣∣∣ 1

N

N∑
j=1

K1

(
X1,M
t , Xj,M

t

)
− 1

N

N∑
j=1

K1

(
X1,N
t , Xj,N

t

)∣∣∣2]
≤ 2

(
1 + 2‖K1‖2

Lip

)
‖b̃‖2

Lip E
∣∣X1,N

t −X1,M
t

∣∣2.
The same estimates hold for the diffusion term on the right-hand side of (33) with σ
instead of b and K2 instead of K1. Gathering everything thus leads to:

E
[
sup
t≤T

∣∣X1,M
t −X1,N

t

∣∣2]
≤
(

1

N
− 1

M

)
c1(b, σ, T ) + c2(b, σ, T )

∫ T

0

E
∣∣X1,N

t −X1,M
t

∣∣2dt

where c1 and c2 are defined by (31) and (32). Using (a generalisation of) Gronwall lemma,
it follows that:

E
[
sup
t≤T

∣∣X1,M
t −X1,N

t

∣∣2] ≤ ( 1

N
− 1

M

)
c1(b, σ, T )ec2(b,σ,T )T . (35)
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Step 2. Cauchy limit and exchangeability

The previous estimate implies that the sequence (X1,N)N is a Cauchy sequence in
L2(Ω, C([0, T ],Rd)). Since this space is complete, this sequence has a limit denoted by
X1 ≡ (X1

t )t. Applying the same reasoning for any k ∈ N, there exists an infinite collection
of processes Xk, defined for each k ≥ 1 as the limit of (Xk,N)N . These processes are
identically distributed and their common law depends only on (X i

0)i≥1 and (Bi)i≥1 which
are independent random variables. Moreover, knowing (X1

0 , B
1) and for any measurable

set B, any event of the type {X1 ∈ B} belongs to the σ-algebra of exchangeable events
generated by the random variables (X i

0)i≥2 and (Bi)i≥2. Since these random variables are
i.i.d, Hewitt-Savage 0-1 law (Theorem I-2) states that this σ-algebra is actually trivial. It
follows that X1 is a functional of X1

0 and B1 only. The same reasoning applies for each
Xk and hence the processes Xk are also independent.

Step 3. Identification of the limit

At this point, propagation of chaos is already proved and it only remains to identify
the law of the Xk

t as the law of the solution of (29). To do so, McKean defines for
i ∈ {1, . . . , N} the processes

X̃ i,N
t = X i

0 +

∫ t

0

b
(
X i
s, µXNs

)
ds+

∫ t

0

σ
(
X i
s, µXNs

)
dBi

s,

where XN
t = (X1

t , . . . , X
N
t ). From the independence of the processes and by the strong

law of large numbers, the right hand side converges almost surely as N → +∞ towards
the right hand side of (29) with fs being the law of X i

s (which is the same for all i).
Moreover, direct Lipschitz estimates lead to

E
[
sup
t≤T

∣∣X̃ i
t −X i

t

∣∣2] ≤ C

N
,

where C is a constant which depends only on T , ‖K1‖Lip, ‖K2‖Lip. By uniqueness of the
limit, it follows that X i

t satisfies (29). Moreover, the bound (30) is obtained by taking
the limit M → +∞ in (35).

The following proof is due to Sznitman [276] in the case where σ is constant and with
p = 1 in Definition 2.5. The following (direct) adaptation to the model of Theorem 3.1
can be found in [203, Proposition 2.3].

Proof (Sznitman). With a more direct approach, the strategy is to introduce both the
particle system and its (known) limit given respectively by (28) and (29) and to estimate
directly the discrepancy between the two processes. Using the Burkholder-Davis-Gundy
inequality, it holds that for a constant CBDG > 0,

E
[
sup
t≤T

∣∣X i
t −X i

t

∣∣2] ≤ 2T

∫ T

0

E
∣∣∣b(X i

t, ft
)
− b
(
X i
t , µXNt

)∣∣∣2dt

+ 2CBDG

∫ T

0

E
∣∣∣σ(X i

t, ft
)
− σ

(
X i
t , µXNt

)∣∣∣2dt. (36)
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The drift term on the right-hand side of (36) is split into two terms as follows:

E
∣∣∣b(X i

t, ft
)
− b
(
X i
t , µXNt

)∣∣∣2 ≤ 2E
∣∣∣b(X i

t, ft
)
− b
(
X i
t, µXNt

)∣∣∣2
+ 2E

∣∣∣b(X i
t, µXNt

)
− b
(
X i
t , µXNt

)∣∣∣2. (37)

For the first term on the right-hand side of (37), the assumption (27) and the Lipschitz
assumptions give:

E
∣∣∣b(X i

t, ft
)
− b
(
X i
t, µXNt

)∣∣∣2 ≤ ‖b̃‖2
Lip E

∣∣∣K1 ? ft(X
i
t)−

1

N

N∑
j=1

K1(X i
t, X

j
t)
∣∣∣2

=
‖b̃‖2

Lip

N2
E
∣∣∣ N∑
j=1

{
K1 ? ft(X

i
t)−K1(X i

t, X
j
t)
}∣∣∣2.

Expanding the square, it leads to:

E
∣∣∣b(X i

t, ft
)
− b
(
X i
t, µXNt

)∣∣∣2
≤
‖b̃‖2

Lip

N2

N∑
k,`=1

E
[(
K1 ? ft(X

i
t)−K1(X i

t, X
k
t )
)
·
(
K1 ? ft(X

i
t)−K1(X i

t, X
`
t)
)]

≤
4‖b̃‖2

Lip‖K1‖2
∞

N

+
‖b̃‖2

Lip

N2

∑
k 6=`

E
[(
K1 ? ft(X

i
t)−K1(X i

t, X
k
t )
)
·
(
K1 ? ft(X

i
t)−K1(X i

t, X
`
t)
)]
.

When k 6= `, using the fact that X
k

t and X
k

t are independent, ft-distributed and indepen-

dent of X
i

t, it holds that:

E
[(
K1 ? ft(X

i
t)−K1(X i

t, X
k
t )
)
·
(
K1 ? ft(X

i
t)−K1(X i

t, X
`
t)
)]

= E
[
E
[(
K1 ? ft(X

i
t)−K1(X i

t, X
k
t )
)
·
(
K1 ? ft(X

i
t)−K1(X i

t, X
`
t)
)∣∣∣X i

t

]]
= E

[
E
[(
K1 ? ft(X

i
t)−K1(X i

t, X
k
t )
)∣∣∣X i

t

]
E
[(
K1 ? ft(X

i
t)−K1(X i

t, X
`
t)
)∣∣∣X i

t

]]
= 0,

To obtain the last inequality observe that since k 6= ` at least one of them is not equal to
i, let us assume that ` 6= i. Then since Law(X`

t) = ft, it holds that

E
[(
K1 ? ft(X

i
t)−K1(X i

t, X
`
t)
)∣∣∣X i

t

]
= 0.

In conclusion,

E
∣∣∣b(X i

t, ft
)
− b
(
X i
t, µXNt

)∣∣∣2 ≤ 4‖b̃‖2
Lip‖K1‖2

∞

N
. (38)
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For the second-term on the right-hand side of (37), the Lipschitz assumptions give:

E
∣∣∣b(X i

t, µXNt

)
− b
(
X i
t , µXNt

)∣∣∣2 ≤ C‖b̃‖2
Lip

(
1 + ‖K1‖2

Lip

)
E
∣∣X i

t −X i
t

∣∣2. (39)

The same estimates hold when b and K1 are replaced by σ and K2. Gathering everything
leads to:

E
[
sup
t≤T

∣∣X i
t −X i

t

∣∣2] ≤ 1

N
c1(b, σ, T ) + c2(b, σ, T )

∫ T

0

E
∣∣X i

t −X i
t

∣∣2dt

≤ 1

N
c1(b, σ, T ) + c2(b, σ, T )

∫ T

0

E
[
sup
s≤t

∣∣X i
s −X i

s

∣∣2]dt.
The conclusion follows by Gronwall lemma.

Remark 2. 1. The same synchronous coupling result holds (at least) with p = 1 (see
[6, Corollary 3.3]) and p = 4 (see [203, Proposition 2.3]) in Definition 2.5.

2. Pointwise chaos (23) in Definition 2.5 is a consequence of pathwise chaos (22) but it
can also be proved directly with the same line of argument but where the Burkholder-
Davis-Gundy inequality is replaced by the Itō isometry.

3. The starting inequality (Equation (33) in McKean’s proof and Equation (36) in
Sznitman’s proof) can be replaced by an equality using Itō’s lemma. This may
bring a small improvement in the constants c1 and c2. For instance, in the common
case where σ is a constant, we can write (in Sznitman’s framework),

∣∣X i
t −X i

t

∣∣2 = 2

∫ t

0

〈
b
(
X i
s, fs

)
− b
(
X i
s, µXNs

)
, X i

s −X i
s

〉
ds.

And we would obtain for some constants C, C̃ > 0 (see for instance the introduction
of [268]):

E
[
sup
t≤T

∣∣X i
t −X i

t

∣∣2] ≤ C
‖b̃‖2

Lip‖K1‖2
∞

N
eC̃‖b̃‖Lip(1+‖K1‖Lip)T ,

and therefore propagation of chaos holds over a time interval T ∼ logN . Several
example will be given in the following (see in particular Theorem 3.2 and Theorem
3.3).

When σ = Id, the following corollary shows that the pathwise particle system is
strongly chaotic in TV norm. This result has been proved in [220, Theorem 5.5].

Corollary 1 (Pathwise TV chaos). Under the same assumptions as in McKean’s theorem
but with σ = Id, for all k < N it holds that

∥∥fk,N[0,T ] − f
⊗k
[0,T ]

∥∥
TV
≤ C(T )

√
k

N
.
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Proof. By the Pinsker inequality (I-48) and the inequality (I-104), it holds that∥∥fk,N[0,T ] − f
⊗k
[0,T ]

∥∥2

TV
≤ 2

k

N
H(fN[0,T ]|f⊗N[0,T ]).

Using (24), the right-hand side is bounded by:

∥∥fk,N[0,T ] − f
⊗k
[0,T ]

∥∥2

TV
≤ 2kE

[∫ T

0

∣∣b(X1
t , µXNt

)
− b(X1

t , ft)
∣∣2].

By McKean’s theorem, the expectation on the right-hand side is bounded by C(T )
N

and
the conclusion follows.

McKean’s theorem can be directly generalised to more general, yet Lipschitz, settings
as we shall see in Section 3.6.1.

3.1.2 Towards more singular interactions

The hypotheses of McKean’s theorem (bounded and globally Lipschitz interactions) are
most often too strong in practice. Even though there is no real hope for better results at
this level of generality, many directions have been explored to weaken the hypotheses in
specific cases.

1. (Moment control). A commonly admitted idea is that propagation of chaos
should also hold for only locally Lipschitz interaction functions with polynomial
growth provided that moment estimates can be proved (both at the particle level
and for the limiting nonlinear system).

2. (Moderate interaction and cut-off). If one is mainly interested in the derivation
of a singular nonlinear system, another idea is to smoothen the interaction at the
particle level, for instance by adding a cutoff parameter or by convolution with a
sequence of mollifiers. Such procedures typically depend on a smoothing parameter
ε that will go to zero. For a fixed ε > 0 McKean’s theorem gives a (quantitative)
error estimate between the particle system and a smoothened nonlinear system.
Then the idea is to take a smoothing parameter ε ≡ εN which depends on N such
that εN → 0 as N → +∞. Taking advantage of the quantitative bound given by
McKeans’s theorem, the goal is to choose an appropriate εN (usually a very slowly
converging sequence) to pass to the limit directly from the smooth particle system
to the singular nonlinear system.

In the present section, we give some examples of these ideas which naturally extend
Sznitman’s proof of McKean’s theorem using synchronous coupling. Note that all the
proofs crucially depend at some point of a well-posedness result for the nonlinear system.
In practise, for singular interactions, proving propagation of chaos therefore largely de-
pends on the considered model. Several examples for classical PDEs in kinetic theory can
be found in Section 5.1.
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Moment control.

In [31] the authors introduce some sufficient conditions on the interaction kernels K1 and
K2 to extend the result of McKean’s theorem to non globally Lipschitz bounded settings.
This comes at the price of a strong assumption on the boundedness of the moments.
Other examples using similar ideas will be detailed in Section 3.1.3. We first give a simple
version of [31, Theorem 1.1] for the McKean-Vlasov model (3).

Theorem 3.2 ([31]). Let us consider the McKean-Vlasov model (3). Let b, σ be as in
McKean’s Theorem 3.1 with b̃, σ̃ globally Lipschitz and assume that there exists γ > 0,
p > 0 such that for i = 1, 2, Ki satisfy for all x, y, x′, y′ ∈ Rd,∣∣Ki(x, y)−Ki(x

′, y′)
∣∣ ≤ γ

(
|x− x′|+ |y − y′|

)(
1 + |x|p + |y|p + |x′|p + |y′|p

)
. (40)

Assume there exist κ > 0 and p′ ≥ p such that for any T > 0, Equations (28) and (29)
admit solutions which verify

sup
N

sup
t≤T

E
[
eκ|X

i
t |p
′ ]
< +∞, sup

t≤T
E
[
eκ|X

i
t|p
′ ]
< +∞. (41)

and for i = 1, 2,

sup
t≤T

∫
Rd×Rd

|Ki(x, y)|2ft(dx)ft(dy) < +∞. (42)

Then for all T > 0, there exists C(T ) > 0 such that for all 0 < t ≤ T ,

E|X i
t −X i

t|2 ≤
C(T )

N e−Ct
.

Moreover, if the moment bound (41) holds for some p′ > p then for all 0 < ε < 1, there
exists C(T ) > 0 such that for all t ≤ T ,

E|X i
t −X i

t|2 ≤
C(T )

N1−ε .

Sufficient conditions which ensure the well-posedness of (41) and (42) are given by
p ≤ 2, b̃ and σ̃ bounded, Ki(x, y) = K̃i(x− y) with |K̃i(x)| ≤ C(1 + |x|) for i = 1, 2. This
is a particular case of the more detailed result [31, Theorem 1.2], see also [31, Lemma
3.5]).

Proof. The proof is similar to the proof of McKean’s theorem using Sznitman’s syn-
chronous coupling but starting from Itō’s formula:

d

dt
E|X i

t −X i
t |2 = 2E

〈
X i
t −X i

t , b(X
i
t, ft)− b

(
X i
t , µXNt

)〉
+ 2E

∥∥σ(X i
t, ft)− σ

(
X i
t , µXNt

)∥∥2
.

Then

E
〈
X i
t −X i

t , b(X
i
t, ft)− b

(
X i
t , µXNt

)〉
= E

〈
X i
t −X i

t , b(X
i
t, ft)− b

(
X i
t, µXNt

)〉
+ E

〈
X i
t −X i

t , b
(
X i
t, µXNt

)
− b
(
X i
t , µXNt

)〉
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Using Cauchy-Schwarz inequality with the same classical argument as before but replacing
the boundedness of K1 by (42) gives:

E
〈
X i
t −X i

t , b(X
i
t, ft)− b

(
X i
t, µXNt

)〉
≤
(
E|X i

t −X i
t |2
)1/2 C√

N
.

Then,

E
〈
X i
t −X i

t , b
(
X i
t, µXNt

)
− b
(
X i
t , µXNt

)〉
=

1

N

N∑
i=1

E
〈
X i
t −X i

t , b
(
X i
t, µXNt

)
− b
(
X i
t , µXNt

)〉
≤ 1

N

N∑
i=1

E|X i
t −X i

t |
∣∣b(X i

t, µXNt

)
− b
(
X i
t , µXNt

)∣∣
≤ ‖b̃‖Lip

N2

N∑
i,j=1

E|X i
t −X i

t ||K1(X i
t, X

j
t)−K1(X i

t , X
j
t )|+

‖b̃‖Lip

N

N∑
i=1

E|X i

t −X i
t |2

≤ Cγ‖b̃‖Lip

N2

N∑
i,j=1

E
[(
|X i

t −X i
t |2 + |X i

t −X i
t ||X

j
t −X

j
t |
)

×
(

1 + |X i
t|p + |Xj

t |p + |X i
t |p + |Xj

t |p
)]

=:
Cγ‖b̃‖Lip

N2

N∑
i,j=1

E[Iij]

For a given (i, j) and R > 0, the authors of [31] define the event

R =
{
|X i

t| ≤ R, |Xj
t | ≤ R, |X i

t | ≤ R, |Xj
t | ≤ R

}
.

Then they distinguish the two cases inside the expectation:

E[Iij] = E[1RIij] + E[1RcIij]

≤ C(1 + 4Rp)E|X i
t −X i

t |2 + E[1RcIij]

≤ C(1 + 4Rp)E|X i
t −X i

t |2

+ (E[1Rc ])
1/2
(
E
[(

1 + |X i
t|p + |Xj

t |p + |X i
t |p + |Xj

t |p
)2
])1/2

The probability of Rc is controlled by the Markov inequality,

E[1Rc ] ≤ E[1|Xi
t|>R

] + E[1|Xj
t |>R

] + E[1|Xi
t |>R] + E[1|Xj

t |>R
]

≤ Ce−κR
p′

Setting r = κp/p
′
Rp/2p/p

′
, it follows that

E[Iij] ≤ C(1 + r)E|X i
t −X i

t |2 + Ce−r
p′/p
.
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A similar reasoning applies for the term with σ and therefore, the function

y(t) := E|X i
t −X i

t |2,

satisfies, for every r > 0:

y′(t) ≤ C(1 + r)y(t) + e−r
p′/p

+
C√
N

√
y(t) ≤ C(1 + r)y(t) + Ce−r

p′/p
+
C

N
.

If p = p′, choosing r = log(1 + 1/y(t)) leads to the nice differential inequality

y′(t) ≤ Cy(t) + Cy(t) log(1 + 1/y(t)) +
C

N
,

and a complicated Gronwall-like argument (see e.g. [72, Lemma 5.2.1] or [124, Theorem
27]) terminates the proof. Otherwise when p′ > p, choose r = (logN)p/p

′
, and since

y(0) = 0, a direct integration by the classical Gronwall lemma gives

y(t) ≤ 2 eCT+CT (logN)p/p
′−logN ,

which concludes.

The authors of [31] write a detailed proof in the kinetic case with

b(x, v, µ) = −F (x, v)−H ? µ(x, v), σ(x, v, µ) =
√

2Id,

where F,H : Rd × Rd → Rd satisfy a slightly weaker assumption, namely:

−〈v − w,F (x, v)− F (x,w)〉 ≤ γ1|v − w|2,

and
|F (x, v)− F (y, v)| ≤ γ2 min(1, |x− y|)(1 + |v|p),

and similarly for H. They also prove [31, Theorem 1.2] which gives sufficient conditions
on F and G for the well-posedness of both the particle and the nonlinear systems and
such that the hypotheses of Theorem 3.2 are satisfied. Theorem 3.2 corresponds to a
combination of the variant (V3), of the case given in Section 1.2.2 and of the case given
in Section 1.2.3 of [31, Theorem 1.1].

Moderate interaction.

In [249], Oelschläger introduced the concept of moderately interacting particles. He studied
systems of the form (27) with a constant diffusion matrix σ ≡

√
2Id and with a symmetric

interaction kernel K1 which depends on N as follows:

∀x, y ∈ Rd, K1(x, y) ≡ KN
1 (y − x) :=

1

εdN
K0

(
y − x
εN

)
, (43)

where K0 : Rd → R is a fixed symmetric radial kernel and (εN)N is a sequence such that
εN → 0 as N → +∞. The strength of the interaction between two particles is thus of
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the order ∼ ε−dN N−1. Oelschläger considered the case εN = N−β/d with β ∈ (0, 1). The
two extreme cases β = 0 and β = 1 correspond respectively to a weak interaction of order
∼ 1/N (actually what is usually called the mean-field scaling) and a strong interaction of
order ∼ 1 (it would be hopeless to take the limit N → +∞ in this case without further
assumptions, see Section I-2.3.3). More generally, the term moderate interaction refers to
any situation in which εN → 0 and ε−dN N−1 = o(1). In this case

KN
1 (x, ·) −→

N→+∞
δx,

in the distributional sense, which allows to recover singular purely local interactions.
When the diffusion matrix σ ≡

√
2Id is constant, the main result of [249, Theorem 1]

is a functional law of large numbers which states the convergence of the empirical measure
valued process

(
µXNt

)
t

towards the deterministic singular limit ft solution of

∂tft(x) = −∇x ·
{
b̃(x, ft(x))ft(x)

}
+ ∆xft.

We call this interaction purely local because the drift term no longer depends on the
convolution K1 ? ft(x) but only on the local quantity ft(x). The strategy is roughly the
same as the one explained in Section 3.3.1. The first step is a relative compactness result
in P(C([0, T ],P(Rd))), the second step is the identification of the limit process which is
shown to be almost surely the solution of a deterministic equation. The last step and
in this case, the most difficult one, is the uniqueness of the solution of this deterministic
equation. In the case of a gradient system, well-posedness results in some Hölder spaces
are available in the PDE literature [212].

Later, Oelschläger studied the fluctuations around the limit [250] and applied these re-
sults to a multi-species reaction-diffusion system [251]. A pathwise extension of Oelschläger’s
results can be found in [234].

The martingale approach of [249] is very restricted to the case when the diffusion
matrix is equal to the identity. In the general case (27), the problem is revisited in [203].
The approach is based on a careful control of the convergence rate in McKean’s theorem
and ad hoc well-posedness results for the limiting purely local equation (47). First note
that the L∞ and Lipschitz norms of KN

1 are controlled by

‖KN
1 ‖∞ =

C0

εdN
, ‖KN

1 ‖Lip =
C1

εd+1
N

,

for some constants C0, C1 > 0 depending on K0. We also assume that K2 is of the form
(43) (possibly with another K0). Thus, McKean’s theorem gives for all N an estimate of
the form

E
[
sup
t≤T
|X i,N

t −X i,N
t |2

]
≤ c̃1

ε−2d
N

N
exp

(
c̃2ε
−2(d+1)
N

)
, (44)

for some constants c̃1, c̃2 > 0 depending only on T,K0, b̃ and σ̃ and where X i,N
t satisfies

dX i,N
t = b̃

(
X i,N
t , KN

1 ? f
(N)
t

(
X i,N
t

))
dt+ σ̃

(
X i,N
t , KN

2 ? f
(N)
t

(
X i,N
t

))
dBi

t,
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with f
(N)
t ∈ P(Rd) is the law of X i,N

t . It satisfies

∂tf
(N)
t (x) = −∇x ·

{
b̃
(
x,KN

1 ? f
(N)
t (x)

)
f

(N)
t (x)

}
+

1

2

d∑
i,j=1

∂xi∂xj

{
aij

(
x,KN

2 ? f
(N)
t (x)

)
f

(N)
t (x)

}
, (45)

where a ≡ (aij) = σ̃σ̃T. In order to take N → +∞ in (44), Jourdain and Méléard [203]
assume that εN → 0 slowly enough so that the right-hand side of (44) still converges to
zero. A sufficient condition is

ε
−2(d+1)
N ≤ δ logN, (46)

for a small δ > 0. In the bound (44), the nonlinear process (X i,N
t )t still depends on N

(through KN
1 and KN

2 ) so it is not possible to simply take the limit N → +∞. Moreover,
the goal is to prove propagation of chaos towards the solution ft of the purely local PDE:

∂tft(x) = −∇x ·
{
b̃ (x, ft(x)) ft(x)

}
+

1

2

d∑
i,j=1

∂xi∂xj{aij(x, ft(x))ft(x)}. (47)

Well-posedness results for the PDEs (45) and (47) can be found in [203, Section 1]. The
approach of [203] is based on the work of [212] on parabolic PDEs. The main assumptions
are the regularity of the drift and diffusion coefficients (respectively at least C2 and C3)
and of the initial condition (at least C2 with an Hölder continuous second order derivative),
together with the following non-negativity assumption on a:

∀x ∈ Rd,∀z ∈ Rd,∀p ∈ R, 〈x, (a′(z, p)p+ a(z, p))x〉 ≥ 0,

where for z ∈ Rd, a′(z, p) denotes the derivative of p ∈ R 7→ a(z, p) ∈ Md(R). Then,
[203, Proposition 2.5] shows that (47) is well-posed, that the associated nonlinear SDE is
well-posed and that the solution X i

t of

dX i
t = b̃

(
X i
t, ft
(
X i
t

))
dt+ σ

(
X i
t, ft
(
X i
t

))
dBi

t,

satisfies:

E
[
sup
t≤T
|X i,N

t −X i
t|4
]
≤ Cε4β

N , (48)

for some β > 0. The proof of this proposition is based on PDE arguments. In particular,
since the law of X i,N

t solves (45), using Ascoli’s theorem (or other compactness criteria)

it is possible to extract a convergent subsequence f
(N)
t → ft where ft solves (47) with an

explicit convergence rate. Combining (44) and (48) leads to

E
[
sup
t≤T
|X i,N

t −X t|2
]
≤
(
Cε2β

N + c̃1
ε−2d
N

N
exp

(
c̃2ε
−2(d+1)
N

))
,

and the conclusion follows as soon as εN satisfies (46).
Recent applications of these results can be found in [73] and [115]. The reference [73]

presents a generalisation of [203] to a multi-species system with non globally Lipschitz
interactions. The article contains very detailed well-posedness results for the different
systems involved. In [115], the diffusion process is replaced by a Piecewise Deterministic
process on a (compact) manifold.

34



Singular interactions with cutoff

Similarly to the moderate interaction case where the goal was to approximate purely local
interactions, it is possible to introduce a cutoff parameter which depends on N in order
to approximate interactions which do not satisfy the regularity hypotheses of McKean’s
theorem. The most important cases in the literature are the singular Coulomb-type
interactions. These models are given either by the first order model

dX i
t = F ? µXNt dt+ σdBi

t, (49)

or by the second order kinetic system

dX i
t = V i

t dt, dV i
t =

1

N

N∑
j=1

F (X i
t −X

j
t )dt+ σdBi

t, (50)

where in both cases σ > 0 and F is a Coulomb-type force:

F (x) = ξd
x

|x|d
,

with a constant ξd ∈ R. This force is singular at the origin and derives from a potential
F = −∇xΦ with

Φ(x) =
ξd
2

log |x|, d = 2

Φ(x) =
ξd

(d− 2)|x|d−2
, d ≥ 3.

In the attractive case ξd > 0, the kinetic systems corresponds to the classical gravitational
Newtonian dynamics. More recently, the first order system has been used to model the
chemotaxis interactions between swarms of bacteria. Using the classical notations in this
context and with an appropriate constant ξd > 0, the formal limit N → +∞ leads to the
propagation of chaos towards a limit distribution ρ which satisfies the system

∂tρ = −∇ · (ρ∇c) +
σ2

2
∆ρ, (51a)

−∆c = ρ. (51b)

This system is called the parabolic-elliptic Keller-Segel system. The density ρ represents
the (spatial) density of bacteria and c the concentration of a chemical substance which is
secreted by the bacteria and whose gradient drives the motion of the other bacteria.

The repulsive case ξd < 0 is classically used in plasma physics. Importantly, the kinetic
case with σ = 0 has also motivated the first propagation of chaos results (in a more regular
setting) by Braun and Heppp [41] and Dobrushin [120], as the formal limit equation is
the renowned Vlasov equation

∂tft + v · ∇xft + (F ? ρt) · ∇vft = 0

ρt(x) =

∫
Rd
ft(x, v)dv.
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For a detailed review of classical and recent propagation results in this deterministic
context (but possibly with random initial conditions), we refer the interested reader to
the review articles [191, 165], to the articles [182, 183, 29, 214] or, with different techniques,
to the recent articles [193, 269, 270].

In all these cases, it is not possible to directly apply McKean’s theorem due to the
singularity at the origin. Moreover, it has been shown by [149, Proposition 4] that, for
the particle system associated to the Keller-Segel system, the singularity is indeed visited
with nonzero probability: for any N ≥ 1, any ξd > 0 and any t0 > 0, then any solution of
(49) (if it exists) satisfies

P
(
∃s ∈ [0, t0], ∃i 6= j, X i

s = Xj
s

)
> 0.

Consequently, this raises well-posedness issues already at the particle level. A natural
strategy is therefore to remove the singularity at the origin by regularizing the force using
a cutoff parameter ε > 0. For instance, in [59], the authors replace the force F by the
regularized version

Fε(x) = ξd
x

max(|x|, ε)d
. (52)

In [217, 139], the authors define a regularized potential Φε = Jε ? Φ where Jε(x) =
ε−dJ(ε−1x) and J is a smooth mollifier. Once a regularized particle system is defined,
it is also possible to define the associated synchronously coupled system of nonlinear
SDEs (which depend on the cutoff parameter). Since coupling methods typically give
quantitative results, it becomes possible to take a cutoff parameter ε ≡ εN which depends
on N and vanishes as N → +∞. Similarly to the moderate interaction case, it is necessary
to obtain beforehand precise well-posedness results and the sharpness of the estimates
will determine the size of the cutoff. In [59], the authors extend previous results by [214]
in the deterministic case (but starting from a random initial condition) and prove the
propagation of chaos for the regularized system (50) with the cutoff (52) and a cutoff
size ε ≡ εN = N−δ, δ < 1/d. This result has been improved in [190]. In [217, 139],
the authors use a smooth mollifier for the regularized system (49) with a cutoff size
ε ≡ εN = (logN)−1/d.

Finally, it should be noted that there has been many recent advances on this issue
using techniques that are not always based on cutoff approximations. These results will
be further discussed in Section 3.4, Section 3.6.2 and Section 5.1.3.

3.1.3 Gradient systems and uniform in time estimates

In this section, the case of McKean-Vlasov gradient systems is investigated, that is systems
of the form (3) with

b(x, µ) = −∇V (x)−∇W ? µ(x), σ(x, µ) ≡ σId, σ > 0, (53)

where V,W : Rd → R are two potentials (usually symmetric, but it will be precised each
time), respectively called the confinement potential and the interaction potential. The
law of the corresponding nonlinear McKean-Vlasov process satisfies the famous granular
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media equation:

∂ft =
σ2

2
∆ft +∇ · (ft∇(V +W ? ft)). (54)

For the modelling details, we refer the reader to [15, 14] who first derived this equation.
The granular media equation has been studied analytically in [62, 63] and later in [34].
The fundamental question, which also motivates this section, is the long-time asymptotic
of the solution, in particular the existence of stationary solutions and the convergence to
equilibrium. The probabilistic counterpart of the granular media equation is the nonlinear
McKean-Vlasov process (5) with b, σ given by (53). The long-time behaviour of this
process is not simpler than the direct study of (54) but this probabilistic approach strongly
suggests to consider the (linear) McKean particle system (3) as a starting point, the idea
being to replace the nonlinearity in dimension d by a linear system of particles in high
dimension dN . Since the behaviour of linear diffusion systems is well-established, this may
be simpler provided that it is possible to prove convergence results with rates independent
of the dimension. In a series of works reviewed in this section, it has been shown that
quantitative convergence to equilibrium for the nonlinear system may follow from the
study of the particle system. The crucial result is the uniform in time propagation of chaos.
In this section we review some results in this sense under various convexity assumptions
on the potentials. Note that uniform in time propagation of chaos is strongly linked
to the uniqueness of a stationary measure for the nonlinear process. Uniform in time
propagation of chaos may not hold as soon as the nonlinear system admits more than
one stationary measure (in the cases studied below, this is a consequence of the fact that
the particle system admits a unique equilibrium). In general uniform in time propagation
of chaos and the existence of a unique stationary measure for the nonlinear process hold
simultaneously. We start by stating the main theorem of this section which is due to
Malrieu [220].

Theorem 3.3 (Uniform in time propagation of chaos [220]). Let XN
t be the particle

system (28) and XN

t be the synchronously coupled nonlinear system (29). Let b, σ be
given by (53), and let us assume that there exist β > 0 and p ≥ 1 such that V,W satisfy
the following properties.

• V is β-uniformly convex:

∀x, y ∈ Rd, 〈x− y,∇V (x)−∇V (y)〉 ≥ β|x− y|2.

• W is symmetric and convex:

∀x, y ∈ Rd, 〈x− y,∇W (x)−∇W (y)〉 ≥ 0.

• ∇W is locally Lipschitz and has polynomial growth of order p.

Let the initial law f0 ∈ P2p(Rd) have bounded moments of order 2p. Then there exists a
constant C > 0 depending only on β and p such that

sup
t≥0

1

N

N∑
i=1

E|X i
t −X i

t|2 ≤
C

N
. (55)
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All the well-posedness results for both the particle system and the nonlinear process
are proved in [64, Section 2]. The proof of Theorem 3.3 is given below. This is an
extension of Sznitman’s proof of McKean’s theorem by synchronous coupling to the case
of unbounded interactions. In a one-dimensional setting, a similar result is proved in [13,
Theorem 3.1]. It has been adapted to the current setting in [220, Theorem 3.3]. The
uniform convexity of V allows a uniform in time control of the trajectories. To deal with
unbounded interactions, the following lemma will be needed to control the moments of
the nonlinear system uniformly in time (see also [13, Proposition 3.10] and [64, Corollary
2.3, Proposition 2.7]).

Lemma 3.4 (Moment bound). Let (X t)t be the nonlinear McKean-Vlasov process (5)
with b and σ given by (53). Let V be β-uniformly convex for a constant β > 0 and let W
be symmetric and convex. Then for every p ≥ 1 such that f0 ∈ P2p(Rd), it holds that

sup
t≥0

E|X t|2p < +∞.

Proof. Itō’s formula gives:

|X t|2p = |X0|2p + 2p

∫ t

0

〈
|Xs|2(p−1)Xs,−∇V (Xs)−∇W ? fs(Xs)

〉
ds

+ σ2dp

∫ t

0

|Xs|2(p−1)ds+ 2p(p− 1)σ2

∫ t

0

|Xs|2(p−1)ds

+ σ

∫ t

0

〈
2p|Xs|2(p−1)Xs, dBs

〉
.

Taking the expectation and then the time-derivative

d

dt
E|X t|2p = −2pE

[
|X t|2(p−1)

〈
X t − 0,∇V (X t)−∇V (0)

〉]
− 2pE

[
|X t|2(p−1)

〈
X t,∇V (0)

〉]
+ pσ2(d+ 2(p− 1))E|X t|2(p−1)

− 2pE
〈
|X t|2(p−1)X t,∇W ? ft(X t)

〉
≤ −2pβE|X t|2p + 2p|∇V (0)|E|X t|2p−1

+ pσ2(d+ 2(p− 1))E|X t|2(p−1)

− 2pE
〈
|X t|2(p−1)X t,∇W ? ft(X t)

〉
.

where the inequality follows from the uniform convexity of V . Let now (Y t)t be an
independent copy of (X t)t, so that

E
〈
|X t|2(p−1)X t,∇W ? ft(X t)

〉
= E

〈
|X t|2(p−1)X t,∇W (X t − Y t)

〉
.

Since W is symmetric, ∇W is odd, leading to

E
〈
|X t|2(p−1)X t,∇W ? ft(X t)

〉
= −E

〈
|X t|2(p−1)Y t,∇W (X t − Y t)

〉
,
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using the fact X t and Y t are independent and have the same law. Summing these two
expressions and using the convexity of W gives

E
〈
|Xs|2(p−1)Xs,∇W ? fs(Xs)

〉
=

1

2
E
〈
|Xs|2(p−1)(Xs − Y s),∇W (Xs − Y s)

〉
≥ 0.

Denote the moment of order 2p by µ2p(t) := E|X t|2p. Then it holds that

d

dt
µ2p(t) ≤ −λ(p)µ2p(t) + c1(p)µ2(p−1)(t) + c2(p)µ2p−1(t),

where λ(p), c1(p), c2(p) > 0 only depend on p and β. Since µ2p(0) = 0, the conclusion
follows by integrating this differential Gronwall-like inequality, after noticing that for all
ε > 0 and for all exponent q < 2p, there exists a constant K > 0 such that for all x ∈ Rd,

|x|q ≤ K + ε|x|2p.

Proof (of Theorem 3.3). The proof proceeds similarly as in Sznitman’s approach but the
convexity assumptions are used to get a better uniform in time control of the trajectories.
The starting point is Itō’s formula:

|X i
t −X i

t|2 = −2

∫ t

0

〈
X i
s −X i

s,∇V (X i
s)−∇V (X i

s)
〉
ds

− 2

∫ t

0

〈
X i
t −X i

s,∇W ? µXNs (X i
s)−∇W ? ft(X

i
s)
〉
ds

Taking the expectation, and then differentiating

d

dt
E|X i

t −X i
t|2 ≤ −2βE|X i

t −X i
t|2

− 2E
〈
X i
t −X i

t,∇W ? µXNt (X i
t)−∇W ? µXNt (X i

t)
〉

− 2E
〈
X i
t −X i

t,∇W ? µXNt (X i
t)−∇W ? ft(X

i
t)
〉
,

where the uniform convexity assumption on V is used and the introduction of the term
∇W ?µXNs in the second term on the right-hand side is forced as in the proof of McKean’s
theorem. For the second term on the right-hand side of the last inequality, summing over
i leads to

N∑
i=1

E
〈
X i
t −X i

t,∇W ? µXNt (X i
t)−∇W ? µXNt (X i

t)
〉

=
1

N

N∑
i,j=1

E
〈
X i
t −X i

t,∇W (X i
t −X

j
t )−∇W (X i

t −X
j
t)
〉

=
1

N

∑
i≤j

E
〈
(X i

t −X
j
t )− (X i

t −X
j
t),∇W (X i

t −X
j
t )−∇W (X i

t −X
j
t)
〉

≥ 0,
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where the convexity and symmetry of W are used.
Then after summing over i = 1, . . . , N and dividing by N , the Cauchy-Schwarz in-

equality for the last term gives:

d

dt

1

N

N∑
i=1

E|X i
t −X i

t|2 ≤ −
2β

N

N∑
i=1

E|X i
t −X i

t|2

+
2

N

N∑
i=1

(
E|X i

t −X i
t|2
)1/2

ritdt,

where

rit =
(
E
∣∣∇W ? µXNt (X i

t)−∇W ? ft(X
i
t)
∣∣2)1/2

.

As in Sznitman’s proof, it holds that

|rit|2 = E
∣∣∇W ? µXNt (X i

t)−∇W ? ft(X
i
t)
∣∣2 =

C

N2

N∑
j=1

E
∣∣∇W (X i

t −X
j
t)
∣∣2,

since the processes X i are independent. Using the polynomial growth of ∇W and Lemma
3.4, it follows that there exists a constant Cp depending on p only such that

|rit|2 ≤
Cp
N
.

Finally, by exchangeability, it holds that

d

dt

1

N

N∑
i=1

E|X i
t −X i

t|2 ≤ −
2β

N

N∑
i=1

E|X i
t −X i

t|2

+
2Cp√
N

(
1

N

N∑
i=1

E|X i
t −X i

t|2
)1/2

.

Thus, setting

y(t) :=

(
1

N

N∑
i=1

E|X i
t −X i

t|2
)1/2

,

it holds that

y′(t) ≤ −βy(t) +
Cp√
N
,

and since y(0) = 0, the conclusion follows by integrating this Gronwall-like differential
inequality.

As a corollary, we state the main application of this theorem which is the exponentially
fast convergence to equilibrium of the nonlinear process. Once again, this result is proved
in [220].
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Corollary 2. Let f0, V and W satisfy the same assumptions as in Theorem 3.3, with
σ =

√
2 for simplicity. Let us also assume that

∫
f0 log f0 < ∞. Then the following

properties hold true

1. (Entropic chaos). There exists C > 0 such that for every N ≥ 1

sup
t≥0

H(fNt |f⊗Nt ) ≤ C.

2. (Convergence to equilibrium for the nonlinear process). There exists a
unique µ∞ ∈ P(Rd) and a constant C > 0 such that for all t > 0,

‖ft − µ∞‖TV ≤ Ce−βt/2.

Note that in both statements, the constant C > 0 depends on f0.

Proof (sketch). 1. The first property is proved in [220, Proposition 3.13] and follows
from a log-Sobolev inequality satisfied by ft. More generally, it is possible to use
the general bound given by Lemma I-4.11 with α = 1

2
in (25). Thanks to the Bakry-

Emery criterion (Proposition I-13), it can be shown that there exists λ > 0 such
that ft (and thus f⊗Nt ) satisfies LSI(λ) for every N ≥ 1, i.e.

−1

4
I
(
fNt |f⊗Nt

)
≤ −λ

2
H
(
fNt |f⊗Nt

)
,

see [220, Proposition 3.12]. Then the quantity,

1

N

N∑
j=1

∇W
(
X i
t −X

j
t

)
−∇W ? ft

(
X i
t

)
is controlled by

∑N
i=1 E

∣∣X i
t −X i

t

∣∣2 and the square moments of X i
t which are both

bounded uniformly in time by Theorem 3.3. Reporting in (25), this eventually gives
a constant C > 0 such that

d

dt
H
(
fNt |f⊗Nt

)
≤ −λ

2
H
(
fNt |f⊗Nt

)
+ C

and the conclusion follows by integrating this Gronwall-like differential inequality.

2. This is the content of [220, Theorem 3.18]. The existence and uniqueness of f∞ is
proved for instance in [14, Theorem 2.2]. To get a quantitative convergence bound,
the idea is to introduce the particle system as a pivot:

‖ft − f∞‖TV ≤ ‖ft − f 1,N
t ‖TV + ‖f 1,N

t − µ1,N
∞ ‖TV + ‖µ1,N

∞ − f∞‖TV, (56)

where µ1,N
∞ is the first marginal of the probability measure µN∞ with density

µN∞(dx) ∝ exp

(
−

N∑
i=1

V (xi)− 1

2N

N∑
i,j=1

W (xi − xj)

)
dx. (57)
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Note that µN∞ is the unique invariant measure of the N -particle process. The first
and third terms on the right-hand side of (56) are bounded by K/

√
N using the first

property thanks to the Pinsker inequality. The second term on the right-hand side
of (56) is bounded by K

√
Ne−βt using a classical application of the Bakry-Emery

criterion (Proposition I-13). Thus,

‖ft − f∞‖TV ≤
K√
N

+K
√
Ne−βt,

and the conclusion follows by taking N of the order of eβt/2.

Remark 3 (Invariant measures and phase transitions). The fact that the N -particle
system admits the unique invariant measure (57) for any choice of potentials V,W is a
very important and noticeable property. On the contrary, the limit equation (54) may
have more than one stationary solution and the unicity in Corollary 2 is ensured by the
strong convexity assumptions on the potentials. When the limit equation has more than
one stationary solution, the system is said to undergo a phase transition. In a recent
work [113], the relation between phase transitions, uniform in time propagation of chaos
and log-Sobolev inequalities is explored for McKean-Vlasov gradient systems (53). It is
shown that in the absence of phase transition then uniform in time propagation of chaos
is equivalent to the non degeneracy as N → +∞ of the constant in the log-Sobolev
inequality satisfied by the Gibbs measure (57) of the N -particle system. This work is
based on the gradient-flow framework which will be discussed in Section 3.3.2.

It is also possible to go beyond Theorem 3.3 and prove concentration inequalities by
using log-Sobolev inequalities for the N -particle law with constants independent of N .
These questions will be discussed in Section 3.5.

The uniform convexity assumption is generally understood as too strong to cover cases
of physical interest. Some extensions of Theorem 3.3 with weaker convexity assumptions
are discussed below.

(a) No confinement. The key assumption is the uniform convexity of V (the confine-
ment potential) which allows a uniform in time control of the trajectories. In [62], the
authors studied analytically the granular media equation which corresponds to the
law of the nonlinear system when V = 0. However, at the particle level, it has been
shown in [13] and [220, Section 4], [221, Section 2] that propagation of chaos does not
hold uniformly in time. This is unfortunate as it annihilates any hope of studying
the long-time behaviour of the nonlinear system with a probabilistic point of view
as in the case when V is uniformly convex. Nevertheless, Malrieu [221] showed that
uniform in time propagation of chaos does hold for the system defined by

Y i
t = X i

t −
1

N

N∑
j=1

Xj
t , (58)
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which is the projection of the particle system on the set

M :=

{
x ∈ RN ,

N∑
j=1

xj = 0

}
.

The proof proceeds similarly as before but requires the potential W to be uniformly
convex (and not only convex as in Theorem 3.3). It also requires a uniform in time
control of the moments of the nonlinear system, proved in dimension one in [13,
Proposition 3.10] and more generally in [221, Lemma 5.2]. Details can be found in
[221, Theorem 5.1] as well as a probabilistic proof of the convergence to equilibrium
for the granular media equation [221, Theorem 6.2].

(b) Non uniformly convex potentials. In Theorem 3.3 and in the case V = 0 in [221],
at least one of the potentials has to be uniformly convex. This condition is relaxed
in [64] and replaced by the C(A,α)-condition already introduced in [62]: there exists
A,α > 0 such that for all 0 < ε < 1,

∀x, y ∈ Rd, 〈x− y,∇W (x)−∇W (y)〉 ≥ Aεα(|x− y|2 − ε2).

This condition is weaker than uniform convexity and includes important cases such
as W (x) = |x|2+α. Uniform in time propagation of chaos holds either for the particle
system X i

t when V satisfies the C(A,α) condition or for the projected system Y i
t (58)

when V = 0 and W satisfies the C(A,α) condition. In both cases, the convergence
rate obtained in [64, Theorem 3.1] is N−1/(α+1) instead of N−1 in Theorem 3.3.

(c) Convexity outside a ball of confinement and large diffusion. As already ex-
plained, uniform in time propagation is strongly linked to the existence of a unique
stationary solution to the nonlinear equation (54). It has been proved in [185, 291, 292]
that such uniqueness does not hold in general without a convexity assumption. How-
ever, uniqueness may hold even in non convex settings provided that the diffusion σ is
large enough and with the assumption of convexity outside a ball of confinement. This
includes important cases such as double-well potentials. Convergence to equilibrium
for the nonlinear system is studied in particular in [291, 292, 34]. Extending these
results at the particle level has been the subject of many recent works. To prove
uniform in time propagation of chaos, new coupling approaches, which go beyond
the traditional synchronous coupling, have been developed. They will be discussed
in more details in the following sections. Let us mention in particular the reflection
coupling method [129] (Section 3.2.1) and the optimal coupling approach of [268, 110]
(Section 3.2.3).

We end this section by reviewing some cases which go beyond the gradient setting.

More general diffusion matrices.

Taking a general diffusion matrix σ ≡ σ(x, µ) would add two terms in Itō’s formula in the
proof of Theorem 3.3: ∫ t

0

‖σ(X i
s, µXNs )− σ(X i

s, fs)‖2ds
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and

2

∫ t

0

〈
X i
s −X i

s, (σ(X i
s, µXNs )− σ(X i

s, fs))dB
i
s

〉
.

The same proof of uniform in time propagation of chaos would work for globally Lipschitz
σ with a Lipschitz constant L > 0 which is sufficiently small with respect to β.

Non-gradient systems.

The proof does not really depend on the form of the drift. To get uniform in time prop-
agation of chaos, more general interactions can be considered provided that they satisfy
the same convexity and growth assumptions satisfied by ∇V and ∇W . The gradient
system setting seems more natural to study convergence to equilibrium properties as al-
ready discussed. However, similar results than the ones presented in this section but in
a very general, yet restrictive, framework can be found for instance in [298]. See also
[241, 306] for additional weak and strong well-posedness results on the corresponding
nonlinear process.

Kinetic systems.

These ideas can be extended to the case of a kinetic system ZNt =
(
(X1

t , V
1
t ), . . . (XN

t , V
N
t )
)
∈

(Rd × Rd)N defined by the N coupled SDE:{
dX i

t = V i
t dt

dV i
t = −F (V i

t )dt−G(X i
t)dt−H ? µXNt (X i

t)dt+ σdBi
t
, (59)

where F,G,H : Rd → Rd are respectively called the friction force, the exterior confinement
force and the interaction force and µXNt denotes the x-marginal of µZNt , so that

H ? µXNt (X i
t) =

1

N

N∑
j=1

H(X i
t −X

j
t ).

The corresponding nonlinear McKean-Vlasov process is obtained by replacing the empir-
ical measure of the particle system by the law ft(x, v)dxdv of the nonlinear process which
is the solution of the famous Vlasov-Fokker-Planck equation:

∂tft + v · ∇xft −H ? ρ[ft](x) · ∇vft =
σ2

2
∆vft +∇v ·

(
(F (v) +G(x))ft

)
, (60)

where ρ[ft](x) :=
∫
Rd ft(x, v)dv.

Theorem 3.5 ([35]). In (59), assume that the forces satisfy the following properties.

• There exists α, α′ > 0 such that for all v, w ∈ Rd,

|F (v)− F (w)| ≤ α|v − w|, 〈v − w,F (v)− F (w)〉 ≥ α′|v − w|2.
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• There exists β, δ > 0 such that for all x, y ∈ Rd,

G(x) = βx+ G̃(x), |G̃(x)− G̃(y)| ≤ δ|x− y|.

• There exists γ > 0 such that for all x, y ∈ Rd,

|H(x)−H(y)| ≤ γ|x− y|.

Then there exists ε0 > 0 such that if 0 ≤ γ, δ < ε0, then there exists a constant
C > 0 such that

sup
t≥0

1

N

N∑
i=1

E
[
|X i

t −X i
t|2 + |V i

t − V
i

t|2
]
≤ C

N
.

The proof of Theorem 3.5 again follows from a classical synchronous coupling. How-
ever, the standard approach would not give uniform in time estimates (it would only be a
special instance of McKean’s theorem in a Lipschitz setting which do not take advantage
of the form of the interactions). The idea of [35, Theorem 1.2] is to introduce a new
metric on the state space E = Rd ×Rd which is equivalent to the usual Euclidean metric
but for which some dissipativity can be recovered. Namely, the authors show that there
exist a, b, c > 0, such that the following expression defines a positive definite quadratic
form on Rd × Rd

Q(x, v) = a|x|2 + b〈x, v〉+ c|v|2,

and which satisfies

d

dt
E[Q(X i

t −X i
t, V

i
t , V

i

t)] ≤ −E[|X i
t −X i

t|2 + |V i
t − V

i

t|2] +
C

N
,

from which the result follows.

Remark 4. This approach is strongly inspired by the hypocoercivity methods [302]. In
fact, in the same article [35, Theorem 1.1] the authors also show the exponential con-
vergence to equilibrium of the nonlinear process, using a synchronous coupling method
(between two nonlinear processes) and a perturbed Euclidean metric. This extends a
classical result of Villani [302, Theorem 56] to a non-compact setting but for a weaker
distance (the Wasserstein distance). Note that unlike [220], convergence to equilibrium
for the Vlasov-Fokker-Planck equation follows only from its nonlinear stochastic inter-
pretation but does not use its particle approximation. The same method could also be
applied to the granular media equation [35, Remark 2.2].

Although very general, a drawback of Theorem 3.5 is that it only works for close to
linear confinement force and small interactions. When the forces derive from potentials,
similarly to Theorem 3.3, it becomes possible to prove stronger results by using the explicit
expression of the equilibria of the particle system (which is not known in general). The
following theorem due to Monmarché [242, Theorem 3] considers the uniformly convex
case.
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Theorem 3.6 ([242]). In (59), assume that the following properties hold.

• There exists γ > 0 such that for all v ∈ Rd,

F (v) = −γv.

• There exists a smooth potential V : Rd → R with bounded derivatives of order larger
than 2 and such that for all x ∈ Rd,

G(x) = ∇V (x).

Moreover, V is uniformly convex in the sense that there exists c1 > 0 such that
∇2V ≥ c1.

• There exists a smooth symmetric potential W : Rd → R with bounded derivatives of
order larger than 2 and such that for all x ∈ Rd,

H(x) = ∇W (x).

Moreover, there exists a constant c2 <
1
2
c1 such that ∇2W ≥ −c2.

Let f0 ∈ P2(Rd) admit a smooth density in L logL. Then there exists α > 0 and C > 0
such that

sup
t≥0

W2

(
f 1,N
t , ft

)
≤ C

Nα
,

and the same estimate also holds in total variation norm.

Within this setting, the N -particle process admits a unique stationary distribution
given by its density:

µN∞(dx, dv) ∝ exp

(
−2γ

σ2

(
N∑
i=1

V (xi) +
1

2N

N∑
i,j=1

W (xi − xj) +
1

2

N∑
i=1

|vi|2
))

dxdv.

one of the main results of [242, Theorem 1] is the exponential decay of the relative entropy
for the N -particle process with a rate which does not depend on N , namely there exist
C, χ > 0 such that

H
(
fNt |µN∞

)
≤ Ce−χtH

(
fN0 |µN∞

)
. (61)

Combined with McKean’s theorem, as in [220], it is then possible to prove the exponential
convergence towards equilibrium for the nonlinear process [242, Lemma 8, Proposition 13].
Namely, there exist µ∞(dx, dv) ∈ P2(Rd × Rd) and C > 0 such that

W 2
2 (ft, µ∞) ≤ Ce−χt. (62)

Combining this long-time estimate with the short-term bound given by McKean’s theo-
rem, it is possible to improve the propagation of chaos result to get a uniform in time
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convergence. For t ≤ ε logN , McKean’s theorem already gives two constants C, b > 0
such that

W2

(
f 1,N
t , ft

)
≤ C

N1/2−bε .

Then for t ≥ ε logN , using the normalised distance on EN (see Definition I-3.5),

W2

(
f 1,N
t , ft

)
≤ W2

(
fNt , f

⊗N
t

)
≤ W2

(
fNt , µ

N
∞
)

+W2

(
µN∞, µ

⊗N
∞
)

+W2

(
µ⊗N∞ , f⊗Nt

)
≤ C

(
1

N εχ
+

1

N1/2

)
,

The first and third terms on the right-hand side of the second line are bounded by CN−εχ

using (61) and (62). The second term is bounded by [242, Lemma 8]. Theorem 3.6 follows
by taking ε = (χ+ 2b)−1. Note that unlike the previous theorems in this section, the final
uniform in time estimate is not at the level of the trajectories. In the work of Malrieu,
convexity is used to prove uniform in time propagation of chaos and to prove that the
N -particle law satisfies a log-Sobolev inequality. Since the previous argument relies on the
classical McKean’s theorem, convexity is only used to obtain the bound (61). In a recent
work [177], Guillin and Monmarché have used the results of [176] to remove the convexity
assumptions, allowing a broader class of potentials, notably potentials which are convex
outside a ball of confinement. Finally, even more recently, Guillin, Le Bris and Monmarché
[175] have used a completely different technique, the reflection coupling method discussed
below (Section 3.2.1), to further weaken the assumptions on the potentials.

3.2 Other coupling techniques

In this section, we review some of the main results obtained by the other types of couplings
presented in Section I-4.1.

3.2.1 Reflection coupling for uniform in time chaos

Let us consider a gradient system of the form (53). Following the work of [130, 131]
on reflection coupling (see Section I-4.1.3 for a general presentation), we first state the
following technical lemma which is the cornerstone of [130, 129].

Lemma 3.7 ([130, 129]). Assume that V is such that there exists a continuous function
κ : [0,+∞)→ R satisfying lim infr→+∞ κ(r) > 0 and

∀x, y ∈ Rd,
〈
x− y,∇V (x)−∇V (y)

〉
≥ σ2

2
κ(|x− y|)|x− y|2. (63)

Then there exists an increasing C2 concave function f : [0,+∞)→ [0,+∞) with f(0) = 0
and f ′ ≤ 1 such that

df : (x, y) ∈ Rd × Rd 7−→ f(|x− y|) (64)

defines a distance on Rd and which satisfies for all r ≥ 0,

f ′′(r)− 1

4
rκ(r)f ′(r) ≤ − c0

2σ2
f(r), (65)
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for a constant c0 > 0.

The proof of Lemma 3.7 can be found in [129, Section 2.1] which follows closely the
framework introduced in [130, Section 2.1]. The function f and the constant c0 have an
explicit but somehow not particularly enlightening expression as a function of κ. Their
construction is nevertheless motivated and detailed in [130, Section 4] (see also Section
I-4.1.3).

The condition (63) on V implies the existence of two constants mV > 0 and MV ≥ 0
such that for all x, y ∈ Rd,〈

x− y,∇V (X)−∇V (y)
〉
≥ mV |x− y|2 −MV .

This implies uniform convexity outside a ball and thus allows non globally convex settings,
the prototypical example being the double well potential

V (x) = |x|4 − a|x|2.

We now state the main theorem of this section, it is due to [129].

Theorem 3.8 ([129]). Let us consider the McKean-Vlasov particle system (3) with b, σ
given by (53). Let V be such that there exist a function f and a constant c0 given by
Lemma 3.7. Assume that the interaction potential W is symmetric, that ∇W is Lipschitz
for the distance induced by f with a Lipschitz constant η > 0 and that there exists MW ≥ 0
such that ∇2W ≥ −MW . Let the N particles be initially i.i.d with law f̃0 ∈ P(Rd). Then
for all t ≥ 0, it holds that:

W1,df

(
fNt , f

⊗N
t

)
≤ e−2(c0−η)tW1,df (f̃0, f0) +

C(c0, η)√
N

,

where we recall that W1,df denotes both the Wasserstein-1 distance on P(Rd) for the
distance df defined by (64) and the Wasserstein-1 distance on P((Rd)N) for the normalised
distance induced by df .

Proof (sketch). The strategy is to use a componentwise reflection coupling in (Rd)N be-
tween a particle system XN

t and a system XN
t of independent nonlinear McKean-vlasov

processes. Since the reflection coupling badly behaves on the diagonal, [130, 129] intro-
duced the following interpolation between reflection and synchronous coupling:

dX i
t = −∇V (X i

t)dt−∇W ? ft(X
i
t)dt+ σ

{
φδ(Ei

t)dB
i
t +
(
1− φδ(Ei

t)
)
dB̃i

t

}
dX i

t = −∇V (X i
t)dt−∇W ? µXNt (X i

t)dt

+ σ
{
φδ(Ei

t)
(
Id − 2eit(e

i
t)

T
)
dBi

t +
(
1− φδ(Ei

t)
)
dB̃i

t

}
,

where (Bi
t)t and (B̃i

t)t are 2N independent Brownian motions, where

Ei
t := X i

t −X i
t , eit := Ei

t/|Ei
t |,
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and where φδ : Rd → R is a Lipschitz function such that

φδ(x) =

{
1 if |x| ≥ δ
0 if |x| ≤ δ/2

,

for a parameter δ > 0 (ultimately δ → 0). It is also assumed that XN
0 ∼ f̃⊗N0 and

XN
0 ∼ f⊗N0 are optimally coupled for the distance W1,df .

Using [129, Lemma 7], Itō’s formula gives:

df(|Ei
t |) =

(
f ′(|Ei

t |)Ci
t + 2σ2f ′′(|Ei

t |)φδ(Ei
t)

2
)

dt+ f ′(|Ei
t |)Aitdt+ dM i

t ,

where
Ci
t = −〈∇V (X i

t)−∇V (X i
t), e

i
t〉,

and (Ait)t is an adapted stochastic process such that

Ait ≤
∣∣∣∇W ? ft(X

i
t)−∇W ? µXNt (X i

t)
∣∣∣ ,

and M i
t is a martingale. As usual the drift term is split into two parts, the “non-

interacting” part which involves Ci
t and the “interacting” part which involves Ait. Similarly

to the proof of Theorem 3.3, Durmus et al. take advantage of the non-interacting part
to get a uniform in time control and they treat the interacting part as a perturbation.
The main difference is that, thanks to (65), the reflection coupling gives a better control,
namely it holds that:

f ′(|Ei
t |)Ci

t + 2σ2f ′′(|Ei
t |)φδ(Ei

t)
2 ≤ −2cf(|Ei

t |) + ω(δ) + 2c0f(δ),

where ω(r) = sups∈[0,r] sκ(s)−. The interacting part is controlled as usual by forcing the
introduction of a nonlinear term:

Ait ≤
∣∣∣∇W ? µXNt (X i

t)−∇W ? µXNt (X i
t)
∣∣∣+
∣∣∣∇W ? µXNt (X i

t)−∇W ? ft(X
i
t)
∣∣∣ .

Using the hypotheses on W , the fact that f is increasing and defines a distance, it holds
that ∣∣∣∇W ? µXNt (X i

t)−∇W ? µXNt (X i
t)
∣∣∣ ≤ ηf(|Ei

t |) +
η

N

N∑
j=1

f(|Ej
t |).

Then, as in the proof of McKean’s theorem (Theorem 3.1), since it holds that

E
[
∇W (X

i

t −X
j

t)
∣∣∣X i

t

]
= ∇W ? ft(X

i

t),

and since ∇W (0) = 0 and ∇W is Lipschitz with a constant η, by the Cauchy-Schwarz

inequality and the independence of the processes X
i

t, it holds that

E
∣∣∣∇W ? µXNt (X i

t)−∇W ? ft(X
i
t)
∣∣∣ ≤ Cη√

N
,
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where the constant C > 0 only depends on a uniform in time moment control on ft
(similar to Lemma 3.4 and proved in [129, Lemma 8]). Therefore,

1

N

N∑
i=1

EAit ≤
2η

N

N∑
i=1

Ef(|Ei
t |) +

Cη√
N
.

Using that f ′ ≤ 1, this yields

d

dt

1

N

N∑
i=1

Ef(|Ei
t |) ≤ −2

c0 − η
N

N∑
i=1

Ef(|Ei
t |) + ω(δ) + 2c0f(δ) +

Cη√
N
.

The conclusion follows by integrating this differential Gronwall-like inequality and by
letting δ → 0, since it holds that limδ→0+ ω(δ) = 0 and f(0) = 0.

Remark 5 (Sticky boundary and sticky coupling). At the informal level, one could take
δ = 0 so that the synchronous coupling only acts when Ei

t = 0, i.e. when the two processes
coincide. Since the drifts do not coincide, one could expect that the processes immediately
become different and that this only happens for a Lebesgue-nul set of times. However
this is not true in general. This is closely linked with the (quite strange) fact the solution
to the SDE on [0,+∞) with sticky boundary condition at 0

drt = adt+ 1rt>0dBt,

with a > 0, indeed spends some (Lebesgue-positive) time at 0, hence the term sticky.
This fact has been shown by Watanabe [307] and recently by Eberle and Zimmer [132].
We also mention that this latter work introduce the notion of sticky coupling between
two diffusion processes with different drifts. Using this coupling, the distance between
the two processes is controlled by the solution of a SDE on [0,+∞) which is sticky at 0.
Based on this idea, the question of the long-time behaviour of nonlinear McKean-Vlasov
processes and of the uniform in time propagation of chaos has been recently revisited in
[128].

The fact that the result holds for the distance W1,df may seem unsatisfactory compared
to Theorem 3.3 and its extensions which hold in W2 distance or Theorem 3.18 which holds
in W1 distance. This directly comes from the somehow ad hoc estimate (65). The result
has been recently improved in [218], where instead of the function f , the authors consider
the function h solution of the following Poisson equation

4h′′(r) + rκ(r)h′(r) = −r, r > 0.

Using the same reflection coupling strategy, the authors obtain a similar uniform in time
propagation of chaos result in W1 distance, in both the pathwise and pointwise settings,
see [218, Theorem 2.9]. This article also contains many results in W1 distance regarding
concentration inequalities and explicit exponential rates of convergence towards equilib-
rium (independent of N) for the particle system. The choice of the function h avoids some
technicalities in the definition of the function f (see [131] and Lemma 3.7). The setting
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is quite general so we do not give all the details here. We only mention that it applies to
cases where V is convex outside a ball but has potentially many wells. An assumption on
∇2W is also made in order to prevent phase transitions (which would forbid uniform in
time estimates), see [218, Section 2.2].

Finally, we also mention the recent extension [175] of the reflection coupling method
to kinetic systems, that is for systems of the form (59) in the setting of Theorem 3.6 but
with relaxed convexity assumptions. This work generalizes [242, 177], in particular, it
does not require the knowledge of the invariant measure of the particle system and allows
a broader class of potentials.

3.2.2 Chaos via Glivenko-Cantelli

In a recent article [189], Holding proves pathwise chaos on finite time intervals using a
coupling on vector-fields instead of particles for a system of the form (3) with Assumption
(27) and constant diffusion matrix σ = Id. The interaction kernel K1 is not assumed to
be Lipschitz-continuous, it can be only Hölder-continuous (with and exponent larger than
2/3 for kinetic systems). There is no strong assumption on the initial data. The argument
is based on a new Glivenko-Cantelli theorem for vector fields which moves the need for
regularity properties from the SDE system onto the limit equation.

Holding introduces the random measure f̃ bNt ∈ P(E), solution of the equation

∂tf̃
bN
t +∇x ·

(
b
(
x, µXNt

)
f̃ bNt

)
=

1

2
∆xf̃

bN
t , f̃ bN0 = f0. (66)

From a SDE point of view, the coupling introduced by [189] is given by the following
exchangeable particle system, defined conditionally on the random vector-field bN :=
b(·, µXNs )

X̃ i,N
t = X̃ i,N

0 +

∫ t

0

b
(
X̃ i,N
s , µXNs

)
ds+ B̃i

t,

where B̃i
t are independent Brownian motions, which are also independent of XN . The

starting point of the proof is then similar to the one of McKean’s theorem but with the
splitting step:

E
[
W 2

2

(
µXNt , ft

)]
≤ 2E

[
W 2

2

(
µXNt , f̃

bN
t

)]
+ 2E

[
W 2

2

(
f̃ bNt , ft

)]
. (67)

The main difference with (37) is that f̃ bNt replaces µXNt .

Conditionally on the random vector-field bN := b(·, µXNs ), the particles X i,N
t are f̃ bNt -

distributed random variables, which is reminiscent of a law of large numbers. However,
contrary to the law of large numbers, the X i,N

t are not independent here. Given a fixed
(smooth) vector field b : Rd → Rd (random or not), we denote by µXNt |b the empirical
measure of the N -particle system (27) where the drift is replaced by this fixed b. Note

that µXNt |bN = µXNt . Similarly we denote by f̃ bt the solution of (66) with bN replaced by
b. Then the first term on the right-hand side of (67) reads:

E
[
W 2

2

(
µXNt , f̃

bN
t

)]
= E

[
E
[
W 2

2

(
µXNt |bN , f̃

bN
t

)∣∣bN]]. (68)
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One of the main result [189, Corollary 2.3] is a generalized Glivenko-Cantelli theorem for
SDE which gives the explicit bound:

E
[
sup
b∈B

sup
0≤t≤T

W 2
2

(
µXNt |b, f̃

b
t

)]
≤ ε(N, T ),

where B is a subset of Hölder regular vector fields and ε(N, T ) → 0 is an explicit poly-
nomial rate of convergence. Taking the supremum in (68) over all the vector fields in B,
this controls the first term on the right-hand side of (67). To conclude, the control of
the second term on the right-hand side of (67) shall result from stability estimates on the
solution of the limit equation with respect to its vector-field parameter b.

With a traditional synchronous coupling, the Lipschitz regularity of b is used to con-
trol the particle system and a crude L∞ estimate is used to control the error term which
depends on the limit equation. With this approach, the need for regularity on b is weak-
ened by the generalized Glivenko-Cantelli theorem and the control of the error term can
take advantage of the regularity properties of the limit equation. This idea is successfully
applied in [189] to various first-order and kinetic systems, at the pathwise level.

3.2.3 Optimal coupling and WJ inequality

This section is devoted to the analytical coupling approach of [268] described in the
introductory Section I-4.1.5. In this section, this approach is mainly applied to gradient-
systems but, as explained in [268, Section 2.2], it also allows to recover, at the level of
the laws, many of the results obtained by synchronous or reflection coupling for more
general McKean-Vlasov systems. The strategy originated from the earlier works [33, 34]
where the author prove the convergence to equilibrium of the solution of respectively the
linear Fokker-Planck equation and the nonlinear granular media equation. The strategy
is adapted and carried out at the particle level in [268] and in [110] to prove at the same
time the convergence to equilibrium and the propagation of chaos in a non globally convex
setting.

In this section, we recall (see Definition I-3.5) that W̃2 denotes the non-normalised

Wasserstein distance on EN defined by W̃ 2
2 (fN , gN) = NW 2

2 (fN , gN) for fN , gN ∈ P(EN).

The starting point of the argument is the following observation. For McKean-Vlasov
systems (3) with linear interaction functions of the form

b(x, µ) ≡
∫
Rd
b(x, y)µ(dy), σ(x, µ) ≡ σId, σ > 0,

the laws fNt and f⊗Nt are both absolutely continuous solutions of continuity equations in

RdN . It is therefore possible to compute the dissipation rate in W̃2 distance between them
using a result which originates from the theory of gradient-flows [303, Theorem 23.9],
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namely it holds that:

d

dt

1

2
W̃ 2

2

(
fNt , f

⊗N
t

)
=

∫
RdN

〈
bN(xN)− σ2

2
∇ log fNt (xN),∇ψN?t (xN)− xN

〉
fNt
(
dxN

)
−
∫
RdN

〈(
b ? ft −

σ2

2
∇ log ft

)⊗N
(xN),∇ψNt (xN)− xN

〉
f⊗Nt

(
dxN

)
, (69)

where

bN : xN ∈ RdN 7→

(
1

N

N∑
i=1

b(x1, xi), . . . ,
1

N

N∑
i=1

b(xN , xi)

)
∈ RdN ,

and ψNt is the maximizing Kantorovich potential between f⊗Nt and fNt given by Brenier’s
theorem [303, Theorem 9.4] and defined by

W̃ 2
2

(
fNt , f

⊗N
t

)
=

∫
RdN
|∇ψNt (xN)− xN |2f⊗Nt

(
dxN

)
, (70)

that is, the coupling (∇ψNt )#f
⊗N
t = fNt is optimal for the W̃2 distance. The relation

(69) can be obtained by a formal derivation of (70), the rigorous proof is the content of
[303, Theorem 23.9]. The cornerstone of [268] is the following proposition, which gives
an explicit bound for the right-hand side of (69). For now on we fix σ(x, µ) =

√
2Id for

simplicity.

Proposition 1. Given a symmetric probability measure gN ∈ P2((Rd)N) and µ ∈ P(Rd),
Salem introduces the quantity:

J
(
gN |bN , ν⊗N

)
:=

∫
RdN

(∆ψN(xN) + ∆ψN?(∇ψN)− 2dN)ν⊗N
(
dxN

)
+

1

N

N∑
i,j=1

∫
R2dN

〈b(∇iψ
N(xN),∇jψ

N(xN))− b(xi, xj),∇iψ
N(xN)− xi〉ν⊗N

(
dxN

)
, (71)

where ψN is the maximizing Kantorovich potential such that (∇ψN)#ν
⊗N = gN . Assume

that the vector fields (bN −∇ log fNs )s≥0 and (b?fs−∇ log fs)s≥0 are locally Lipschitz and
satisfy for any t ≥ 0,∫ t

0

∫
RdN
|bN −∇ log fNs |2dfNs ds+

∫ t

0

∫
Rd
|b ? fs −∇ log fs|2dfsds < +∞. (72)

Then for all η > 0 and all 0 ≤ r < t, it holds that

W̃ 2
2 (f⊗Nt , fNt ) ≤ W̃ 2

2 (f⊗Nr , fNr )− 2

∫ t

r

J (fNs |bN , f⊗Ns )ds

+ η

∫ t

r

W̃ 2
2 (f⊗Ns , fNs )ds+ η−1

∫ t

r

FN(b, fs)ds, (73)
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where

FN(b, fs) =
1

N2

N∑
i=1

N∑
j 6=i

∫
RdN
|b(xi, xj)− b ? fs(xi)|2f⊗Ns

(
dxN

)
. (74)

The proof is detailed in [268, Proposition 1]. Under mild local Lipschitz assumptions
on b, the functional FN can be easily bounded uniformly in N . The whole point is
therefore to find a good control of the functional J . Two main ideas are given.

• First, it is possible to prove (see [33, Lemma 3.2]):∫
RdN

(∆ψNs (x) + ∆ψN∗s (∇ψNs )− 2dN)µ⊗Ns (dx) ≥ 0. (75)

From this crude estimate, one can just neglect the corresponding term in (73) and
retrieve all the results based on synchronous coupling (in particular McKean’s the-
orem and Theorem 3.3).

• More generally, in order apply the Gronwall lemma in (73), it is desirable to bound
J from below by a W2 distance. This lead [33] and later [268, 110] to introduce
the WJ inequality. In this context, a probability measure ν ∈ P2(Rd) is said to
satisfy a symmetric WJ(κ) inequality for a constant κ > 0 when for all symmetric
probability measure gN ∈ P2((Rd)N), it holds that

κW̃ 2
2

(
gN , ν⊗N

)
≤ J

(
gN |bN , ν⊗N

)
. (76)

For a gradient system which possesses a unique stationary measure µ∞, [268, Propo-
sition 3] shows that µ∞ satisfies a WJ(κ) inequality.

The main results [268, Theorem 2.2, Corollary 1] are summarised in the following
theorem.

Theorem 3.9 ([268]). Assume that σ(x, µ) =
√

2Id and b(x, µ) ≡ b ? µ(x) where

b(x, y) = −∇V (x)− ε∇W (x− y),

with V (x) = |x|4 − a|x|2 and W (x) = −|x|2, where a, ε > 0. Let fN0 ∈ P6(RdN) ∩
L logL(RdN). Then there exist a0 > 0 and ε0 > 0 such that if a < a0 and ε < ε0, then
the nonlinear McKean-Vlasov equation has a unique stationary solution µ∞ ∈ P2(Rd) and
there exist two constants C, α > 0 such that (for the normalised Wasserstein distance):

∀t ≥ 0, W 2
2

(
fNt , µ

⊗N
∞
)
≤ W 2

2

(
fN0 , µ

⊗N
∞
)
e−αt +

C

N
.

Moreover if f0 ∈ P6(Rd) ∩ L logL(Rd) and fN0 = f⊗N0 then there exists β ∈ (0, 1) such
that

sup
t≥0

W 2
2

(
f⊗Nt , fNt

)
≤ CN−β.

Proof (summary). Let us summarise the main steps of the proof.
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1. As usual, some a priori bounds are needed. In [268, Lemma 4.1], the potentials are
shown to satisfy an explicit property of convexity at infinity as well as an explicit
L∞ bound near the origin. Then it is possible to prove classical moment estimates
which ensure that if the initial conditions have sufficiently many moments, then the
moments of any order of both fNt and ft are uniformly bounded in time.

2. The fundamental property is stated in [268, Proposition 3]. First, by [34, Propo-
sition 4.4 (iii)], given potentials which satisfy [268, Lemma 4.1], there exists a sta-
tionary solution µ∞ of the nonlinear McKean-Vlasov equation. Such a measure is a
minimizer of the free energy of the system. Then for a, ε sufficiently small, such a
measure µ∞ is shown to satisfy a symmetric WJ(κ) inequality (76) for some κ > 0.
This implies the uniqueness of µ∞.

3. In order to apply Proposition 1, it is necessary to check the assumption (72), which
again follows from the preliminary bounds derived in [268, Lemma 4.1, Lemma 4.2].
Then since FN can be bounded uniformly in N by a constant C(a, ε), the inequality
(73) applied with the stationary measure µ∞ gives for any η > 0 and any 0 ≤ r < t:

W̃ 2
2

(
µ⊗N∞ , fNt

)
≤ W̃ 2

2

(
µ⊗N∞ , fNr

)
− (κ−η)

∫ t

r

W̃ 2
2

(
µ⊗N∞ , fNs

)
ds+

(t− r)C(a, ε)

η
. (77)

Since this holds for any r < t, this implies that W̃ 2
2

(
µ⊗N∞ , fNt

)
is differentiable in t

and satisfies the differential inequality

d

dt
W̃ 2

2

(
µ⊗N∞ , fNt

)
≤ −(κ− η)W̃ 2

2

(
µ⊗N∞ , fNt

)
+
C(a, ε)

η
. (78)

The Gronwall lemma finally gives the first point of Theorem 3.9.

4. The above point gives an optimal convergence rate towards the stationary measure
µ∞. To control the distance to f⊗Nt at any time t > 0, the classical strategy is
to use on the one hand the exponential convergence of ft towards µ∞ to control
the long-time behaviour and on the other hand the non uniform in time McKean’s
theorem to control the short time behaviour. First using [303, Theorem 23.9] and
the WJ(κ) inequality satisfied by µ∞, it holds that

W 2
2 (ft, µ∞) ≤ W 2

2 (f0, µ∞)e−κt.

Since the inequality is preserved by tensorization, the triangle inequality yields

W 2
2

(
fNt , f

⊗N
t

)
≤ W 2

2

(
fN0 , µ

⊗N
∞
)
e−C(a,ε)t +

C

N
+W 2

2 (f0, µ∞)e−κt. (79)

Moreover, for fN0 = f⊗N0 , using (73) and (75) (or equivalently, McKean’s theorem),
it holds that for all t ≥ 0,

W 2
2

(
fNt , f

⊗N
t

)
≤ CeC(a,ε,η)t

N
. (80)

Choosing TN = δ logN , the result follows by combining (79) for t ≥ TN and (80)
for t ≤ TN .
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Remark 6. We have slightly changed the original formulation of inequalities (73) and
(77) which are stated with r = 0 only in [268] but they actually hold with any r. However,
as pointed to us by an anonymous reviewer, the Gronwall lemma with negative parame-
ters does not hold true in integral form and the differential inequality (78) is needed to
conclude. Moreover, in the inequality on top of page 5750 in [268], the measure µt should
read µ∞.

A similar result is obtained in [110, Theorem C, Corollary D] also by means of a WJ
inequality but in the equivalent case where σ is taken large enough. The authors consider
a broader class of potentials, though the main assumption remains convexity of V outside
a ball of confinement. In fact, it seems that the result of [268] holds for potentials which
satisfy [268, Lemma 4.1], which is very similar to [110, Assumptions (A-1)-(A-10)]. The
main difference with [268] is that the authors do not derive the general inequality (73)
but prove an improved version of McKean’s theorem (using a synchronous coupling) in
the case of non independent initial conditions, see [110, Proposition B]. Both approaches
are motivated by [33, 34]. More precisely, they are based on [33, Proposition 3.4] which
gives a criterion for an invariant measure µ∞ to satisfy a WJ inequality. This leads to the
equivalent results [268, Proposition 3] and [110, Proposition 2.3].

3.3 Compactness methods for mixed systems and gradient flows

The content of this section develops the compactness arguments briefly introduced in
Section 2.3.2 (see also Section I-4.2) in two cases. Section 3.3.1 focuses on the functional
law of large numbers and the strong pathwise empirical propagation of chaos via martin-
gale arguments (see Definition I-3.25). Section 3.3.2 uses the gradient-flow formulation to
prove a pointwise empirical propagation of chaos result for gradient systems.

3.3.1 Pathwise chaos via martingale arguments

We first state the assumptions on the generator of the particles process. In all this section
we consider a dense separable subspace of the set of test functions F ⊂ Cb(E) such that
‖.‖∞ ≤ CF‖.‖F . We assume that F is contained in the domain of Lµ for all µ ∈ P(E)
and F⊗N ⊂ Dom(LN).

Assumption 2 (Mean-field generator and initial well-posedness). The generator of the
process (XN

t )t≥0 is of the mean-field type (2) and the associated martingale problem is
wellposed. Moreover the initial law fN0 ∈ P(EN) satisfies the moment bound:

sup
N

E
∣∣X i,N

0

∣∣2 < +∞.

Since Lµ can involve any differential operator with no homogeneous term and any
integral jump operator, this generator covers the case of the McKean-Vlasov diffusion
and of the mean-field jump processes. It can also be a mixed jump-diffusion generator.
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Assumption 3 (Bounds on the limit generator). There exists a constant CL > 0 such
that

∀x ∈ E, ∀ϕ ∈ F , sup
N

sup
µ∈P̂N (E)

{∣∣Lµϕ(x)
∣∣2 + ΓLµ(ϕ, ϕ)(x)

}
≤ CL

(
1 + |x|2

)
.

where the carré du champ operator is defined for regular test functions by

ΓLµ(ϕ, ψ) := Lµ[ϕψ]− ϕLµψ − ψLµϕ.

The main consequence of Assumption 3 is to ensure the uniform control of the second
moment on any interval [0, T ] (weaker assumptions could thus be sufficient in specific
cases):

E
[
sup
t≤T

∣∣X1,N
t

∣∣2] ≤ CT

(
1 + E

∣∣X1,N
0

∣∣2), E
[
sup
t≤T

∣∣M1,N
t

∣∣2] ≤ CT

(
1 + E

∣∣X1,N
0

∣∣2), (81)

where X1,N
t = X1,N

0 + M1,N
t + A1,N

t is the semimartingale decomposition of X1,N
t (see

Appendix I-A.3.4). This is proved in [199, Lemma 3.2.2]. It relies on the use of Gronwall
lemma in Itō’s formula: the bound on the generator controls the integral term and the
bound on the carré du champ operator controls the martingale part (see also Proposition
C.5). For the jump and diffusion processes, Assumption 3 holds under the usual global
Lipschitz assumptions which also ensure the well-posedness of both the particle process
and the nonlinear system. We also recall that for the mean-field jump process

ΓLµ(ϕ, ϕ)(x) =

∫
E

[ϕ(y)− ϕ(x)]2Pµ(x, dy),

and for the McKean-Vlasov diffusion,

ΓLµ(ϕ, ϕ)(x) = 2
(
∇ϕ(x)

)T
a(x, µ)∇ϕ(x).

The main difference between the functional law of large numbers (Theorem 3.10) and
the strong pathwise empirical propagation of chaos result (Theorem 3.11) will be the
assumption on the limit law.

Functional law of large numbers.

We first prove a functional law of large numbers, that is the convergence of the sequence
of

F µ,N
[0,T ] = Law

((
µXNt

)
0≤t≤T

)
∈ P

(
D([0, T ],P(E))

)
, (82)

which means that the empirical process is seen as a random càdlàg measure-valued process
t 7→ µXNt , where (XN

t )t is the N -particle process given by Assumption 2. Two additional
assumptions are needed.

Assumption 4 (Limit continuity). The generator L satisfies:

• For every ϕ in F , (x, µ) 7→ Lµϕ(x) is a bounded continuous function.

57



• For every µ in P(E), ϕ 7→ Lµϕ is a Cb(E)-valued continuous mapping.

In the first point the topology on P(E) is the one induced by the weak convergence of
probability measures (cf. Definition I-3.6). More precisely, a sequence of probability mea-
sures (µN)N is said to converge towards µ when 〈µN , ϕ〉 → 〈µ, ϕ〉 for any test function
ϕ ∈ Cb(E). For the second point, the topology is the topology of the uniform convergence.

This assumption is satisfied in particular for generators which are differential or in-
tegral operators with continuous integrable coefficients. This assumption is necessary to
take the limit within an equation, instead of using direct càdlàg characterizations. The
last assumption concerns the limit law.

Assumption 5 (Limit uniqueness). For every T > 0 and any f0 ∈ P(E), the limit
nonlinear weak PDE

∀ϕ ∈ F , d

dt
〈ft, ϕ〉 = 〈ft, Lftϕ〉, (83)

has at most one unique solution in C([0, T ],P(E)).

Note that existence is not required as it will be included in the following propagation
of chaos result. However the uniqueness assumption at the limit is very strong, because
uniqueness is closely linked with convergence of approximate sequences (such as particle
systems). For physically relevant systems, uniqueness is often the most difficult issue.

Theorem 3.10 (Functional law of large numbers). Let (fN0 )N be an initial f0-chaotic
sequence and let (XN

t )t be the EN -valued N-particle process given by Assumption 2 with
initial distribution fN0 . Assume that Assumptions 2, 3, 4 and 5 hold true. Then the
nonlinear weak PDE (83) is well-posed and its solution (ft)t ∈ C([0, T ],P(E)) satisfies:

F µ,N
[0,T ] −→N→+∞

δ(ft)0≤t≤T
∈ P(D([0, T ],P(E)).

where F µ,N
[0,T ] is the law of the measure-valued empirical process defined by (82).

To prove this theorem, we will follow a method which can be found in [236] and which
we adapt to the more abstract present framework.

Proof. The proof is split into several steps: using (the general) Itō’s formula, we start with
some preliminary computations in the linear case which will be used to prove a tightness
result on the weak pathwise law F µ,N

[0,T ]. Then we identify the limit points by controlling
the stochastic remainder.

Step 1. Some preliminary computations for linear test functions.

Let us consider a one-particle test functions ϕ ∈ F and let us define the average
N -particle test function

ϕ̄N : xN 7→ 〈µxN , ϕ〉.
By Assumption 2, it holds that

LN ϕ̄N
(
xN
)

=
N∑
i=1

1

N
Lµ

xN
ϕ(xi) =

〈
µxN , LµxNϕ

〉
, (84)
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so that Itō’s formula gives

〈
µXNt , ϕ

〉
=
〈
µXN0 , ϕ

〉
+

∫ t

0

〈
µXNs , LµXNs

ϕ
〉
ds+MN,ϕ

t , (85)

where MN,ϕ
t is a martingale. Using Assumption 2 again, the carré du champ operator

reads:

ΓLN (ϕ̄N , ϕ̄N)
(
xN
)

=
N∑
i=1

[
Lµ

xN
�i [ϕ̄2

N ]
(
xN
)
− 2
〈
µxN , LµxNϕ

〉
Lµ

xN
�i ϕ̄N

(
xN
)]
.

Since Lµ
xN

is linear and vanishes on constant functions, one obtains for any index i ∈
{1, . . . , N},

N2Lµ
xN
�i [ϕ̄2

N ]
(
xN
)

= Lµ
xN

[ϕ2](xi) + 2

(∑
j 6=i

ϕ(xj)

)
Lµ

xN
ϕ(xi),

and

2N2
〈
µxN , LµxNϕ

〉
Lµ

xN
�i ϕ̄N

(
xN
)

= 2ϕ(xi)Lµ
xN
ϕ(xi) + 2

(∑
j 6=i

ϕ(xj)

)
Lµ

xN
ϕ(xi).

We conclude that:

ΓLN (ϕ̄N , ϕ̄N)
(
xN
)

=
1

N

〈
µxN ,ΓLµ

xN
(ϕ, ϕ)

〉
. (86)

The right-hand side goes to 0 as N → +∞ thanks to (81) and Assumptions 2 and 3.

Step 2. Tightness of the sequence
(
F µ,N

[0,T ]

)
N≥1

.

We follow the method of [236]. The tightness is proved using Jakuboswki’s criterion
(Theorem C.2).

(i) We first prove that for any ε > 0, there exists a compact set Kε ⊂ P(E) such that

∀t ∈ [0, T ], P
(
µXNt ∈ Kε

)
> 1− ε.

Since for every M > 0 and x0 ∈ E, the set{
ν ∈ P(E),

∫
E

d2
E(x, x0)ν(dx) ≤M

}
is compact for the weak topology on P (E), it is enough to prove that the uniform
L2 moment bound on f 1,N

0 is propagated on [0, T ] uniformly in N . Thanks to
Assumption 3, this is the content of (81).
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(ii) The set of linear functions on P(E) Φ : ν 7→ 〈ν, ϕ〉, ϕ ∈ F separates points and
is closed under addition. We therefore fix ϕ ∈ F and we prove the tightness of
the laws in P(D([0, T ],R)) of the real-valued process

(
〈µXNt , ϕ〉

)
t
. To do that, we

use Aldous criterion (Theorem C.1) and we use the decomposition (85). Since the
process is bounded, the first condition is automatically satisfied. Then, let us fix
two Ft-adapted stopping times τ1 ≤ τ2 ≤ τ1 + θ for a fixed θ > 0. On the one hand,
by Doob’s optional sampling theorem, we have:

E
∣∣MN,ϕ

τ2
−MN,ϕ

τ1

∣∣2 = E
[∣∣MN,ϕ

τ2

∣∣2 − ∣∣MN,ϕ
τ1

∣∣2] = E
[∫ τ2

τ1

d
〈
MN,ϕ〉t

]
.

Using Lemma I-A.19 and (86), we deduce that:

E
∣∣MN,ϕ

τ2
−MN,ϕ

τ1

∣∣2 ≤ E
[∫ τ2

τ1

ΓLN (ϕ̄N , ϕ̄N)
(
XN
t

)
dt

]
≤ Cϕ

θ

N
.

On the other hand, using (84), Assumption 3 and (81), one gets (up to changing the
constant)

E

[(∫ τ2

τ1

LN ϕ̄N
(
XN
t

)
dt

)2
]
≤ Cϕθ

2.

Formula (85) therefore leads to

E
[〈
µXNτ2

− µXNτ1 , ϕ
〉2
]
≤ Cϕ

[
θ2 +

θ

N

]
.

We conclude using the Markov inequality that the conditions of Aldous criterion are
fulfilled.

Step 3. Skorokhod representation for limit points and well-posedness.

For any T > 0, the sequence (F µ,N
[0,T ])N≥1 is thus relatively compact for the weak topology

on P(D([0, T ],P(E))). Let π be a limit point. Skorokhod representation theorem provides
then a probability space Ω on which a realisation of µXNt converges almost surely (up to
an extraction which we do not relabel) towards a π-distributed D([0, T ],P(E))-valued
random variable (f̄t)0≤t≤T , such that a.s. f̄0 = f0 thanks to the initial chaos assumption.
We want to prove that f t is almost surely a solution of (83). Using Assumption 5, we will
deduce that this PDE is well-posed and that π is the Dirac mass at this solution. Using
the BDG inequality, it holds that:

E
[

sup
0≤t≤T

(
MN,ϕ

t

)2
]
≤ 4E

[
[MN,ϕ]T

]
= 4E

[
〈MN,ϕ〉T

]
,

where we have used that ([MN,ϕ]t − 〈MN,ϕ〉t)0≤t≤T is a martingale. Using lemma I-A.19
and Step 1 we conclude that

E
[

sup
0≤t≤T

(
MN,ϕ

t

)2
]
≤ 4

N
E
[∫ T

0

〈
µXNt ,ΓLµXNt

(ϕ, ϕ)
〉

dt

]
−→

N→+∞
0,
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where we have used Assumption 3. Up to extracting once more, we can assume that the
above L2 convergence is almost sure:

sup
0≤t≤T

MN,ϕ
t −→

N→+∞
0, a.s. (87)

By the first part of Assumption 4 (continuity with respect to µ), we can take the limit in
(85) and we obtain by dominated convergence that for all ϕ ∈ F ,

∀t ∈ [0, T ] , 〈f̄t, ϕ〉 = 〈f̄0, ϕ〉+

∫ t

0

〈f̄s, Lf̄sϕ〉ds a.s.

To recover the limit equation, one needs to invert the “∀ϕ ∈ F” term and the “almost
surely” mention. To do that, let us consider a dense countable subset (ϕn)n of F (it exists
because E is a Polish space). The previous steps tells that for each ϕn, the set of issues
in Ω such that the equality d

dt
〈f̄t, ϕn〉 = 〈f̄t, Lf̄tϕn〉 does not hold for some 0 ≤ t ≤ T is

negligible. By countable union, the set of issues such that this equality does not hold for
every 0 ≤ t ≤ T for any of the ϕn is still negligible. We then use the continuity with
respect to ϕ from Assumption 4 to conclude by density that (f̄t)0≤t≤T almost surely solves

∀ϕ ∈ F , ∀t ∈ [0, T ] ,
d

dt
〈f̄t, ϕ〉 = 〈f̄t, Lf̄tϕ〉.

Theorem C.3 now proves that t 7→ f̄t is almost surely continuous: indeed the vanishing
of jumps directly stems from the decomposition (85) together with Equation (87), as
required by Theorem C.3 (note this condition is reminiscent from Aldous criterion in Step
2). This shows that any π-distributed random function is almost surely a solution of (83).
Since this solution is unique by Assumption 5, this shows the well-posedness of (83) and
proves that π = δ(ft)0≤t≤T

where ft is the unique solution of (83).

Example 1. In addition to the historical works [248, 160] already mentioned, this method
has been recently applied in [236] in a coagulation-fragmentation model leading to the
4-wave kinetic equation and in [115] for a mean-field PDMP on a manifold leading to
a BGK equation. This approach also works to prove moderate interaction results [249].
This proof remains true for Boltzmann molecules, in which case the first step (which
corresponds to Lemma A.1) has to be replaced by Lemma A.3.

Remark 7 (The need for quadratic estimates). This proof may seem surprising because
only one-particle test functions on E are considered even though it leads to a convergence
result on random measure-valued process. The quadratic estimates actually lie in the
computation of the quadratic variation of the martingale MN,ϕ

t in Step 2 and in the control
of the carré du champ operator (86). This last computation is a special case of the more
general result in Lemma A.1 about the behaviour of the generator for polynomial test
functions of order two. Namely, taking a test function ϕ2 = ϕ1 ⊗ ϕ2 ∈ F⊗2 and denoting
by

∀ν ∈ P(E), Rϕ1⊗ϕ2(ν) = 〈ν⊗2, ϕ2〉,
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the associated polynomial function on P(E), it holds that:

LN [Rϕ1⊗ϕ2 ◦ µN ]
(
xN
)

= RLµ
xN

ϕ1⊗ϕ2

(
µxN

)
+Rϕ1⊗Lµ

xN
ϕ2

(
µxN

)
+

1

N

〈
µxN ,ΓLµ

xN
(ϕ1, ϕ2)

〉
,

and the carré du champ estimate (86) stems from that since

ΓLN
(
ϕ̄1
N , ϕ̄

2
N

)(
xN
)

= LN [Rϕ1⊗ϕ2 ◦ µN ]
(
xN
)
−RLµ

xN
ϕ1⊗ϕ2

(
µxN

)
−Rϕ1⊗Lµ

xN
ϕ2

(
µxN

)
, (88)

thanks to the mean-field property LN ϕ̄N =
〈
µxN , LµxNϕ

〉
. Note that purely one particle-

related methods are not possible, because the weak convergence of fk,Nt characterizing
Kac’s chaos has to hold at least with k ≥ 2 (Lemma 2.3).

Strong pathwise empirical chaos.

For the strong pathwise result, the goal is to prove the convergence of the sequence of

FN
[0,T ] = Law

(
µXN

[0,T ]

)
∈ P

(
P(D([0, T ], E))

)
, (89)

which means that the empirical process is seen as a random empirical measure on the
path space D([0, T ],P(E)), to which belongs each component of the N -particle process
XN

[0,T ] given by Assumption 2.

The proof of the following theorem can be found in [169, 229] and relies on the classical
and powerful framework described in [199]. This technique has also been used by Sznitman
[273] for Boltzmann models (see Section 4.3). The starting point is a strong uniqueness
result for the limit martingale problem.

Assumption 6 (Uniqueness for the limit martingale problem). Given an initial value
f0 ∈ P(E), there exists at most one probability distribution on the Skorokhod space f[0,T ] ∈
P(D([0, T ], E)) such for all all ϕ ∈ F ,

Mϕ
t := ϕ(Xt)− ϕ(X0)−

∫ t

0

Lfsϕ(Xs)ds,

is a f[0,T ]-martingale, where (Xt)t is the canonical process and for t ≥ 0, ft := (Xt)#fI .

Note once more that this remains a strong assumption and that uniqueness for the limit
system is often the hardest property to prove for physical systems. However, existence is
not needed as it is included in the following theorem.

Theorem 3.11 (Strong pathwise empirical chaos). Let (fN0 )N an initial f0-chaotic se-
quence and let XN

[0,T ] ∈ D([0, T ], EN) be the N-particle process given by Assumption 2 with
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initial distribution fN0 . Assume that Assumptions 2, 3, and 6 hold true. Then the nonlin-
ear mean-field martingale problem stated in Assumption 6 is well-posed and its solution
f[0,T ] ∈ P(D([0, T ], E)) satisfies:

FN
[0,T ] −→

N→+∞
δf[0,T ]

∈ P(P(D([0, T ], E))),

where FN
[0,T ] is the pathwise empirical law defined by (89).

Proof. The first step is to show the tightness of the sequence
(
FN

[0,T ]

)
N

in the space

P
(
P(D([0, T ], E))

)
.

Step 1. Tightness.

Thanks to the exchangeability and Lemma I-3.15, it is sufficient to prove the tightness
of the sequence

F 1,N
[0,T ] = Law

(
X1,N

[0,T ]

)
∈ P(D([0, T ], E)).

The process (X1,N
t )0≤t≤T can be characterized as a D-semimartingale (see Definition I-

A.18) thanks to Assumption 2 by taking ϕN = ϕ ⊗ 1⊗(N−1) as a test function, given a
one-particle test function ϕ ∈ F . It implies that

Mϕ,1,N
t := ϕ

(
X1,N
t

)
− ϕ

(
X1,N

0

)
−
∫ t

0

LµXNs
ϕ
(
X1,N
s

)
ds,

is a martingale. The Joffe-Metivier criterion C.5 can then be applied: Assumption 3
implies the tightness of

(
F 1,N

[0,T ]

)
N≥1

. Moreover, using Lemma I-A.19 and Assumption 2
the predictable quadratic variation is given by

〈
Mϕ,1,N

〉
t

=

∫ t

0

ΓLN
(
ϕ⊗ 1⊗(N−1), ϕ⊗ 1⊗(N−1)

) (
XN
s

)
ds

=

∫ t

0

ΓLµ
XNs

(ϕ, ϕ)
(
X1,N
s

)
ds.

Similarly, for k ≤ N , taking ϕN = 1⊗(k−1) ⊗ ϕ ⊗ 1⊗(N−k), the following process is a
martingale:

Mϕ,k,N
t := ϕ

(
Xk,N
t

)
− ϕ

(
Xk,N

0

)
−
∫ t

0

LµXNs
ϕ
(
Xk,N
s

)
ds.

The predictable cross variation can be computed the same way taking ϕN = ϕ ⊗ ψ ⊗
1⊗(N−2),

〈
Mϕ,1,N ,Mψ,2,N

〉
t

=

∫ t

0

ΓLN (ϕ⊗ 1⊗(N−1), 1⊗ ψ ⊗ 1⊗(N−2))
(
XN
s

)
ds = 0. (90)

It will be useful for Step 3.

Step 2. Skorokhod representation for limit points and continuity points.
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Let π ∈ P
(
P(D([0, T ], E))

)
be a limit point of

(
FN

[0,T ]

)
N≥1

. Using Skorokhod represen-
tation theorem, it is possible to consider a probability space and a π-distributed random
variable f[0,T ] ∈ P(D([0, T ], E)) such that (for the weak topology):

µXN
[0,T ]

−→
N→+∞

f[0,T ] a.s.

Consider now n ≥ 1 with some positive real numbers s1 ≤ . . . ≤ sn ≤ s < t and some
functions ϕ, ϕ1, . . . , ϕn ∈ F and let us consider the function:

Fs1,...,sn,s,t : ν ∈ P(D([0, T ], E))

7→
〈
ν,

(
ϕ(Xt)− ϕ(Xs)−

∫ t

s

Lνrϕ(Xr)dr

)
ϕ1(Xs1) . . . ϕ

n(Xsn)

〉
∈ R,

where νr = (Xr)#ν ∈ P(E) denotes the r-marginal of ν. Thanks to Assumption 4, the
map Fs1,...,sn,s,t would be continuous if the coordinates maps X 7→ Xt were continuous.
However these maps are not continuous in general for the Skorokhod topology. For u in
R+, consider the event

Au :=
{
Q ∈ P(D([0, T ], E)) : Q

(
{X ∈ D([0, T ], E) : |∆Xu| > 0}

)
> 0
}
.

The map Fs1,...,sn,s,t will thus be π-a.s. continuous when s1, . . . , sn, s, t are taken out of
the set

J := {u ∈ R+, π(Au) > 0},
Adapting a proof from [169], let us show that J is at most countable. The key idea is that
given k ≥ 1, a càdlàg function X on a compact time-interval admits a finite numbers of
jumps with amplitudes bigger than 1/k. Let us denote by J (X, 1/k, [0, k]) the number of
jumps of X with amplitude |∆Xt| > 1/k for t ∈ [0, k]. Define then for m ≥ 1,

Ak,mu :=
{
Q ∈ P(D([0, T ], E)) :

Q
(
{X ∈ D([0, T ], E) : |∆Xu| > 1/k and J (X, 1/k, [0, k]) ≤ mk}

)
> 1/k

}
.

Moreover, the following properties hold.

• The sequence
(⋃

m≥1A
k,m
u

)
k≥1

is non-decreasing (for the set inclusion) in k.

• For a fixed k ≥ 1, the sequence (Ak,mu )m≥1 is non-decreasing in m.

• The set Au can be decomposed as

Au =
⋃
k≥1

⋃
m≥1

Ak,mu .

The monotonic convergence of probability measures thus gives

π(Au) = lim
k→+∞

π

(⋃
m≥1

Ak,mu

)
= lim

k→+∞
lim

m→+∞
π
(
Ak,mu

)
.
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Introducing
Jk,m :=

{
u ∈ [0, k], π

(
Ak,mu

)
> 1/k

}
,

the same trick leads to
J =

⋃
k≥1

⋃
m≥1

Jk,m.

Let us now prove that Jk,m is finite. If it were not, there would exist a sequence (un)n≥1

of pairwise distinct numbers in [0, k] such that

∀n ≥ 1, π
(
Ak,mun

)
> 1/k.

We apply now (the consequence of) Lemma B.1 to (Ak,mun )n≥1 in the probability space
Ω = P(D([0, T ], E)) for P = π: for every n ≥ 1, there exists an intersection involving
n of the Aui which has positive π-measure, and this leads to the existence of integers
in1 < . . . < inn such that

π
({
Q ∈ P(D([0, T ], E)) : ∀1 ≤ j ≤ n,

Q

({
X ∈ D([0, T ], E) : |∆Xuin

j
| > 1

k
and J (X, 1/k, [0, k]) ≤ mk

})
>

1

k

})
> 0.

The same reasoning can be applied within the probability, considering a probability mea-
sure Q ∈ P(D([0, T ], E)) such that for all j ∈ {1, . . . , n},

Q
({
X ∈ D([0, T ], E) : |∆Xuin

j
| > 1/k and J (X, 1/k, [0, k]) ≤ mk

})
> 1/k,

and applying Lemma B.1 with P = Q and Ω = D([0, T ], E) to the events({
X ∈ D([0, T ], E) : |∆Xuin

j
| > 1/k and J (X, 1/k, [0, k]) ≤ mk

})
1≤j≤n

.

Since n can be taken arbitrarily large, this allows to consider an arbitrary large intersection
of these events which has Q-positive measure. This is contradictory since the number of
jumps with amplitude bigger than 1/k allowed on [0, k] is at most mk.

This proves the finiteness of Jk,m for any k,m ≥ 1, so J is at most countable by
countable union. This implies the π-almost sure continuity of Fs1,...,sn,s,t for s1, . . . , sn, s, t
outside an at most countable set Dπ. Outside of this set

Fs1,...,sn,s,t

(
µXN

[0,T ]

)
−→

N→+∞
Fs1,...,sn,s,t

(
f[0,T ]

)
.

Note this argument is more general and can be adapted to Boltzmann models as in [169],
see also Section 4.3.

Step 3. Identifying the limit points using the martingale problem.

To recover 〈π, Fs1,...,sn,s,t〉, it is now sufficient to take the expectation. Using the
Cauchy-Schwarz inequality and then Fatou’s lemma, it holds that for s1, . . . , sn, s, t outside
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of Dπ

〈π, |Fs1,...,sn,s,t|〉2 ≤ 〈π, F 2
s1,...,sn,s,t

〉

≤ lim
N→∞

EfN
[0,T ]

[
F 2
s1,...,sn,s,t

(
µXN

[0,T ]

)]
= EfN

[0,T ]

{ 1

N

N∑
i=1

(
Mϕ,i,N

t −Mϕ,i,N
s

)
ϕ1(X1,N

s1
) . . . ϕn(X1,N

sn )

}2


=
1

N
EfN

[0,T ]

[{(
Mϕ,1,N

t −Mϕ,1,N
s

)
ϕ1(Xs1) . . . ϕ

n(Xsn)
}2
]

+
N − 1

N
EfN

[0,T ]

[(
Mϕ,1,N

t −Mϕ,1,N
s

)(
Mϕ,2,N

t −Mϕ,2,N
s

)
×

× ϕ1(X1,N
s1

) . . . ϕn(X1,N
sn )ϕ1(X2,N

s1
) . . . ϕn(X2,N

sn )
]
.

Assumption 3 ensures that Mϕ,1,N
t is bounded in L2 by the carré du champ vector, so

that the first term on the right-hand side vanishes as N → +∞. For the second one, we
write:

E
[
Mϕ,1,N

t Mϕ,2,N
s

∣∣σ((Xr)0≤r≤s
)]

= Mϕ,1,N
s Mϕ,2,N

s .

Then, since the cross-brackets (90) are equal to zero, taking the expectation leads to:

E
[
Mϕ,1,N

t Mϕ,2,N
s

]
= 0.

So the second term is actually equal to zero.
This proves Fs1,...,sn,s,t is 0 π-almost surely: this holds for every 0 ≤ s1 ≤ . . . ≤ sn ≤

s < t outside the countable set Dπ, and every ϕ, ϕ1, . . . , ϕn in F . By density of F in
Cb(E) and R+ \Dψ in R+, this allows to replace ϕ1(Xs1) . . . ϕ

n(Xsn) by any σ((Xr)0≤r≤s)-
measurable function to obtain

E
[
ϕ(Xt)− ϕ(X0)−

∫ t

0

Lfrϕ(Xr)dr
∣∣∣σ((Xr)0≤r≤s

)]
= ϕ(Xs)− ϕ(X0)−

∫ s

0

Lfrϕ(Xr)dr,

for π-almost every pathwise law f[0,T ], every ϕ in F and every s, t outside the countable set
Dπ. A limit f[0,T ]-distributed process being càdlàg, this is sufficient to prove that π-almost
every pathwise law f[0,T ] solves the martingale problem of Assumption 6. Consequently,
this proves existence for this problem and since uniqueness holds, the problem is well-
posed and π has to be a Dirac measure δf[0,T ]

, which concludes the proof.

Example 2. In [75], the argument is reversed: Theorem 3.11 states only an existence re-
sult which is then used to prove the strong uniqueness result using a synchronous coupling
argument. Propagation of chaos follows. This allows to treat the case of McKean-Vlasov
diffusions with more general interaction functions.
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3.3.2 Gradient systems as gradient flows

In this section we consider McKean-Vlasov gradient systems (3) with:

b(x, µ) = −∇V (x)−∇W ? µ(x), σ =
√

2Id.

The following theorem states that the McKean-Vlasov gradient systems can be char-
acterised as gradient flows at the three levels of description: the nonlinear solution of
the limit equation, the N -particle distribution and the P(P(E))-valued curve inherited
from the nonlinear semigroup generated by the limit PDE. The notion of gradient-flow is
recalled in Section I-4.2.2.

Theorem 3.12 (McKean-Vlasov as gradient flows). Let f0 ∈ P4(Rd) and fN0 ∈ P
sym
4 (RdN)

admit a density. Let V,W be respectively a confinement potential and an interaction po-
tential which are both bounded below, λ-convex for some λ ∈ R. Assume also that W is
symmetric and satisfies the doubling condition

∃C > 0, ∀x, y ∈ Rd, W (x+ y) ≤ C(1 +W (x) +W (y)).

1. In P2(Rd), let the energy F be defined by:

F(ρ) :=

∫
Rd
ρ(x) log ρ(x)dx+

∫
Rd
V (x)ρ(x)dx+

1

2

∫
Rd
W (x− y)ρ(x)ρ(y)dy,

whenever ρ has a density with respect to the Lebesgue measure and F(ρ) = +∞
otherwise. Then there exists a unique 2λ-gradient flow ft for F such that limt↓0 ft =
f0 in P2(Rd). Moreover ft is a weak distributional solution of the nonlinear McKean-
Vlasov-Fokker-Planck equation (4).

2. In P2(RdN), let the energy FN be defined by:

FN(ρN) :=
1

N

∫
RdN

ρN(xN) log ρN(xN)dxN +
1

N

N∑
i=1

∫
RdN

V (xi)ρN(dxN)

+
1

2N2

∑
i 6=j

∫
RdN

W (xi − xj)ρN(dxN).

Then there exists a unique 3λ-gradient flow fNt for FN such that limt↓0 f
N
t = fN0 in

P2(Rd). Moreover fNt is a weak distributional solution of the N-particle Liouville
equation (1).

3. In P2(P2(Rd)), let the energy F∞ be defined by

F∞(π) :=

∫
P2(Rd)

F(ρ)π(dρ).

Then there exists a unique 3λ-gradient flow πt for F∞ such that limt↓0 πt = π0 :=
limN→+∞ F

N
0 ∈ P2(P2(Rd)). Moreover πt is explicitely given by

πt = (St)#π0,
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where St : P2(Rd)→ P2(Rd) is the nonlinear semi-group generated by the McKean-
Vlasov-Fokker-Planck equation (4) in the sense that the solution of this PDE is given
by ft = St(f0) (see also Section I-4.3.3 and Section I-A.4).

The first two points are classical, see [89, Theorem 6.31] or [5, Chapter 11]. The third
point is proved in [60, Lemma 19]. Within this setting, propagation of chaos is proved in
[60, Theorem 2].

Theorem 3.13 ([60]). Under the same assumptions as in Theorem 3.12 and with the
same notations, for all T > 0 it holds that

lim
N→+∞

sup
t∈[0,T ]

W2(fNt , π
N
t ) = 0,

where πNt is the N-th moment measure of πt defined by:

πNt =

∫
P2(Rd)

ρ⊗Nπt(dρ) =

∫
P2(Rd)

St(ρ)⊗Nπ0(dρ).

In particular if fN0 is f0-chaotic, then

lim
N→+∞

sup
t∈[0,T ]

W2(fNt , f
⊗N
t ) = 0.

The key result is [60, Lemma 13]. It is based on Ascoli’s theorem in the space
C
(
[0, T ],P2(P2(Rd))

)
and states that there exists π = (πt)t ∈ C([0, T ],P2(P2(Rd))) such

that the law of the empirical process FN
t := Law(µXNt ) satisfies

sup
t∈[0,T ]

W2
2

(
FN
t , πt) −→

N→+∞
0,

up to extracting a subsequence and where W2 ≡ W2,W2 is the Wasserstein-2 distance on
P2(P2(Rd)) for the W2 distance on P2(Rd) (see Definition I-3.5). Using the fact that the
push-forward by the empirical measure map is an isometry for the Wasserstein distance, it
is possible to prove that this convergence is equivalent to the convergence of the N -particle
distribution:

sup
[0,T ]

W 2
2

(
fNt , π

N
t

)
−→

N→+∞
0.

See for instance [60, Lemma 10] or [184, Theorem 5.3]. Once a converging subsequence
is extracted, the limit π is identified as the unique gradient flow with energy F∞ by
passing to the limit in the Evolution Variational Inequality (I-77) which characterises the
gradient-flow with energy FN using a Γ-convergence result [60, Lemma 16].

3.4 Entropy bounds with very weak regularity

In this section, the problem is to weaken the regularity assumptions of Theorem 3.1 for
the McKean-Vlasov diffusion with coefficients:

b(x, µ) = b̃(x,K ? µ(x)), σ = Id, (91)
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where b̃ : Rn → Rd is still assumed to be Lipschitz but the interaction kernelK : Rd×Rd →
Rn has a very weak regularity. Among the methods that are introduced in Section 2.3,
the entropy-based methods are particularly adapted to handle weak regularity. From a
probabilistic point of view, the relative entropy functional (Definition 2.6) naturally arises
as the rate function of a large deviation principle and entropy bounds are classically
obtained as an application of Girsanov theorem which does not require any particular
regularity assumptions (see for instance Lemma 2.8). The content of this section will
be based on the entropy methods introduced in [193, 194] and which can be seen as an
analytical counterpart of these observations. The main object of study will therefore be
the Liouville equation (rather than the system of SDEs) for which it is possible to define a
notion of entropy solution which is well adapted to the context (see Definition 3.15 below).
For the limit solution f of (4), things are easier because it is possible to propagate the
regularity of f0 and it is therefore possible to assume that f can be taken very regular.
The starting point is the evolution equation (25) satisfied by H(fNt |f⊗Nt ).

Remark 8. We would like to emphasize the importance of the Girsanov theorem as the
underlying idea although this section contain purely analytical arguments. A probabilis-
tic pathwise version of the results presented in this section which are directly based on
Girsanov theorem can be found in [210] and [195]. These works focus more on the ability
to take an abstract general interaction function b rather than on regularity questions. We
will discuss these aspects in Section 3.6.2.

3.4.1 An introductory example in the L∞ case

As an introductory example to the work of [194], let us first start with the case where
K ∈ L∞(Rd) (that is, compared to McKean’s theorem, the Lipschitz and continuity
assumptions on K are removed). The following computations are essentially formal but
the ideas will be used in a rigorous framework in the next paragraph. In particular, we
assume that ft is regular enough so that log ft can be taken as a test function in the
weak Liouville equation (1). Using the entropy dissipation relation on fNt which defines
the notion of entropy solution, the computations in the proof Lemma I-4.11 which leads
to (25) can be fully justified. With α = 1 in the conclusion, we recall that we obtained
(in integrated form):

H
(
fNt |f⊗Nt

)
≤ H

(
fN0 |f⊗N0

)
+N

∫ t

0

EfNs
[∣∣b(X1

s , µXNs
)
− b(X1

s , fs)
∣∣2]ds. (92)

The goal is to find a uniform bound (in N) for the expectation on the right-hand side
in terms of H(fNs |f⊗Ns ). Gronwall lemma will then gives a bound on the entropy and
propagation of chaos will follow by Lemma 2.7. Note that this quantity is not very far
from (38) in the proof of McKean’s theorem. The main difference is that the expectation
on the right-hand side is an expectation with respect to fNt instead of an expectation with
respect to f⊗Nt . Of course the latter is more amenable as it allows to use the very simple
but efficient argument of Sznitman based on the law of large number and which uses only
the boundedness of K. The next idea is thus a change of measure argument which is the
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content of [194, Lemma 1]: for all η > 0 and all ϕN ∈ L∞(EN),∫
EN

ϕN
(
xN
)
fNt
(
dxN

)
≤ 1

ηN

(
H
(
fNt |f⊗Nt

)
+ log

∫
EN

eηNϕN
(
xN
)
f⊗Nt

(
dxN

))
. (93)

This identity is a straightforward rewriting of H(fNt |u) ≥ 0 (which is always true) for the
probability density u := eηNϕNf⊗Nt /

∫
EN

eηNϕNf⊗Nt . Using this relation gives:

H
(
fNt |f⊗Nt

)
≤ H

(
fN0 |f⊗N0

)
+

1

η

∫ t

0

H
(
fNs |f⊗Ns

)
ds

+
1

η

∫ t

0

log

∫
EN

exp
(
ηN
∣∣b(x1, µxN

)
− b(x1, fs)

∣∣2)f⊗Ns (
dxN

)
ds.

Expanding the square and using (91) as in the proof of McKean’s theorem leads to:

H
(
fNt |f⊗Nt

)
≤ H

(
fN0 |f⊗N0

)
+

1

η

∫ t

0

H
(
fNs |f⊗Ns

)
ds+

1

η

∫ t

0

logZNds,

with

ZN :=

∫
EN

exp

(
η‖b̃‖2

Lip

N

N∑
i,j=1

ψ(x1, xi)ψ(x1, xj)

)
f⊗Ns

(
dxN

)
,

where
ψ(x, y) = K(x, y)−K ? fs(x). (94)

The goal is to prove that ZN is bounded; the conclusion will then follow by Gronwall
lemma. Note that there is still the cancellation

∀x ∈ E,
∫
E

ψ(x, y)fs(dy) = 0,

but it is not possible to use it directly as in the proof of McKean’s theorem because now,
this quantity appears inside the exponential. Note however that ZN can be seen as the
partition function of a Gibbs measure with a potential which, up to the first variable
which plays a special role, is very much reminiscent of a polynomial potential of order
two in Theorem I-4.6. The second assertion in Theorem I-4.7 precisely implies that ZN
is bounded. However, in this context, there is a way to bound ZN more directly (for η
small enough): this is the content of [194, Theorem 3]. The proof is based on the series
expansion:

exp

(
η‖b̃‖2

Lip

N

N∑
i,j=1

ψ(x1, xi)ψ(x1, xj)

)

=
+∞∑
k=0

1

k!

ηk‖b̃‖2k
Lip

Nk

(
N∑

i,j=1

ψ(x1, xi)ψ(x1, xj)

)k

.

Then, by expanding the power term Jabin and Wang recover polynomial terms in ψ and
by separating the terms with k < N from the ones with k > N , they use combinatorial
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arguments to identify the right cancellations (using (94)) which lead to the conclusion.
In conclusion, there exists a constant C > 0 such that

H
(
fNt |f⊗Nt

)
= H

(
fN0 |f⊗N0

)
+

1

η

∫ t

0

H
(
fNs |f⊗Ns

)
ds+ Ct,

and the result follows.

3.4.2 With W−1,∞ kernels

In [194], the above arguments are presented in a completely rigorous framework in the
fully linear case

b(x, µ) = F (x) +K ? µ(x), σ = Id,

where the state space is the d-dimensional torus E = Td. The force term F is implicitly
regular (to ensure that f can be taken regular) but the interaction kernel K : Td → Td
is less than bounded, it is assumed to be an element of the following functional space.
Although it didn’t produce a quantitative estimate, a similar idea had been used in [148].

Definition 3.14. A vector field K such that
∫
Td K = 0 is said to belongs to Ẇ−1,∞(Td)

when there exists a matrix field V in L∞(Td) such that K = ∇·V . The definition extends
similarly to scalar functions.

The regularity on K is extremely weak. It includes the case K ∈ L∞ which is the
original framework of [193] but it is also possible to consider singular kernels and in
particular the Biot-Savart kernel in dimension 2:

K(x) = α
x⊥

|x|2
+K0(x),

where x⊥ is the rotation of x ∈ R2 by π and K0 is a correction which makes K periodic.
Other examples of relevant kernels include collision-like kernels where two particles in-
teract when they are exactly at a given distance. We refer the interested reader to [194,
Section 1.3] and to the end of this section for further examples. It is not easily possible to
construct SDE solutions of the particle system with this weak regularity, Jabin and Wang
thus introduce the following notion of entropy solution for the solution of the Liouville
equation.

Definition 3.15 (Entropy solution). A probability density fNt ∈ L1(TdN) for a time
t ∈ [0, T ] is an entropy solution to the Liouville equation (1) when it solves (1) in the
sense of distributions and for almost every t ≤ T ,∫

TdN
fNt log fNt +

1

2

∫ t

0

∫
TdN

|∇fNt |2

fNt
ds

≤
∫
TdN

fN0 log fN0 −
1

N

N∑
i,j=1

∫ t

0

∫
TdN

(
∇ · F (xi) +∇ ·K(xi − xj)

)
fNt
(
xN
)
dxNds. (95)
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It is much easier to prove that there exists an entropy solution, this typically comes
from a regularisation argument with a smoothened kernel [194, Proposition 1]. The en-
tropy dissipation inequality (95) classically comes from a formal derivation of the entropy∫
fNt log fNt and here it is taken as a definition. For the limit equation (4), one can ask

for a stronger regularity as in the main theorem [194, Theorem 1] stated below.

Theorem 3.16 (Pointwise McKean-Vlasov, Ẇ−1,∞ kernel [194]). Assume that ∇ · F ∈
L∞(Td) and that K ∈ Ẇ−1,∞(Td) with ∇·K ∈ Ẇ−1,∞(Td). Let fNt be an entropy solution
of the Liouville equation in the sense of Definition 3.15. Assume the limit law satisfies
f ∈ L∞([0, T ],W 2,p(Td)) for any p <∞ and inf f > 0. Then the following entropy bound
holds:

H
(
fNt |f⊗Nt

)
≤ eCt

(
H
(
fN0 |f⊗N0

)
+ 1
)
, (96)

where C > 0 depends on d, the derivative bounds on K, F , f and the initial condition.

We sketch the main arguments of the proof in the case F = 0 for simplicity. The
starting point is as before the computations which lead to Lemma 2.8 (for the details, see
the proof of Lemma I-4.11) but with a much finer analysis based on the divergence form
of the kernel K = ∇ · V .

Proof (main ideas). The computations of Lemma I-4.11 become fully rigorous with the
notion of entropy solution and the regularity assumptions on f [194, Lemma 2]. Carrying
on the computations up to the last step (I-109) and using (95), Jabin and Wang obtained
the following inequality (in integrated form):

H
(
fNt |f⊗Nt

)
≤ H

(
fN0 |f⊗N0

)
−

N∑
i=1

∫ t

0

∫
TdN

(
K ? µxN (xi)−K ? fs(x

i)
)
∇ log f⊗Ns

(
xN
)
fNs
(
dxN

)
ds

−
N∑
i=1

∫ t

0

∫
TdN

(
∇ ·K ? µxN −∇ ·K ? fs

)
fNs
(
dxN

)
ds

− 1

2

∫ t

0

I
(
fNs |f⊗Ns

)
ds. (97)

In Lemma I-4.11, the terms involving K are handled by using the Young inequality. Here,
owing to the assumptions on K, Jabin and Wang use the decomposition

K = K + K̃,

where K = ∇ · V ∈ Ẇ−1,∞(Td) with ∇ · K = 0, V ∈ L∞(Td) and K̃ ∈ L∞. The term

involving K̃ is slightly more technical because of the divergence term but it can be handled
following the same ideas than the ones used for K and leads to the same conclusion (see
[194, Lemma 4]). We skip the computations and focus on K (this is [194, Lemma 3]). By
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integration by parts, it holds that:

N∑
i=1

∫
TdN

(
K ? µxN (xi)−K ? fs(x

i)
)
∇ log f⊗Ns

(
xN
)
fNs
(
dxN

)
=

N∑
i=1

∫
Td

(
V ? µxN (xi)− V ? ft(x

i)
)

: ∇xif
⊗N
s ∇xi

(
fNs
f⊗Ns

)T

dxN

+
N∑
i=1

∫
TdN

(
V ? µxN (xi)− V ? ft(x

i)
)

:
∇2
xif
⊗N
s

f⊗Ns
fNs
(
dxN

)
=: A(s) +B(s).

The two terms A and B are of different nature. For the first one, it is possible to use the
similar trick as the one at the end of the proof of Lemma I-4.11. Using Cauchy-Schwarz
inequality and Young inequality, for any γ > 0,

A(s) ≤ γ

2
I
(
fNs |f⊗Ns

)
+
C

2γ

N∑
i=1

∫
TdN

∣∣V ? µxN (xi)− V ? fs(x
i)
∣∣2fNt (dxN

)
=
γ

2
I
(
fNs |f⊗Ns

)
+
C

2γ

N∑
i=1

d∑
α,β=1

∫
TdN

∣∣Vα,β ? µxN (xi)− Vα,β ? ft(xi)
∣∣2fNs (dxN

)
=:

γ

2
I
(
fNs |f⊗Ns

)
+
C

2γ

N∑
i=1

d∑
α,β=1

Aiα,β(s)

where the constant C > 0 comes from the bounds on f and Vα,β are the coordinates
of V . Choosing the appropriate γ will cancel the Fisher information term in (97). It

remains to bound the terms Aiα,β(s) and B(s) (the term which involves K̃ in (97) would
give analogous terms). As in the conclusion of Lemma I-4.11 and (92), since they are
observables of the particle system and it is possible to use the change of measure identity
(93). For each Aiα,β(s), since V ∈ L∞(Td) it will give exactly the same kind of terms as at
the beginning of this section. They can be bounded uniformly in N using [194, Theorem
3]. For B(s), the change of measure identity (93) yields:

B(s) ≤ 1

η
H
(
fNs |f⊗Ns

)
+

1

η
logZN ,

where ZN is of the form

ZN =

∫
TdN

exp [ηNG(µxN )]f⊗Ns
(
dxN

)
,

with G : µ 7→ 〈µ⊗ µ, φ2〉 is polynomial function of order two. Namely:

G(µ) = 〈µ⊗ µ, φ2〉,
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where

φ2(x, z) = (V (x− z)− V ? fs(x)) :
∇2fs(x)

fs(x)
.

If V were continuous, Theorem I-4.7 would say that limN→+∞ eNm0ZN , exists and is finite
for a computable m0 ≥ 0, which is more than what is needed here. However, in this case
V is only bounded. The authors thus introduce a “modified law of large numbers” [194,
Theorem 4] which implies that ZN is bounded by a universal constant. The proof of [194,
Theorem 4] follows similar but much more difficult combinatorial arguments as the ones
in the proof of [194, Theorem 3]. It is based on a fine use of the two cancellations:∫

Td
φ2(x, z)fs(dz) = 0,

∫
Td
φ2(x, z)fs(dx) = 0,

for all x, z ∈ Td. It also needs Lp bounds on φ2 which depend on the regularity of fs. The
final bound (96) then follows from Gronwall lemma as before.

We conclude this section with some additional remarks and extensions of Theorem
3.16.

1. It is interesting to see how the tricky combinatorial results [194, Theorem 3, Theorem
5] can lead to the desired law of large numbers: an insightful use of exchangeability
allows to remove extra continuity assumptions.

2. A reminiscent pattern is the compromise between regularity whether on the initial
equation through coefficients, or on the limit process by strong well-posedness result.
Here very weak regularity is taken for the particle process, but strong regularity on
the limit measure is required. This is in a sense, the opposite of what is done in
Section 3.1.2.

3. The setting of Theorem 3.16 is in fact more general as it also allows a diffusion
coefficient σN which depends on N (we took σ = 1). The behaviour is different
depending on whether σN ≥ σ0 > 0 (non-degenerate case) or σN → 0 (vanishing
diffusion case). The first case would add an additional term which depends on
|σN − σ| in the final bound (96). The vanishing diffusion case is handled by [194,
Theorem 2] under slightly stronger regularity assumptions on K.

4. The kinetic case (in Rd) is the original one investigated in [193]. The modified law
of large number [193, Theorem 2] analogous to [194, Theorem 4] is slightly simpler
because of the symplectic structure of the system.

5. Recent extensions concern gradient systems with an interaction kernel of the form
K = −∇W . The analysis in [42, 269, 125] is based on a new modulated free energy
which includes in its definition the Gibbs equilibrium measures of the particle and
nonlinear systems.
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6. Guillin, Le Bris and Monmarché [174] have recently shown that Theorem 3.16 can
be made uniform in time for a broad class of singular kernels which includes the
Biot-Savart kernel on the torus and the 2D vortex model (see Section 5.1.3). To
obtain this result, the authors use a control of the relative entropy by the Fisher
information which appears in (97).

7. The entropy methods described here could be referred as global entropy methods
because a bound on the global entropy H(fNt |f⊗Nt ) (i.e. with N particles) gives a
local bound for the marginals of lower order k (by Lemma 2.7). In a recent work
[211], Lacker has developed local entropy methods to prove directly a bound on the
k-particle relative entropy

H(fk,Nt |f⊗kt ) = O((k/N)2),

for any k ≤ N (which also implies the bound ‖fk,Nt − f⊗kt ‖TV = O
(
k
N

)
by the

Pinsker inequality). The approach is based on a kind of BBGK hierarchy for the
family of k-particle relative entropies.

3.5 Concentration inequalities for gradient systems

In this section, we make a step forward after propagation of chaos and briefly state two
large deviation results for gradient systems. The first one is a weaker result which follows
from Theorem 3.3 and the Bakry-Emery criterion. The second result is stronger but
requires a significant amount of work which will not be detailed here.

The Bakry-Emery criterion (Proposition I-13) is applied to McKean-Vlasov gradient
systems in Malrieu [220] to obtain concentration inequalities at the particle level. For
each observable ϕ, it provides a quantitative estimate in both N and t of the deviation
between the N -particle system and its McKean-Vlasov limit. When the latter converges
as t → +∞ towards its unique invariant measure µ∞ (see Corollary 2), this also pro-
vides confidence interval for the convergence of the N -particle system towards µ∞. The
following theorem summarises the results of [220].

Theorem 3.17 (Concentration inequalities for gradient systems). Let us consider the
model (3) with the coefficients (53) and a potential V which is β-uniformly convex. Let f0

satisfy a log-Sobolev inequality with constant λ0 (see Section I-4.4.3) and assume that the
N-particles are initially i.i.d. with common law f0. The following properties hold under
the same assumptions as in Theorem 3.3.

1. There exists C > 0 such that for all ε ≥ 0, N ≥ 2, t ≥ 0,

sup
‖ϕ‖Lip≤1

P

(∣∣∣∣∣ 1

N

N∑
i=1

ϕ
(
X i
t

)
−
∫
E

ϕ(x)ft(dx)

∣∣∣∣∣ ≥ ε+

√
C

N

)
≤ 2e−

Nλtε
2

2 . (98)

2. There exists C > 0 such that for all ε ≥ 0,, N ≥ 2, t ≥ 0,

sup
‖ϕ‖Lip≤1

P

(∣∣∣∣∣ 1

N

N∑
i=1

ϕ
(
X i
t

)
−
∫
E

ϕ(x)µ∞(dx)

∣∣∣∣∣ ≥ ε+

√
C

N
+ Ce−βt

)
≤ 2e−

Nλtε
2

2 ,

(99)
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where λt > 0 is bounded from below and above and will be given in the proof.

Proof (sketch). A straightforward computation (see [220, Lemma 3.5]) shows that the N -
particle system satisfies the Bakry-Emery criterion (Proposition I-13) with constant β.
Then, if f0 satisfies LSI(λ0), [220, Corollary 3.7] shows that the one-particle distribution
f 1,N
t satisfies a log-Sobolev inequality with constant λt such that

1

λt
=

1− e−2βt

β
+

e−2βt

λ0

.

Thanks to Lemma I-4.13, it implies that f 1,N
t is concentrated around its mean with an

explicit error estimate. The first property therefore follows from the uniform in time
bound (55). Then, the distance between ft and µ∞ can be quantified in Wasserstein
distance:

W2(ft, µ∞) ≤ W2(ft, f
1,N
t ) +W2(f 1,N

t , µ1,N
∞ ) +W2(µ1,N

∞ , µ∞)

≤ C√
N

+

√
C

N
H(fNt |µN∞)

≤ C√
N

+ Ce−βt,

where the first and third terms on the right-hand side of the first line are bounded by
CN−1/2 by (55), the second term is controlled by the relative entropy by the Talagrand
inequality (I-111) and the last line follows as in the proof Corollary 2. Letting N → +∞
leads to

W2(ft, µ∞) ≤ Ce−βt.

The second property (99) thus follows by inserting this last bound in (98) (since the
Wasserstein-2 distance controls the Wasserstein-1 distance and using Proposition I-4).

Theorem 3.17 quantifies how the empirical measure µXNt is close from its limit (in
N and t) for the distance D1 given by (I-47). The distance D1 is dominated by the
stronger Wasserstein distance (both metricize the weak topology). Related stronger re-
sults have been shown by [36] using different techniques, based on the quantitative version
of Sanov theorem given by Theorem I-4.16. Note that compared to Malrieu’s results (98)
and (99), the goal is to interchange the supremum and the probability (thanks to the
Monge-Kantorovich duality formula Proposition I-4). This comes at the price of stronger
assumptions and with an eventually worse rate of convergence. The following theorem
summarises the results of [36, Theorem 2.9 and Theorem 2.12].

Theorem 3.18 (Pointwise W1 concentration inequalities). Let us consider the model (3)
with coefficients (53), assume that there exist some constants β, γ, γ′ ∈ R such that the
potentials V,W satisfy

∇2V ≥ βId, γId ≤ ∇2W ≤ γ′Id

and
∀x ∈ Rd, ∀a > 0, |∇V (x)| = O

(
ea|x|

2)
.
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Assume that the initial data admits a finite square exponential moment:

∃α0 > 0,

∫
Rd

eα0|x|2f0(dx) < +∞.

Then the following properties hold.

1. For all T > 0, there exists λ,C > 0 such that for all ε > 0, there exists Nε such that
for N ≥ Nε :

P
(

sup
0≤t≤T

W1

(
µXNt , ft

)
> ε

)
≤ C

(
1 + Tε−2

)
e−λNε

2

.

2. In the uniformly convex case β > 0 and β+2γ > 0, there exists λ,C, T0, ε0 > 0 such
that for all ε > 0, there exists Nε such that for N ≥ Nε :

sup
t≥T0 log(ε0/ε)

P
(
W1

(
µXNt , µ∞

)
> ε
)
≤ C

(
1 + ε−2

)
e−λNε

2

,

where µ∞ is the unique invariant measure of the nonlinear McKean-Vlasov system.

A pathwise generalisation is done in [30] in the case of a bounded time interval.

Theorem 3.19 (Pathwise W1 concentration inequality). With the same assumptions as
in Theorem 3.18, for all T > 0, there exist λ,C > 0 such that for all ε > 0, there exists
Nε such that for N ≥ Nε :

P
(
W1

(
µXN

[0,T ]
, f[0,T ]

)
> ε
)
≤ C

(
1 + Tε−2

)
e−λNε

2

,

where W1 denotes the Wasserstein-1 distance on the path space C([0, T ],Rd) (see Defini-
tion I-3.5).

3.6 General interactions

In this section, we discuss some results in the very general case of a McKean-Vlasov
diffusion of the form

b : Rd × P(Rd)→ Rd, σ : Rd × P(Rd)→Md(R), (100)

without assuming any particular form for these functions.

3.6.1 Extending McKean’s theorem

When b and σ are Lipschitz for the Wasserstein distance, then McKean’s theorem and its
proof can be easily extended.
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Theorem 3.20. In (3), let the drift and diffusion coefficients (100) satisfy the following
Lipschitz bound for all (x, y) ∈ E2 and (µ, ν) ∈ P(E)2:

max
(
|b(x, µ)− b(y, ν)|, |σ(x, µ)− σ(y, ν)|

)
≤ L

(
|x− y|+W2(µ, ν)

)
.

Assume that f0 ∈ Pq(E) for some q > 2. Then pathwise propagation of chaos in the
sense of Definition 2.5 holds for any T > 0, with p = 2 and with the synchronous coupling
introduced in Theorem 3.1. The convergence rate is given by

ε(N, T ) = C(b, σ, T )β(N),

where C(b, σ, T ) > 0 is a constant depending only on b, σ, q and T and β(N) is given by
[145, Theorem 1] :

β(N) =


N−1/2 +N−(q−2)/q if d < 4 and q 6= 4
N−1/2 log(1 +N) +N−(q−2)/q if d = 4 and q 6= 4
N−2/d +N−(q−2)/q if d > 4 and q 6= d/(d− 2)

Proof (sketch). We follow the same line of arguments of Sznitman’s proof. The main
change is that (38) should be replaced by

E
∣∣∣b(X i

t, ft
)
− b
(
X i
t, µXNt

)∣∣∣2 ≤ LEW 2
2

(
µXNt , ft

)
≤ C(T )β(N),

where the last inequality (with a constant C(T ) > 0) comes from [145, Theorem 1] since
the Xk

t are independent and using a uniform moment bound on [0, T ]. The inequality
(39) still holds (with a different constant) thanks to the straightforward inequality

EW 2
2

(
µXNt , µXNt

)
≤ 1

N

N∑
j=1

E
∣∣Xj

t −X
j
t

∣∣2 = E
∣∣X i

t −X i
t

∣∣2,
for any i ∈ {1, . . . , N} by symmetry. The rest of the proof proceeds as before.

The proof of Theorem 3.20 is also detailed very concisely but precisely in [51, Section
1].

Remark 9 (Completeness and exchangeability). It may also be interesting to try to adapt
McKean’s argument (Section 3.1.1) to the setting of Theorem 3.20. Most of the proof
remains unchanged, the main difficulty (which arises just after (34)) is the control the
quantity

EW 2
2

(
µXN,Mt

, µXMt

)
,

that is, we need to control the Wasserstein distance between two empirical measures with
different numbers of samples. To do that, we can mimic the proof of the Hewitt-Savage
Theorem I-3.17 in [184, Theorem 5.1] and replace the Wasserstein distance by a Sobolev
norm H−s (Definition I-3.3). Under some moment assumptions, it defines a distance
which is equivalent to the Wassertein distances [184, Lemma 2.1]. Taking advantage of
the polynomial structure property stated in Lemma I-3.4, it is shown in Proposition I-17
that:

E
∥∥µXN,Mt

− µXMt
∥∥2

H−s
≤ 2‖Φs‖∞

(
1

N
− 1

M

)
.
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As a general rule, if b, σ are globally Lipschitz for a Wasserstein metric, then it is
possible to extend any result obtained by (synchronous) coupling. The price to pay is a
possibly bad convergence rate, in particular with respect to the dimension d. Since the
convergence rate typically comes from the quantitative Glivenko-Cantelli theorem [145]
which is sharp in general, it seems hard to obtain better results with this technique. One
can also readily check that the approach of Section 3.1.3 based on Itō’s formula can be
applied under convexity assumptions, for instance when

b(x, µ) = −∇V (x) + b0(x, µ),

where V is convex and b0 : Rd × P(Rd) → Rd is globally Lipschitz. Following these
ideas, the most general and comprehensive article that we are aware of is [6]. The authors
use the synchronous coupling method to prove pathwise propagation of chaos in various
Lipschitz and non Lipschitz cases for a mixed jump-diffusion model with simultaneous
jumps (see Example (I-21)). Because of the jump interactions, the authors work in a
more amenable L1 framework (the results are stated for the W1 distance). Compared to
the L2 framework of Theorem 3.20 this brings some additional technicalities regarding
the diffusion part but it does not modify the argument. See also [168] for an earlier work
on jump-diffusion models in a L2 framework but using martingale arguments similar to
[273, 274].

Finally, the globally Lipschitz framework of [6] has recently been weakened in [133]
where the author proves the well-posedness and the propagation of chaos for general
jump-diffusion McKean models with local Lipschitz coefficients but with an additional
assumption about bounded exponential moments. This result is reminiscent from [31]
(see Section 3.1.2).

3.6.2 Chaos via Girsanov theorem

When σ = Id (or more generally when σ is non singular and does not depend on the
measure argument), under a Lipschitz assumption on the drift, it is also possible to
prove strong pathwise chaos in TV norm as in Corollary 1, via a Girsanov transform
argument. When the drift is Lipschitz in Wasserstein distance, this follows immediately
from Theorem 3.20, Lemma 2.8 and [145] (this extends Corollary 1).

A recent strategy improves this idea without requiring the preliminary propagation of
chaos result which holds only with strong Lipschitz assumptions. The following theorem
is a weakened version of [210, Theorem 2.6].

Theorem 3.21 ([210]). Fix T > 0 and I = [0, T ]. In (3), assume that σ = Id, that b is
bounded and that b(x, ·) is Lipschitz for the total variation norm uniformly in x. Then
for all k ∈ N it holds that

lim
N→+∞

H
(
fk,NI |f

⊗k
I

)
= 0.

This result relies of course on Lemma 2.8. The strategy of [210] is then to use a crude
large deviation principle to show that the right-hand side of (24) goes to zero as N → +∞.
The key argument is the following result: there exists a constant C > 0 which depends
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only on b such that for all measurable open neighbourhood of fI ,

lim sup
N→+∞

1

N
logP

(
µXNI /∈ U

)
= e−CT inf

ν /∈U
H(ν|fI).

This result is a kind of Sanov theorem obtained by a change of measure argument from the
classical Sanov theorem applied to an i.i.d sequence of fI-distributed random variables.
This is [210, Theorem 2.6 (1)]. This result implies that Φ(µXNI )→ Φ(fI) in probability for

all bounded continuous measurable Φ on P(C([0, T ],Rd)) (see [210, Remark 2.8]). The
conclusion follows by noting that the right-hand side of (24) is precisely an observable
of this form. The detailed proof is actually written in a much more general setting than
(100), since it is assumed that b and σ are of the form:

b : [0, T ]× C([0, T ],Rd)× P(C([0, T ],Rd))→ Rd, σ : [0, T ]× C([0, T ],Rd)→Md(R),

that is they depend on the time argument and on the full pathwise trajectories of the
particles (instead of their local in time state). The diffusion matrix is assumed to be
invertible everywhere and does not depend on the measure argument. The power of
Girsanov theorem is precisely that despite this level of generality, the argument is not
much modified and the proof remains relatively short. The main change is maybe the
more careful look at the topology (since we work fully on the path space) and the questions
of measurability which are discussed in [210, Sections 2.1 and 2.2]. Various well-posedness
results for the particle and the nonlinear systems within this setting are also presented.

An important example of such generalized framework is the probabilitstic interpreta-
tion of the parabolic-parabolic Keller-Segel model

∂tρ(t, x) = −χ∇ · (ρ∇c) +
1

2
∆ρ (101a)

∂tc(t, x) = −λc+ ρ+
1

2
∆c, (101b)

where ξ, λ > 0. Compared to the parabolic-elliptic Keller-Segel model (51), the ellip-
tic equation (51b) is replaced by a parabolic equation which models the diffusivity and
evaporation of the chemical substance. In [277, 284], the authors proposed the following
probabilistic interpretation of (101), which takes the form of a nonlinear non-Markovian
McKean-Vlasov process

dX t = b(t,X t)dt+
{∫ t

0

(Kt−s ? ρs)(X t)ds
}

+ dBt, (102a)

c(t, x) = e−λt(gt ? c0)(x) +

∫ t

0

ρt−s ? e−λsgs(x)ds, (102b)

where ρt = Law(X t), c0 is an initial concentration and

Kt(x) = χe−λt∇gt, b(t, x) = χe−λt∇(c0 ? gt), gt(x) =
1

(2πt)d/2
e−
|x|2
2t .
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In this context, the natural mean-field particle version of (102) can be obtained formally by
taking N independent Brownian motions and by replacing the density ρt by the empirical
measure of the particle system. The singularity of K0 and the non-Markovian setting
raise many issues and the rigorous mean-field limit is proved in dimension one only in
[196] using a Girsanov transform argument. This argument has also been applied in [283]
in a Markovian setting similar to (49) but with a time dependent force F ≡ F (t, x)
which belongs to the space Lqloc([0,+∞), Lp(Rd)), with exponents p, q ∈ (2,∞) such that
d
p

+ 2
q
< 1.

A drawback of the previous results is that there are not quantitative (as they rely
on a large deviation principle or on compactness arguments). A sharper analysis of the
Girsanov transform argument is presented in [195, Theorem 2.1] and leads to the same
kind of result with a quantitative optimal rate of convergence. The argument is very
probabilistic and can be understood as the probabilistic counterpart of [194] (see Section
3.4). The assumptions are taken to ensure a fine control of the computations in Girsanov
theorem and may not be easily interpreted within our usual setting but various detailed
applications to more usual forms of McKean-Vlasov diffusion are presented, for instance
the case with only bounded coefficients (as in Section 3.4.1).

3.6.3 Other techniques

It turns out that it quickly becomes quite challenging to go beyond the nice globally
Lipschitz setting. Depending on the chosen topology, even seemingly simple linear cases
such as

b(x, µ) = K ? µ(x), K : Rd × Rd → Rd,

can become problematic: if K is unbounded, even if it has a linear growth, then b is not
continuous any more for the weak topology. In addition to the continuity, a sufficient set
of assumptions under which well-posedness and propagation of chaos can be proved are
given in [160, Section 5]. We reproduce it below.

Assumption 7 ([160]). Given p ≥ 2 and R > 0, let us define

Pp,R(Rd) :=

{
µ ∈ P(Rd),

∫
Rd
|x|pµ(dx) ≤ R

}
,

endowed with the topology induced by the weak topology on P(Rd) (in the sense of Defi-
nition I-3.6). Assume that Pp(Rd) is equipped with the “inductive topology” defined by:
A ⊂ Pp(Rd) is open if and only if A ∩ Pp,R(Rd) is open in Pp,R(Rd) for each R > 0.
Assume that there exists p ≥ 2 such that

b : Rd × Pp(Rd)→ Rd, σ : Rd × Pp(Rd)→Md(R)

are continuous and that σ(x, µ) is invertible for all (x, µ) ∈ Rd × Pp(Rd). Assume that
there exists C > 0 and CR > 0 for each R > 0 such that b, σ satisfy the following
properties.
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• (Coercivity and growth). For all µ ∈ P(Rd) with compact support∫
Rd

[
(p− 1)‖σ(x, µ)‖2 + 2〈x, b(x, µ)〉

]
|x|p−2µ(dx) ≤ C

(
1 +

∫
Rd
|x|pµ(dx)

)
,

and for all R > 0, µ ∈ Pp,R(Rd), x ∈ Rd,

‖σ(x, µ)‖2 + 2〈x, b(x, µ)〉 ≤ CR(1 + |x|2).

• (Monotonicity). For all R > 0, for all µ, ν ∈ Pp,R(Rd) and for any coupling
Π ∈ P(Rd × Rd) between µ, ν,∫∫

Rd×Rd

[
‖σ(x, µ)− σ(y, ν)‖2 + 2〈x− y, b(x, µ)− b(y, ν)〉

]
+

Π(dx, dy) ≤ CR,

and∫∫
Rd×Rd

(
‖σ(x, µ)− σ(y, ν)‖2 + 2〈x− y, b(x, µ)− b(y, ν)〉

)
Π(dx, dy)

≤ CR

∫∫
Rd×Rd

|x− y|2Π(dx, dy).

Remark 10. Note that the inductive topology on Pp(Rd) is not so far from the topology
induced by the Wp distance. Actually, from [160, Proposition B.3], a sequence (µn)n in
Pp(Rd) converges towards µ for the inductive topology if and only if

µn → µ, sup
n

∫
Rd
|x|pµn(dx) < +∞,

where the convergence is the weak convergence. A slightly simpler set of assumptions
expressed in the space (Pp(Rd),Wp) is given for instance in [306, Section 2]. See also
the recent [241]. Note however that the inductive topology can also be defined when
the bound on the p-th moment is replaced by a bound on 〈µ, ϕ〉 for a fixed nonnegative
continuous test function ϕ on Rd, usually called a Lyapunov function. The main results of
[160] are proved within this generalised setting. Additional topological details are given
in [160, Appendix B].

The very detailed article of Gärtner [160] proves (weak) pathwise well-posedness and
propagation of chaos using martingale arguments. This extends earlier works due to
Funaki [157] (for the well-posedness of the nonlinear system only) and Léonard [215].
For further works using martingale and compactness arguments, let us also mention [75]
for a slightly weakened Lipschitz assumption and [92] for a generalised case where the
particles depend on possibly correlated Brownian motions. Note that in this last case,
propagation of chaos does not always hold and the empirical measure process converges
weakly towards a (non-deterministic) measure-valued process.

While propagation of chaos has never stopped being an active field of research, it seems
that, regarding the case of very general interaction functions (100), the work of Gärtner
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has long stayed one of the most, if not the only, complete and general result. Almost three
decades later, this question enjoyed a sudden resurgence of interest, motivated mainly on
the one hand by biological models (in particular neuron models) and on the other hand
by the theory of mean-field games. In addition to the aforementioned works [6, 51, 210],
we will conclude this section with some recent directions of research which originate in
the mean-field games community. Note that due to the (necessary) higher degree of
technicality, we will not enter into much details. Classical references on the mean-field
games theory include [47, 46, 53, 52].

• In [67], the authors prove a very neat bound of the form

∣∣∣Φ(ft)− EΦ
(
µXNt

)∣∣∣ =
k−1∑
j=1

Cj
N j

+O
(

1

Nk

)
,

where Φ : P2(Rd) → R, the constants Cj do not depend on N and k depends on
the regularity of Φ, b and σ. In this context, regularity means differentiability in
the Wasserstein space (P2(Rd),W2). As we have already seen in Section I-4.3.4
regarding [240, 239], defining a differential calculus on the space of measures is not
an easy task. The framework detailed in [67, Section 2] is based on the notion of
“linear functional derivatives” and “L-derivatives” introduced in [47]. Note that
the authors still assume at least a uniform bound on the diffusion matrix but also
that b and σ are globally Lipschitz for the W2 distance. But contrary to the results
obtained using the Glivenko-Cantelli theorem [145], the constants Cj do not depend
on the dimension. In fact, the framework of [67] is also applicable to the static case of
N µ-distributed i.i.d random variables XN and thus it provides explicit convergence
rate of EΦ(µXN ) towards Φ(µ) for smooth observables on P2(Rd). The above result
in both the static and McKean-Vlasov cases is obtained when Φ is “(2k + 1)-times
differentiable with respect to the functional derivative”.

• In [71] (see also [69]) the authors revisit the question of the well-posedness of the
martingale problem associated to McKean-Vlasov equations with general interac-
tions and relate this question to the study of a class of (linear) parabolic type PDEs
on the Wasserstein space (the backward Kolmogorov equation with source term and
terminal condition). In the subsequent work [70], the problem is investigated at the
particle level which provides (quantitative) propagation of chaos results concern-
ing the trajectories of the particles, the convergence of their distribution and the
convergence of the emprirical measure process. The results hold when b and σ are
bounded, Hölder continuous in space and with two bounded and Hölder continuous
linear functional derivatives in the measure argument and when σ is also uniformly
elliptic. The strategy is also linked to the notion of regularization by noise and the
Zvonkin transform, see [309, 297].
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4 Boltzmann models

The probabilistic treatment of the Boltzmann model has been initiated by Kac in the
seminal article [204]. The original treatment of Kac model (Example I-13) is based on
the continuity of the generator LN on the space of test functions (Cb(E

N), ‖ · ‖∞). The
arguments have been later generalised [49] for a wider class of models under boundedness
assumptions at the pointwise level (Section 4.1). A pathwise generalisation of Kac’s the-
orem is due to [169] (Section 4.2). Many physical models (for instance (19) and (20)) do
not fit into this framework because of the strong boundedness assumption on the collision
rate. To prove more general results, we will first discuss the historical stochastic martin-
gale arguments [281, 273] (Section 4.3) and then three historical arguments which have
recently been brought up to date and completed: first the SDE and coupling method due
to Murata [245] (Section 4.4); then the pointwise study of the generator of the empirical
process initiated by Grünbaum [172] (Section 4.5); finally, we briefly present Lanford’s
approach [213] on the deterministic hard-sphere system (Section 4.6).

4.1 Kac’s theorem via series expansions

The following theorem, originally due to Kac, is the most important result of this section.

Theorem 4.1 (Kac). Let (fN0 )N be a sequence of symmetric probability measures on EN

which is f0-chaotic for a given f0 ∈ P(E). Let (ZNt )t be the N-particle process with initial
law fN0 and with generator

LNϕN =
1

N

∑
i<j

L(2) �ij ϕN ,

with L(2) given by Assumption 1 together with the uniform bound (9) on the interaction
rate λ. Let s ∈ N, s ≥ 1, and let ϕs ∈ Cb(Es) be a test function. Then for any time t > 0
there exists ft ∈ P(E) such that

E
[
ϕs
(
Zs,Nt

)]
−→

N→+∞
〈f⊗st , ϕs〉.

where we recall that Zs,Nt denotes the process in Es extracted from the s first components
of ZNt . Moreover ft is a weak measure solution of the general Boltzmann equation (10).

We present two proofs of this theorem. Both are based on the explicit solution of
the Liouville equation given by a series expansion. The first proof works at the level
of observables. The second proof is slightly shorter but also requires a L1 framework
to work at the level of the laws (forward Kolmogorov point of view). The first proof is
due to Kac [204] for a one-dimensional caricature of a Maxwellian gas. The arguments
are generalised in [50]. Our presentation is also inspired by the work of McKean [224].
The second proof is the probabilistic version of Lanford’s approach on the deterministic
hard-sphere system (see Section 4.6). The bound (9) and the fact that the interactions
are delocalised considerably simplify the proof. The detail of the proof can be found in
[260].
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Proof (at the level of the observables). Since the operator LN is bounded for the ‖ · ‖∞
norm, the exponential series etLN is convergent and it holds that:

E
[
ϕs
(
Zs,Nt

)]
=

+∞∑
k=0

tk

k!
〈fN0 ,LkNϕs〉. (103)

The strategy is to apply the dominated convergence theorem to pass to the limit in this
series. The crucial observation is that the series converges for t small enough, uniformly
in N . Using only the continuity estimate

‖LNϕs‖∞ ≤ C(Λ)N‖ϕs‖∞, (104)

would give the convergence on a time interval t < 1/(NC(Λ)) and it would not be possible
to take the limit N → +∞. However, when s ≥ 1 is fixed, better estimates are available
which are summarised in the following lemma. The basic idea is to split the general term
of the series into two parts (105), one of order 1/N which vanishes when s is fixed and a
leading term of order one which converges and which will give the desired limit.

Lemma 4.2. Let us consider the linear operator D on Cb(E
∞) := ∪`≥0Cb(E

`) defined for
ϕs ∈ Cb(Es) by:

(Dϕs)(z
1, . . . , zs, zs+1) :=

s∑
i=1

(L(2) �i,s+1 (ϕs ⊗ 1))(z1, . . . , zs, zs+1).

Note that since Cb(E
`) ⊂ Cb(E

`+1) by the inclusion ϕs 7→ ϕs ⊗ 1, the space Cb(E
∞) is

actually a vector space. The following properties hold.

(1) For all k, s such that k + s ≤ N ,

〈fN0 ,LkNϕs〉 =
us,k(ϕs)

N
+ α

(s,k)
N 〈f s+k,N0 ,Dkϕs〉, (105)

where us,k(ϕs) satisfies

|us,k(ϕs)| ≤ C(Λ)k‖ϕs‖∞
(s+ k − 2)!

(s− 1)!

k−1∑
`=0

(s+ `)2, (106)

where C(Λ) is the constant in (104) (in particular, it does not depend on N nor on
k), and

α
(s,k)
N :=

(N − s) . . . (N − s− k + 1)

Nk
. (107)

(2) There exists t0 > 0 which depends only on s and Λ such that the series (103) converges
absolutely, uniformly in N and t ∈ [0, t0].

(3) For each k ≥ 1, it holds that

〈fN0 ,LkNϕs〉 −→
N→+∞

〈f⊗(s+k)
0 ,Dkϕs〉. (108)
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The second point is proved in [50, Lemma 3.1]. The only difference is that in our
setting, we have to take into account the constant Λ. Their proof is based on an estimate
similar to (106) obtained by a combinatorial argument which does not use the splitting
(105). The third point is essentially the content of [50, Lemma 3.3]. We give an alternative
proof here based on the properties of the operator D which was introduced by McKean
[224].

Proof. Let us start from the following observation: for all z1, . . . , zN ∈ E,

LNϕs(z1, . . . , zN) =
s

N
Lsϕs(z1, . . . , zs) +

1

N

N∑
`=s+1

(Dϕs)(z
1, . . . , zs, z`). (109)

Note that LNϕs is a function of N variables but it can be written as the sum of s functions
of s variables and (N − s) functions of (s+ 1) variables. By symmetry we deduce that:

〈fN0 ,LNϕs〉 =
s

N
〈f s,N0 ,Lsϕs〉+

N − s
N
〈f s+1,N

0 ,Dϕs〉. (110)

Moreover, the following continuity estimates hold for all s ≥ 1,

‖Lsϕs‖∞ ≤ C(Λ)s‖ϕs‖∞, ‖Dϕs‖∞ ≤ C(Λ)s‖ϕs‖∞, (111)

where C(Λ) depends only on Λ.

(1) The first point is proved by induction on k ≤ N . The case k = 0 is the initial
chaoticity assumption and the case k = 1 immediately follows from (110) and (111).
Let us assume the result for k ≥ 1 and let us take s ∈ N such that s + k + 1 ≤ N .
Using (109), by exchangeability it holds that

〈fN0 ,Lk+1
N ϕs〉 =

s

N
〈fN0 ,LkN(Lsϕs)〉+

N − s
N
〈fN0 ,LkN(Dϕs)〉.

Since Lsϕs is a function of s variables and Dϕs is a function of (s+ 1) variables with
(s+ 1) +k ≤ N , the induction hypothesis for each of the two terms on the right-hand
side gives:

〈fN0 ,Lk+1
N ϕs〉 =

s

N

(
us,k(Lsϕs)

N
+ α

(s,k)
N 〈f s+k,N0 ,Dk(Lsϕs)〉

)
+
N − s
N

(
us+1,k(Dϕs)

N
+ α

(s+1,k)
N 〈f s+1+k,N

0 ,Dk+1ϕs〉
)
.

First we note that:

α
(s,k+1)
N =

N − s
N

α
(s+1,k)
N ,

as expected. Then we set:

us,k+1(ϕs) :=
s

N
us,k(Lsϕs) + sα

(s,k)
N 〈f s+k,N0 ,Dk(Lsϕs)〉+

N − s
N

us+1,k(Dϕs). (112)
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The induction hypothesis (106) can be used again to bound us,k+1(ϕs). First we note
that

(s+ k − 2)!

(s− 1)!

k−1∑
`=0

(s+ `)2 ≤ (s+ k − 1)!

s!

k−1∑
`=0

(s+ 1 + `)2.

Thus using the continuity bounds (111) and the induction hypothesis (106), we deduce
that:

s

N
|us,k(Lsϕs)|+

N − s
N
|us+1,k(Dϕs)| ≤ C(Λ)k+1‖ϕs‖∞

(s+ k − 1)!

(s− 1)!

k−1∑
`=0

(s+ 1 + `)2.

(113)

Moreover, it holds that α
(s,k)
N ≤ 1, so using (111) again leads to

sα
(s,k)
N 〈f s+k,N0 ,Dk(Lsϕs)〉 ≤ C(Λ)k+1s2 (s+ k − 1)!

(s− 1)!
‖ϕs‖∞. (114)

Reporting (113) and (114) into (112) finally gives:

|us,k+1(ϕs)| ≤ C(Λ)k+1‖ϕs‖∞
(s+ k − 1)!

(s− 1)!

k∑
`=0

(s+ `)2,

which concludes the proof of the first point.

(2) Let us split the series (103) into two parts, the first one for k = 0, . . . , N − s and the
second one for k ≥ N − s+ 1. For the second part, we use the crude estimate:

‖LkNϕs‖∞ ≤ C(Λ)Nk‖ϕs‖∞.

Then using Stirling’s formula, the series

+∞∑
k=N−s+1

(C(Λ)t)k

k!
Nk ≤

+∞∑
k=N−s+1

(C(Λ)t)k

k!
(k + s− 1)k,

is convergent for t < 1
2C(Λ)e

. Then using the first point it holds that:

N−s∑
k=0

tk

k!
〈fN0 ,LkNϕs〉 ≤

1

N

N−s∑
k=0

tk

k!
us,k(ϕs) +

N−s∑
k=0

tk

k!
〈f s+k,N0 ,Dkϕs〉.

From (106), the following elementary estimate holds for k ≥ 1:

tk

k!
|us,k(ϕs)| ≤ (C(Λ)t)k‖ϕs‖∞

(s+ k − 2)!

k!(s− 1)!
k(s+ k − 1)2

≤ (C(Λ)t)k‖ϕs‖∞
(
s+ k − 2

s− 1

)
(s+ k − 1)2

≤ (C(Λ)t)k‖ϕs‖∞es−1

(
1 +

k − 1

s− 1

)s−1

(s+ k − 1)2.
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It follows that the series whose general term is (tk/k!)us,k(ϕs) is absolutely convergent
uniformly in N for t small enough. Similarly, for the series whose general term is
bounded by

tk

k!
|〈f s+k,N0 ,Dkϕs〉| ≤ (C(Λ)t)k‖ϕs‖∞

(
s+ k − 1

s− 1

)
≤ (C(Λ)t)k‖ϕs‖∞es−1

(
1 +

k

s− 1

)s−1

,

the same conclusion holds. This concludes the proof of the second point.

(3) This follows immediately from the first point, the fact that α
(s,k)
N → 1 as N → +∞

and the initial chaoticity assumption.

Once the lemma is proved, it follows that for any t < t0 there exists a family of
probability measures (f

(s)
t )s on Es such that

E
[
ϕs
(
Zs,Nt

)]
−→

N→+∞
〈f (s)
t , ϕs〉 :=

+∞∑
k=0

tk

k!
〈f⊗(s+k)

0 ,Dkϕs〉. (115)

It remains to prove that f
(s)
t = f⊗st where ft = f

(1)
t . The following argument is due to

McKean [224] who noted that the operator D is a derivation in the sense that for any
s1, s2 ∈ N

D(ϕs1 ⊗ ϕs2) = Dϕs1 ⊗ ϕs2 + ϕs1 ⊗Dϕs2 .

Leibniz rule therefore implies that for any s1 + s2 = s and ϕs1 ∈ Cb(Es1), ϕs2 ∈ Cb(Es2),

〈f (s)
t , ϕs1 ⊗ ϕs2〉 =

+∞∑
k=0

tk

k!

k∑
`=0

(
k

`

)
〈f⊗(s1+s2+k)

0 ,D`ϕs1 ⊗Dk−`ϕs2〉

=
+∞∑
k=0

tk

k!

k∑
`=0

(
k

`

)
〈f⊗(s1+`)

0 ,D`ϕs1〉〈f
⊗(s2+k−`)
0 ,Dk−`ϕs2〉

=
+∞∑
k=0

tk

k!
〈f⊗(s1+k)

0 ,Dkϕs1〉
+∞∑
`=0

t`

`!
〈f⊗(s2+`)

0 ,D`ϕs2〉

= 〈f (s1)
t , ϕs1〉〈f

(s2)
t , ϕs2〉.

From which it follows that f
(s)
t = f

(s1)
t ⊗f (s2)

t and therefore f
(s)
t = f⊗st . Then, by absolute

convergence of all the series, it is possible to differentiate with respect to time and directly
check that ft is a weak-measure solution of the Boltzmann equation: for a test function
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ϕ ∈ Cb(E),

d

dt
〈ft, ϕ〉 =

+∞∑
k=0

tk

k!
〈f⊗(k+2)

0 ,Dk+1ϕ〉

=
+∞∑
k=0

tk

k!
〈f⊗(k+2)

0 ,Dk[Dϕ]〉

= 〈f⊗2
t ,Dϕ〉,

where the last line follows from (115) with s = 2. Finally, since t0 does not depend on
the initial condition, the same reasoning applies on [t0, 2t0] and so on and therefore the
result holds for any t > 0.

Remark 11 (Convergence rate). Although we did not write it in the statement of the
theorem, it can be seen from the proof (Equation (106)) that for any ϕs, E[ϕs(Zs,Nt )]
converges towards 〈f⊗st , ϕs〉 at rate 1/N (with a constant which depends on ϕs and s).
This rate is optimal since it implies

E
∣∣ϕs(Zs,Nt )

− 〈f⊗st , ϕs〉
∣∣2 = O(1/N).

Within this approach, the limit ft is defined weakly and the above proof is actually a
proof of existence of a weak-measure solution of the Boltzmann equation. The dual proof
follows the same arguments at the level of the laws. For simplicity, we present it in a L1

framework and follow closely the arguments of [260].

Proof (Forward point of view). Let the initial law fN0 ∈ L1(EN) be in L1(EN), for all
N ∈ N. We denote by f s,Nt the s-marginal of the law of the particle system at time t > 0.
By integrating the Liouville equation (in strong form) with respect to the variables s+ 1
to N , the s-th marginal f s,Nt is shown to satisfy the famous BBGKY hierarchy (see also
Section I-3.2.1):

∂tf
s,N
t =

s

N
Lsf s,Nt +

N − s
N
Cs,s+1f

s+1,N
t , (116)

where the operator Cs,s+1 : P(Es+1) → P(Es) is defined as the dual of D restricted to
Cb(E

s), for f (s+1) ∈ P(Es+1) and ϕs ∈ Cb(Es),

〈Cs,s+1f
(s+1), ϕs〉 := 〈f (s+1),Dϕs〉.

Equation (116) can be re-written using Duhamel’s formula:

f s,Nt = T
(s)
N (t)f

(s,N)
0 +

N − s
N

∫ t

0

T
(s)
N (t− t1)Cs,s+1f

s+1,N
t1 dt1,

where T
(s)
N is the Markov semi-group acting on P(Es) generated by s

N
Ls. Iterating this

formula gives an explicit formula for the solution of (116), namely:

f s,Nt =
+∞∑
k=0

α
(s,k)
N

∫ t

0

∫ t1

0

. . .

∫ tk−1

0

T
(s)
N (t− t1)Cs,s+1T

(s+1)
N (t1 − t2)Cs+1,s+2 . . .

Cs+k−1,s+kT
(s+k)
N (tk)f

s+k,N
0 dt1 . . . dtk, (117)
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where α
(s,k)
N is given by (107). Just as in the previous proof, the goal is to show from this

series expansion that it is possible take the limit N → +∞ in the series and that the
limit defines a ft-chaotic family where ft solves the Boltzmann equation. The strategy is
again to show the uniform convergence of the series for small t and then the term-by-term
convergence. The uniform convergence of the series is straightforward in a L1 framework
since the operator T

(s)
N is an isometry in L1(Es) and for all s ≥ 1:

∀f (s+1) ∈ L1(Es+1), ‖Cs,s+1f
(s+1)‖L1(Es) ≤ sC(Λ)‖f (s+1)‖L1(Es+1).

Thus the series of the L1 norms are bounded by,

+∞∑
k=0

s(s+ 1) . . . (s+ k − 1)
tk

k!
C(Λ)k ≤

+∞∑
k=0

(2C(Λ)t)k,

and uniform convergence in L1 holds for t < 1/(2CΛ). Assume that it is possible to prove
the existence and uniqueness of the solution ft of the Boltzmann equation, as an element
of C([0, t0], L1(E)) (typically by a fixed point method). Then a direct computation shows
that starting from f⊗s0 the function f⊗st satisfies:

f⊗st =
+∞∑
k=0

tk

k!
Cs,s+1Cs+1,s+2 . . . Cs+k−1,s+kf

⊗(s+k)
0 . (118)

Each term of this series is exactly the limit in L1 of the corresponding term in the series
(117) since

∀f (s) ∈ L1(Es), ‖(T(s)
N − Id)f (s)‖L1(Es) −→

N→+∞
0.

The proof can be terminated by iterating the argument for all t > 0 as in the previous
proof.

Adding one-particle individual flows

To conclude this section, we briefly explain how to extend the result to the more general
case where each particle also has an individual flow given by an operator L(1). As in
Section 2.2.3, let us consider a N -particle system defined by the operator

LNϕN =
N∑
i=1

L(1) �i ϕN +
1

N

∑
i<j

L(2) �ij ϕN ,

where L(2) satisfies the assumptions of Theorem 4.1 and where we assume that the operator
L(1) generates a continuous Markov semi-group acting on a sufficiently large subset of
Cb(E). For instance and as explained at the beginning of Section 2.2.3, this extension is
particularly important as it includes the case of kinetic particles in E = Rd × Rd where
the particles are subject to the free-transport between the collisions. Note however that,
as mentioned in Section 2.2.3, the boundedness assumption on the rate of collision in
Theorem 4.1 does not allow the physically important case where two particles collide only
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when they are exactly at the same position, since in this case, the collision rate is a Dirac
delta and thus unbounded.

In the first approach, the proof is exactly the same with D replaced by D + S where
S is the linear operator on Cb(E

∞) defined by

∀ϕs ∈ Cb(Es), Sϕs =
s∑
i=1

L(1) �i ϕs.

The exponential formula (103) does not converge when S is not continuous for the L∞

norm, which includes many interesting case such as free transport or diffusion. However,
when S generates a backward semi-group T on Cb(E

∞) which is continuous for the L∞

norm, one can write

〈fNt , ϕs〉 = 〈f s,N0 ,T(t)ϕs〉+

∫ t

0

d

dt1
〈fNt1 ,T(t− t1)ϕs〉dt1.

A direct computation shows that

d

dt1
〈fNt1 ,T(t− t1)ϕs〉 = 〈fNt1 ,L

B
NT(t− t1)ϕs〉,

where LBN = 1
N

∑
i<j L

(2)�ij. Iterating this formula, one gets the backward series expan-
sion:

〈fNt , ϕs〉 =
+∞∑
k=0

∫ t

0

∫ t1

0

. . .

∫ tk−1

0

〈fN0 ,T(tk)LBNT(tk−1 − tk) . . .

. . .LBNT(t− t1)ϕs〉dt1 . . . dtk.

Tedious combinatorial arguments lead to the term-by-term convergence:

〈fN0 ,T(tk)LBNT(tk−1 − tk) . . . . . .LBNT(t− t1)ϕs〉
−→

N→+∞
〈f⊗(s+k)

0 ,T(tk)DT(tk−1 − tk) . . . . . .DT(t− t1)ϕs〉.

Note that when the exponential series T(t) = etS converges, then:∫ t

0

∫ t1

0

. . .

∫ tk−1

0

〈f⊗(s+k)
0 ,T(tk)DT(tk−1 − tk) . . . . . .DT(t− t1)ϕs〉dt1, . . . dtk

=
tk

k!
〈f⊗(s+k)

0 , (D + T)kϕs〉.

With the second approach, the non-homogeneous case is thoroughly detailed in [260].
The main difference with the proof in the homogeneous case is that Equation (118) should
be replaced by

f⊗st =
+∞∑
k=0

∫ t

0

∫ t1

0

. . .

∫ tk−1

0

T(s)
∞ (t− t1)Cs,s+1T

(s+1)
∞ (t1 − t2)Cs+1,s+2 . . .

Cs+k−1,s+kT
(s+k)
∞ (tk)f

⊗(s+k)
0 dt1 . . . dtk.
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where T
(s)
∞ is the Markov semi-group generated by

∑s
i=1 L

(1)�i. The domination part is
similar to the homogeneous case and the term-by-term convergence becomes

‖(T(s)
N −T(s)

∞ )f (s)‖L1(Es) → 0.

4.2 Pathwise Kac’s theorem via random interaction graphs

Under the same (strong) hypotheses of Kac’s theorem, a more powerful result is due to
Graham and Méléard [169, 229]. The proof follows a completely different strategy and
relies on a trajectorial representation of the process based on the notion of interaction
graphs presented in the introductory Section 2.3.5. Kac’s theorem states a pointwise
result, the following theorem works at the pathwise level.

Theorem 4.3. Let LN be of the form (6) with Assumption 1 and let us assume the
uniform bound (9). Let T > 0 be a fixed time and I = [0, T ]. Let fNI ∈ P(D([0, T ], E)N)
be the pathwise law (with initial time marginal f⊗N0 ) of the N-particle system defined by
LN and denote by f s,NI ∈ P(D([0, T ], E)s) its s-marginal for s ∈ N. Then the following
properties hold.

(i) There is propagation of chaos in total variation norm: there exists C > 0 such that
for any s ∈ N :

∥∥f s,NI −
(
f 1,N
I

)⊗s∥∥
TV
≤ Cs(s− 1)

ΛT + Λ2T 2

N
, (119)

where the TV norm is the s-dimensional total variation norm.

(ii) There exist C > 0 and a probability measure fI ∈ P(D([0, T ], E)) such that

∥∥f 1,N
I − fI

∥∥
TV
≤ CeΛT

N
,

moreover fI solves the nonlinear Boltzmann martingale problem with initial time
marginal f0 (see Definition I-2.4).

(iii) Let (ZNt )t be a particle process with law fNI . Then for all Φ ∈ Cb(D([0, T ], E)),

E
∣∣〈µZNI − fI ,Φ〉∣∣2 = O(1/N).

The main result is the propagation of chaos in total variation norm with an explicit
convergence rate. The other properties follow more easily so we focus on the first point.

Proof (sketch). The proof is based on the observation that given an interaction graph
Gi(Tk,Rk) (as defined in Definition 2.9 ), it is possible to construct a (forward) trajectorial
representation of the process (Zi

t)t of particle i on [0, T ]. To do so, the particles at time

t = 0 (Zi
0, Z

i1
0 , . . . , Z

ik
0 ) are distributed according to fk

′+1,N
0 , where k′ is the number

of distinct indices i1, . . . , ik. At each t` ∈ Tk, the two corresponding particles collide

92



according to the chosen interaction mechanism and between two collisions, the particles
evolve independently according to L(1).

According to Lemma 2.11: if a random interaction graph (see Definition 2.10) is first
sampled with rate Λ and rooted on i at time T , then (Zi

t)t is distributed according to
f 1,N
I ∈ P(D([0, T ], E)).

Now let be given two indexes (i, j) and GNij the random interaction graph with rate Λ
rooted on (i, j) at time T . Starting from either i or j and following the graph backward in
time, it is possible to extract two interaction subgraphs, denoted respectively by Gi,Nij for

the subgraph rooted on i and Gj,Nij for the subgraph rooted on j. Two cases may happen:
either GNij is a connected graph or GNij has two (disjoint) connected components given

by the two subgraphs Gi,Nij and Gj,Nij . We denote by A N
ij the event “GNij is a connected

graph”. Conditionally on the complementary event (A N
ij )c, the processes Zi = (Zi

t)t
and Zj = (Zj

t )t are independent since their trajectorial representations depend on two
disjoints sets of independent random variables. Moreover, Law(Zi) = Law(Zj) = f 1,N

I

and Law(Zi, Zj) = f 2,N
I . Therefore, it is sufficient to look at laws conditionally on A N

ij :

f 2,N
I − f 1,N

I ⊗ f 1,N
I =

(
Law(Zi, Zj|A N

ij )− Law(Zi|A N
ij )⊗ Law(Zj|A N

ij )
)
P(A N

ij ),

and it holds that
‖f 2,N

I − f 1,N
I ⊗ f 1,N

I ‖TV ≤ 2P(ANij ).

The question of propagation of chaos is thus reduced to the computation of the probability
of sampling a connected graph. This probability can be bounded by:

P(A N
ij ) ≤

+∞∑
q=1

QN
q (T ),

where QN
q (T ) = P(QN

q (T )) and QN
q (T ) denotes the event “there is a route of size q joining

i and j on [0, T ]” (we recall that a route is simply a path in the interaction graph, see
Section 2.3.5 for the precise definition), as depicted on the figure below:

T
i j

r`1

r`2

r`q−1

r`q

Figure 2: A route of size q between i and j. The chain of interactions which links i and
j are depicted by horizontal lines as explained in Section 2.3.5.

Clearly,

QN
1 (T ) = 1− exp

(
− Λ

N
T

)
≤ ΛT

N
,
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since this event is equal to {infn T
i,j
n < T}. Then for q ≥ 2, to construct a route of size

q it is necessary to first construct a route of size 1 from either i or j and then a route of
size q − 1 from the new index created to the other index i or j. Since branching happens
with a rate bounded by Λ, it holds that

QN
q (T ) ≤

∫ T

0

QN
q−1(T − t)2Λ exp (−2Λt) dt = QN

q−1 ? e2Λ(T ),

where e2Λ is the density of the exponential law with parameter 2Λ. Therefore

QN
q (T ) ≤ QN

1 ? e
?(q−1)
2Λ (T ),

and a direct computation shows that

+∞∑
q=1

QN
q (T ) ≤ C

ΛT + (ΛT )2

N
.

The same reasoning extends for any interaction graph rooted on an arbitrary number
of particles and gives the estimate (119). This ends the proof of the first point of the
theorem. The remaining steps are sketched below.

1. With a similar reasoning, it is possible to prove that the law of any particle converges
towards the law fI of the process constructed on a limit Boltzmann tree with rate
Λ. To do so, the argument is based on an estimate on the probability that there
is a recollision in the sampled random graph. Since as N → +∞ the number of
branches is bounded (of the order eΛT ), and that the Poisson processes have rate
Λ/N it holds that

‖f 1,N
I − fI‖TV ≤ C

eΛT

N
.

2. Since the convergence holds in total variation norm, the empirical measure process
converges in probability and in law towards fI .

3. It remains to prove that the law fI satisfies the nonlinear martingale problem. As in
the McKean-Vlasov case (see Section 3.3), it can be proved by passing to the limit in
the martingale problem satisfied by the N -particle system (which is possible thanks
to the previous step).

We refer the reader to [229] for the details of the proof.

4.3 Martingale methods

The probabilistic treatment of the spatially homogeneous version of the Boltzmann equa-
tion of rarefied gas dynamics (16) and the question of proving propagation of chaos via
martingale techniques has been initiated by [281]. Such techniques lead to very powerful
results as they only rely on abstract compactness criteria which apply on the path space.
A drawback of the approach is that it does not provide any rate of convergence. The
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framework is briefly explained in the introductory Section 2.3.2. The paradigmatic proof
of strong pathwise empirical chaos is due to Sznitman [273]. The strategy is quite general,
it does not restrict to Boltzmann-like models and can be applied to various models, in
particular diffusion or jump models. A complete example in the case of McKean-Vlasov
diffusion with jumps is shown in Section 3.3.1. In this section we make some comments
specific to Boltzmann models and state the final result of [273]. Then we extend the
functional law of large numbers (Theorem 3.10) proved in the mean-field case to general
Boltzmann models.

Strong pathwise empirical chaos.

Sznitman [273] considers Boltzmann parametric models as given by Definition 2.4 in
E = Rd and such that there exists a function ψ0 : E × E ×Θ→ E which satisfies for all
z1, z2 ∈ E and θ ∈ Θ,

ψ0(z1, z2, θ) = ψ1(z1, z2, θ) = ψ2(z2, z1, θ),

that is, ψ(z1, z2, θ) = (ψ0(z1, z2, θ), ψ0(z2, z1, θ)).
The assumptions on the interaction function ψ0 are as follows.

Assumption 8. There exists a continuous function m : E → R+ such that m ≥ 1,
lim|z|→+∞m(z) = +∞ and such that the interaction function ψ0 and the interaction rate
λ satisfy:

(i) for all z1, z2 ∈ E and all θ ∈ Θ,

m(ψ0(z1, z2, θ)) +m(ψ0(z2, z1, θ)) ≤ m(z1) +m(z2),

(ii) there exists some real p with 0 ≤ p ≤ 1, such that for all z1, z2 ∈ E

λ(z1, z2) ≤ m(z1)p +m(z2)p.

In most cases, the function m is a polynomial function of the form m(z) = 1+ |z|k and
the above assumptions are thus mostly used to control the moments of the particle system
or of the limiting equation which is often a crucial in Boltzmann models. Sznitman uses
the martingale characterisation of the N -particle system.

Assumption 9. For any T ∈ [0,+∞], well-posedness holds true for the martingale prob-
lem associated to the N-particle system (Definition I-2.2) supplemented with the condition:
for all t > 0,∫

D(R+,E)N

[
m(Z1,N

t ) + . . .+m(ZN,Nt )
]
fNI
(
dZN

)
≤
∫
EN

[
m(z1) + . . .+m(zN)fN0

(
dzN

)]
.

The main result [273, Theorem 3.3] is the following.
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Theorem 4.4. Let us assume that Assumptions 8 and 9 hold true. Let f0 ∈ P(E) and
let (fN0 )N a sequence of f0-chaotic probability measures on EN . Assume that

(i) there exists C > 0 such that for all N ≥ 1, m(Z1)+...+m(ZN )
N

≤ C fN0 -almost surely,

(ii) supN
∫
EN

m(z)1+pf 1,N
0 (dz) < +∞.

Then the laws fNI ∈ P(D(R+, E)N) are fI-chaotic where fI ∈ P(D(R+, E)) satisfies
the nonlinear Boltzmann martingale problem (Definition I-2.4) supplemented with the
condition

∀T > 0, sup
t≤T

∫
D(R+,E)

m(Zt)dfI(dZ) < +∞.

The theorem states the usual pathwise propagation of chaos result. It is obtained as a
consequence of the strong pathwise empirical propagation of chaos. This setting includes
the case of the hard-sphere cross-section.

Functional law of large numbers.

Wagner [305] proves a functional law of large numbers for Boltzmann parametric models
of the form (14) with L(1) 6= 0, adding some individual flow to particles. The proof
is based on compactness arguments and a pointwise martingale characterisation of the
particle system. The nonlinear process is defined by a series expansion reminiscent from
Kac theorem (Theorem 4.1).

To conclude this section, we wish now to briefly discuss the extension of the method
of Theorem 3.10 to Boltzmann-type collision systems. The first part of Assumption 2 has
to be replaced by

Assumption 10 (Boltzmann generator). The generator of the process (XN
t )t is a Boltz-

mann generator (6) with L(1) = 0 and L(2) which satisfies Assumption 1. Moreover the
associated martingale problem (Definition I-2.2) is wellposed and the initial distribution
satisfies the second assumption of Theorem 4.4 with m(z) = z and some p > 0.

We define the symmetrized version of L(2)

L(2)
symϕ2(z1, z2) =

L(2)ϕ2(z1, z2) + L(2)ϕ2(z2, z1)

2

=
λ(z1, z2)

2

∫∫
E2

{
ϕ2(z′1, z

′
2) + ϕ2(z′2, z

′
1)

− ϕ2(z1, z2)− ϕ2(z2, z1)
}

Γ(2)(z′1, z
′
2dz′1, dz

′
2).

This implies L
(2)
sym[ϕ1⊗ϕ2] = L

(2)
sym[ϕ2⊗ϕ1] for every ϕ1, ϕ2 ∈ F . For the limit generator,

given µ ∈ P(E), we define Lµ as

∀ϕ ∈ F , ∀x ∈ E, Lµϕ(x) :=
〈
µ, L(2)

sym[ϕ⊗ 1](x, ·)
〉

=
〈
µ, L(2)

sym[ϕ⊗ 1](·, x)
〉
, (120)
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and equivalently ϕ ⊗ 1 can be taken instead of 1 ⊗ ϕ in the above definition. With this
definition, the general Boltzmann equation (11) can be rewritten as in the mean-field case:

∀ϕ ∈ F , d

dt
〈ft, ϕ〉 = 〈ft, Lftϕ〉. (121)

we recall the notation:

∀ν ∈ P(E), Rϕ1⊗ϕ2(ν) := 〈ν⊗2, ϕ1 ⊗ ϕ2〉,

for the polynomial function on P(E) associated to ϕ2 = ϕ1⊗ϕ2 ∈ F⊗2. We will need the
following quadratic estimate:

Lemma 4.5 (Quadratic estimate for Boltzmann collisions). The quadratic estimates reads

LN [Rϕ1⊗ϕ2 ◦ µN ]
(
xN
)

= RLµ
xN

ϕ1⊗ϕ2

(
µxN

)
+Rϕ1⊗Lµ

xN
ϕ2

(
µxN

)
+

1

N
R
L
(2)
sym[ϕ1⊗ϕ2]

(
µxN

)
+

1

N

〈
µxN ,ΓLµ

xN

(
ϕ1, ϕ2

)〉
.

Proof. See Lemma A.3 in the appendix.

Compared to the mean-field case (88), a correcting crossed-term appears for Boltz-
mann collisions, but this term can be handled in the same way by Assumption 3. One
can eventually state the propagation of chaos theorem.

Theorem 4.6 (Functional law of large numbers for Boltzmann models). Let us assume
that Assumptions 10, 3, 4 and 5 hold true for Lµ given by (120). Then the weak Boltzmann
equation (121) is wellposed and weak pathwise empirical propagation of chaos towards its
solution holds for the Boltzmann model on every time interval [0, T ].

Proof (sketch). The proof is exactly the same as the one in the mean-field case (Theorem
3.10). The mean-field property reads this time

LN ϕ̄N
(
xN
)

=
〈
µxN ⊗ µxN , L

(2)
sym[ϕ⊗ 1]

〉
=
〈
µxN , LµxNϕ

〉
,

and Itō’s formula can be written the same way to complete Step 1. The control of the
carré du champ is provided by Lemma 4.5 above. Step 2 and Step 3 are identical provided
that Lµ satisfies the boundedness continuity and uniqueness assumptions.

4.4 SDE and coupling

In this section, we continue the discussion started at the end of Section I-2.3.2 and we
prove propagation of chaos for a class of Boltzmann parametric models (Definition 2.4)
using a coupling argument based on a SDE representation of the particle system. The
main theorem of this section is due to Murata [245] in the particular case of the 2D
true Maxwellian molecules (non-cutoff). The technique of the proof has recently been
revisited in [83, 84]. The proof in this section globally follows the same presentation as
in [245] although we sometimes use modernised optimal transport arguments taken from
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[83]. The classical nonlinear SDE representation of the Boltzmann equation originally
due to Tanaka [278] for (16) can be found in the proof. Let us first recall the setting of
Definition 2.4: we take E = Rd, we assume that the collision rate is constant λ ≡ Λ and
that the post-collisional distribution Γ(2) is of the following form: for any ϕ2 ∈ Cb(E2),∫∫

E×E
ϕ2(z′1, z

′
2)Γ(2)(z1, z2, dz

′
1, dz

′
2) =

∫
Θ

ϕ2(ψ1(z1, z2, θ), ψ2(z1, z2, θ))ν(dθ), (122)

with (ψ1, ψ2)(z1, z2, ·)#ν = (ψ2, ψ1)(z2, z1, ·)#ν. We make the following reasonable Lips-
chitz and growth assumptions.

Assumption 11. The interaction functions ψ1, ψ2 satisfy the following properties.

(i) (Lipschitz). There exists a function L ∈ L1
ν(Θ) such that for i = 1, 2,

∀(θ, z1, z2, z
′
1, z
′
2) ∈ θ×E4, |ψi(z1, z2, θ)−ψi(z′1, z′2, θ)| ≤ L(θ)(|z1− z′1|+ |z2− z′2|).

(ii) (Linear growth). There exists a function M ∈ L1
ν(Θ) such that for i = 1, 2,

∀(θ, z1, z2) ∈ Θ× E × E, |ψi(z1, z2, θ)| ≤M(θ)(1 + |z1|+ |z2|).

Remark 12. One can alternatively assume (it is maybe more classical) that:

∀(z1, z2, z
′
1, z
′
2) ∈ E4,

∫
Θ

|ψi(z1, z2, θ)− ψi(z′1, z′2, θ)|ν(dθ) ≤ C(|z1 − z′1|+ |z2 − z′2|),

for a constant C > 0 and similarly for the linear growth assumption.

Remark 13. It should be noted that the Lipschitz assumption does not hold true for 3D
Maxwell molecules. However, it holds true for 2D Maxwell molecules which is the original
setting of Murata’s proof.

Under the assumption of linear growth, it follows easily using Gronwall lemma that
the moments of all order are exponentially controlled for the nonlinear process.

Lemma 4.7. For all p ≥ 1, there exist C(p) > 0 such that for all t > 0,∫
E

|z|pft(dz) ≤
(∫

E

|z|pf0(dz)

)
eC(p)t.

Without loss of generality (up to redefining a process with fictitious collisions), we also
assume that the interaction rate is a constant Λ and for all θ ∈ Θ, z ∈ Rd, ψi(z, z, θ) = z.
A system of stochastic differential equations corresponding to the particle system is given
by:

Zi
t = Zi

0 +
∑
j 6=i

∫ t

0

∫
Θ

∫
{0,1}

a
(
Zi
s− , Z

j
s−, θ, σ

)
Nij(ds, dθ, dσ). (123)

where
a(z1, z2, θ, σ) = (1− σ)ψ1(z1, z2, θ) + σψ2(z2, z1, θ)− z1.
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For all i, j, Nij is a Poisson random measure on R+×Θ×{0, 1} with intensity Λ
N

dtν(dθ)dσ,
where dσ is the uniform measure on {0, 1}. We also assume that for all i, j, the Poisson
measure satisfy:

Nij = Ňji,
where for a Poisson measure N on R+ ×Θ× {0, 1} with intensity Λ

N
dtν(dθ)dσ, we write

Ň (B) = N (B̌),

where given a measurable set B ⊂ R+ ×Θ× {0, 1},

B̌ := {(t, θ, σ) | (t, θ, 1− σ) ∈ B}.

Classical results and classical references on this type of SDEs can be found in Appendix
I-A.7. The main result of this section is the following coupling estimate.

Theorem 4.8. Let T > 0. Let f0 ∈ P1(E) and (Zi
0)1≤i≤N be N independent initial

random variables with common law f0. Let us assume that LN is of the form (6) with Γ(2)

given by (122) and λ being a constant Λ, together with Assumption 11. Then there exist

• a N-particle system ZNt with law fNt ,

• N nonlinear processes ZNt which are independent and identically distributed with
common law ft solution of the Boltzmann equation (10),

which satisfy the following property: there exists a constant C(T ) > 0 depending only on
T and the constants in Assumption 11 such that for any constant η < (2d+ 1)−1 and for
all 1 ≤ i ≤ N it holds that

sup
0≤t≤T

E
∣∣Zi

t − Zi
t

∣∣ ≤ C(T )

(
1

Nη
+

i

N

)
.

Remark 14. Note that the particles defined by the processes (ZNt )t and (ZNt )t are jointly
constructed and numbered so that the coupling bound holds true for the i-th particle
for any fixed i. Although the bound depends on the particle numbering, it does not
contradict the exchangeability: the random variables (Z1

t , . . . , Z
N
t ) are exchangeable and

(Z
1

t , . . . , Z
N

t ) are i.i.d. but it does not imply that the random variables (Z1
t −Z

1

t , . . . , Z
N
t −

Z
N

t ) are exchangeable (and indeed they are not). Nevertheless, the coupling bound still
provides propagation of chaos for any block of size k (and even for k ≡ k(N)→ +∞ with
N provided that k = o(N)). Namely, for any fixed 1 ≤ k ≤ N , Theorem 4.8 provides a
coupling bound for the k first particles (which are fk,Nt -distributed) which implies that

sup
0≤t≤T

W1(fk,Nt , f⊗kt ) ≤ C(T )

(
1

Nη
+
k

N

)
.

As usual the case k = 2 is sufficient. This coupling method requires more subtle arguments
than the analog for McKean-Vlasov processes (Theorem 3.1) where the starting point can
be any particle system with N arbitrary independent Brownian motions. In the present
case, in order to prove the desired coupling bound, the analogous Poisson random measures
are constructed in the proof and define a specific particle numbering.
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Proof. Following Murata’s work, the proof is split into several steps. The first step is
devoted to the construction of the particle system. In the second step, the particle system
is coupled with a system of independent nonlinear SDEs à la Tanaka. The third step
introduces an intermediate system of non independent processes which is used as a pivot
between the particle system and the nonlinear system. In the fourth and fifth steps we
use the coupling to derive explicit error estimates and we conclude the proof.

Step 1. Construction of a particle system.

Following Murata’s work, let us define N2 independent Poisson random measures N ij,
indexed by 1 ≤ i, j ≤ N , on R+ × Θ× {0, 1} × (0, 1

N
] with intensity Λdtν(dθ)dσdα. We

consider the following filtration:

Ft = σ
(
Zi

0, Nij(B), 1 ≤ i, j ≤ N, B measurable subset
)
.

We define:

Nij =

{
N ij if i ≤ j

Ň ji if j > i
,

so that Nij = Ňji. We write

Nij(ds, dθ, dσ) ≡
∫
α∈(0,1/N ]

Nij(ds, dθ, dσ, dα),

so that Nij(ds, dθ) is a random Poisson measure on R+ × Θ with intensity Λ
N

dtν(dθ).
With this choice of Poisson measures, let (ZNt )t be the Ft-adapted particle system given
by Equation (123). We can write:

Zi
t = Zi

0 +

∫ t

0

∫
Θ

∫
{0,1}

∫ 1

0

a
(
Zi
s− , Z

µ
s− , θ, σ

)
Ni(ds, dθ, dσ, dα), (124)

where for each ω ∈ Ω, t ∈ [0, T ] and α ∈ [0, 1], we define

Zµ
t (ω, α) :=

N∑
j=1

1( j−1
N
, j
N

](α)Zj
t (ω),

and for B a measurable subset of R+ ×Θ× {0, 1} × [0, 1], we define the Poisson random
measure:

Ni(B) :=
N∑
j=1

Nij(Bj),

where

Bj :=
{

(t, θ, σ, α) ∈ R+ ×Θ× {0, 1} × (0, 1/N ]
∣∣ (t, θ, σ, α + (j − 1)/N) ∈ B

}
.

The key observation is the following: for each ω ∈ Ω, Zµ
t (ω, α) is a E-valued process

constructed on the probability space ([0, 1], dα) such that the α-law of Zµ
s (ω) is µ̂ZNt (dz).
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In the following, we call α-random variable a random variable constructed on ([0, 1], dα),
its law is called the α-law and we denote by Eα the expectation on this space.

Step 2. Construction of a nonlinear system and coupling.

First let us define the random Poisson measures on R+ ×Θ× {0, 1} × [0, 1]:

N i(B) =
N∑
j=1

N ij(Bj).

They are independent. In [278], Tanaka introduced the following stochastic version of the
Boltzmann equation:

Zi
t = Zi

0 +

∫ t

0

∫
Θ

∫
{0,1}

∫ 1

0

a
(
Zi
s− , Ys− , θ, σ

)
N i(ds, dθ, dσ, dα), (125)

where for each t and ω, Y t(ω, α) is a E-valued α-random variable with α-law Law(Zi
t). It

can be checked that the Zi
t are independent and identically distributed with common law

ft the solution of the Boltzmann equation. Note that as in the McKean-vlasov case, this
defines a class of processes given by a SDE which depends on the own law of the process.

Note that the above nonlinear processes are already coupled with the particle system
(123) through the Poisson random measures and the initial condition. We go one step
further by choosing an appropriate process Y which couples optimally the solution of
the Boltzmann equation and the emprirical measure of the particle system. We take the
process Y given by the following key lemma.

Lemma 4.9 (Optimal empirical coupling). There exists a process Y = Yt(ω, α) such that

(i) (Yt)t is Ft-predictable

(ii) For each t and ω, the α-law of Yt(ω) is ft−.

(iii) For each t and ω,
Eα
[∣∣Zµ

t (ω)− Yt(ω)
∣∣] = W1

(
µZNt , ft

)
.

Proof. Using [303, Corollary 5.22], we know that there exists a measurable mapping

R+ × Ω→ P(E × E), (t, ω) 7→ πt,ω,

such that πt,ω is an optimal transfer plan between µZNt and ft. Let us define for j ∈
{1, . . . , N} and B a measurable subset of E,

Gj
t,ω(B) =

πt,ω(B × {Zj
t })

πt,ω(E × {Zj
t })

=: πt,ω
(
B × {Zj

t }|E × {Z
j
t }
)
.

Using a randomization lemma there exists an α-random variable gjt,ω(α) on the probability

space
(
[0, 1

N
], Ndα

)
such that the α-distribution of gjt,ω is equal to Gj

t,ω. Then, let us define
for α ∈ [0, 1],

Yt(ω, α) :=
N∑
j=1

1Ij(α)gjt,ω

(
α− j − 1

N

)
,
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where Ij = [(j − 1)/N, j/N ]. Then one can check that

Pα
(
{Yt(α) ∈ B} ∩ {Zµ

t (α) = Zj
t }
)

= πt,ω(B × {Zj
t }),

which concludes the proof.

The third property (optimal coupling) and the above proof are exactly the content
of [83, Lemma 3]. Murata was obviously not aware of the optimal transport results that
we used but he managed to prove the existence of a coupling which is optimal up to an
arbitrary ε > 0 which is enough for the rest of the argument.

Note that with this choice of Y , it is not clear anymore whether the nonlinear processes
(125) remain independent. Fortunately they are, as stated in the following lemma.

Lemma 4.10. The processes (ZNt )t satisfy the following properties.

1. They are well defined Ft-adpated processes

2. They are identically distributed and their law is a weak measure solution of the
Boltzmann equation (10).

3. They are independent.

Proof (sketch). The first two properties follow from Tanaka’s construction [278] which are
summarised in Murata’s article [245, Theorem 4.1 and Theorem 4.2]. The independence
is proved in [245, Lemma 6.4] (see also the proof of [83, Lemma 6]). The idea is to prove
(using elementary martingale properties) the independence of the measures defined by

N#

i (B) :=

∫
R+×Θ×{0,1}×[0,1]

1B(s, θ, σ, Ys(ω, α))N i(ds, dθ, dσ, dα)

for any measurable subset B ⊂ R+ ×Θ× σ × E.

Step 3. An intermediate process.

At this point, we have defined N couples of processes (Zi, Zi) with the correct laws
and the nonlinear processes are independent. We are exactly in the good position to prove
the theorem. To carry out the proof let us notice that there are actually two couplings. In
addition to the optimal coupling defined by Lemma 4.9, there is also a coupling between
the jump times and between the jump random variables given by the Poisson measures Ni
and N i which are not independent. As in Murata’s proof, we separate these two sources
of discrepancy by writing:

E|Zi
t − Zi

t| ≤ E
∣∣Zi

t − Z̃i
t

∣∣+ E
∣∣Z̃i

t − Zi
t

∣∣, (126)

where the process Z̃i
t is defined by:

Z̃i
t = Zi

0 +

∫ t

0

∫
Θ

∫
{0,1}

∫ 1

0

a
(
Z̃i
s− , Ys− , θ, σ

)
Ni(ds, dθ, dσ, dα).
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Note that the processes Z̃i are exchangeable but not independent. In [83], Cortez and
Fontbona consider only (an analog of) these processes and introduce later the nonlinear
processes. Nevertheless, these intermediate processes propagate chaos: this follows from
the following coupling bounded which holds true for the k first processes Z̃1, . . . , Z̃k with
any fixed k. This result can be found in both works, [83, Lemma 6] and [245, Lemma
6.5].

Lemma 4.11. There exists a constant C(T ) > 0 depending only on T and the constants
in Assumption 11 such that for all i ≤ N ,

sup
0≤t≤T

E
∣∣Z̃i

t − Zi
t

∣∣ ≤ C(T )
i

N
. (127)

Proof. Let i ≤ N . Using the definition of the Poisson random measures Ni and N i, we
write:∣∣Zi

t − Z̃i
t

∣∣
≤
∫ t

0

∫
Θ

∫
{0,1}

∫ 1

i−1
N

∣∣a(Zi
s− , Ys− , θ, σ

)
− a
(
Z̃i
s− , Ys− , θ, σ

)∣∣N i(ds, dθ, dσ, dα)

+
i−1∑
j=1

∫ t

0

∫
Θ

∫
{0,1}

∫ 1/N

0

∣∣a(Zi
s− , Ys−

(
ω, α +

j − 1

N

)
, θ, σ

)∣∣N ij(ds, dθ, dσ, dα)

+
i−1∑
j=1

∫ t

0

∫
Θ

∫
{0,1}

∫ 1/N

0

∣∣a(Z̃i
s− , Ys−

(
ω, α +

j − 1

N

)
, θ, 1− σ

)∣∣N ji(ds, dθ, dσ, dα)

Using the assumptions on the functions ψ1 and ψ2 and since i ≤ k, it leads after taking
the expectation to:

E
∣∣Zi

t − Z̃i
t

∣∣ ≤ c1

∫ t

0

E
∣∣Zi

s − Z̃i
s

∣∣ds+ c2
i

N

∫ t

0

E
[∣∣Zi

s|+ |Z̃i
s

∣∣]ds
+ 2c3

i−1∑
j=1

∫ t

0

E

[∫ j/N

(j−1)/N

|Ys(ω, α)|dα

]
ds

With the notations of the proof of Lemma 4.9, one can see that

E

[∫ j/N

(j−1)/N

|Ys(ω, α)|dα

]
= E

∫
E

|z|πt,ω(dz × {Zj
s}|E × {Z

j
t }).

By exchangeability, we see that this expression is independent of j and since the α-law of
Ys(ω) is fs for any (s, ω), this expression is thus equal to

E

[∫ j/N

(j−1)/N

|Ys(ω, α)|dα

]
=

1

N

∫
E

|z|fs(ds).

The conclusion thus follows from Gronwall lemma and Lemma 4.7.

103



Step 4. Coupling bound.

Let us now focus on the estimate of the first term on the right-hand side of (126). We
write for any i ≤ N ,

∣∣Zi
t − Z̃i

t

∣∣ ≤ ∫ t

0

∫
Θ

∫
{0,1}

∫ 1

0

∣∣a(Zi
s− , Z

µ
s−(ω, α), θ, σ

)
− a
(
Z̃i
s− , Ys(ω, α), θ, σ

)∣∣Ni(ds, dθ, dσ, dα)

≤
∫ t

0

∫
Θ

∫
{0,1}

∫ 1

0

{
(1 + L(θ))

∣∣Zi
s− − Z̃i

s−

∣∣
+ L(θ)

∣∣Zµ
s−(ω, α)− Ys(ω, α)

∣∣}Ni(ds, dθ, dσ, dα).

Taking the expectation gives a constant M > 0 such that

E
∣∣Zi

t − Z̃i
t

∣∣ ≤M

∫ t

0

E
[∣∣Zi

s− − Z̃i
s−

∣∣+

∫ 1

0

∣∣Zµ
s−(ω, α)− Ys(ω, α)

∣∣dα] ds

≤M

∫ t

0

E
[∣∣Zi

s− − Z̃i
s−

∣∣+W1

(
µZNs , fs

)]
ds

≤M

∫ t

0

E
[∣∣Zi

s− − Z̃i
s−

∣∣+
1

N

∑
j

∣∣Zj
s− − Z̃

j
s−

∣∣+W1

(
µZ̃Ns , fs

)]
ds

where the second inequality is actually an equality and comes from the optimal coupling
property (Lemma 4.9) and the third inequality follows from the triangle inequality and:

W1

(
µZNs , µZ̃Ns

)
≤ 1

N

N∑
j=1

∣∣Zj
s− − Z̃

j
s−

∣∣.
By classical arguments, we first sum this relation over i and then divide by N to obtain
that the process St := 1

N

∑
i E
∣∣Zi

t − Z̃i
t

∣∣ satisfies:

St ≤M

∫ t

0

EW1

(
µZ̃Ns , fs

)
ds+ 2M

∫ t

0

Ssds,

thus by Gronwall lemma and by exchangeability we get:

sup
t≤T

E
∣∣Zi

t − Z̃i
t

∣∣ = sup
t≤T

E[St] ≤
(
M

∫ T

0

EW1

(
µZ̃Ns , fs

)
ds

)
e2MT . (128)

Step 5. Conclusion.

It remains to estimate the quantity

EW1

(
µZ̃Ns , fs

)
.
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To do so, Murata proved a “decorrelation lemma” [245, Lemma 6.6] to directly estimate
quantities of the form

E
[
ϕ
(
Z̃k
t

)
ϕ
(
Z̃`
t

)
− 〈ϕ, ft〉2

]
,

but as noted by [83], we can skip these computations using a recent result on exchange-
able systems (see [184, Theorem 1.2] and Theorem I-3.21) which implies the equivalence
between the different notions of chaos in Wasserstein-1 distance. Namely it holds that,

EW1

(
µZ̃Ns , fs

)
≤ C

(
W1

(
Law

(
Z̃1
s , Z̃

2
s

)
, f⊗2
s

)
+

1

N

)γ
, (129)

for all γ < (2d+1)−1 where the constant C depends on the moment of order 1. The right-
hand side is controlled by Lemma 4.11 (and the control of the moments). The conclusion
thus follows by gathering (129), (128), (127) and (126).

We end this section with some additional remarks on the theorem and its proof and a
few more bibliographical comments.

1. The same proof works in the case of a non constant but bounded interaction rate,
with some Lipschitz conditions. In such case we do as usual and allow fictitious
collisions. The probability of a fictitious collision can be added in the Poisson
random measure.

2. Keeping a constant interaction rate, we have never used the fact that ν(dθ) is a
probability measure. The only thing that we need is that the Lipschitz and growth
functions L(θ) and M(θ) are integrable. This theoretically allows us to consider
the case of non-cutoff particles when

∫
Θ
ν(dθ) = +∞. This was one of the original

motivations of [245] which treats the case of non-cutoff 2D Maxwell molecules.

3. One of the advantages of such a coupling technique is that it gives an explicit
convergence rate. In our example we use crude Lipschitz and growth estimates which
classically lead to a bad behaviour with time. Just as in the McKean-Vlasov case,
uniform in time estimates can be obtained for specific models. An example can be
found in [83]. The authors study a “generalised” Kac model with linear interactions
and various conservation laws (which in particular imply uniform in time control of
the moments of the nonlinear law). The same method (together with an additional
coupling argument) leads to quantitative uniform in time propagation of chaos for
3D Maxwell molecules (with an optimal rate) in [84]. This latter work crucially
relies on a previous work by Rousset [266] dealing with the uniform (in N) trend to
equilibrium of the particle system, using coupling methods as in this subsection.

4. Similar techniques and in particular an “optimal coupling” argument are also used
in [155, 308] for a Nanbu system, so without binary collisions. This work illustrates
the power of coupling techniques as it treats a much more difficult case than the
one treated in this section. The authors managed to treat the case of hard-sphere
particles (unbounded cross section) but also hard-potential particles (unbounded
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cross section and non integrable interaction law). For similar results in the case of
binary collisions, see the recent article [187].

5. Finally, we also point out that the idea of working with an optimal coupling between
the empirical measure of a particle system and its limit law also appears in an
earlier work [142] by one of the authors of [83, 84]. In [142], the authors propose
a derivation of the Landau equation from a system of interacting diffusions. The
stochastic interpretation of the Landau equation is given by a nonlinear SDE (in the
sense of McKean) driven by a space-time white noise (instead of a classical Brownian
motion in the usual McKean-Vlasov case). The associated particle system is actually
better understood as a system of SDEs driven by martingale measures as described
in [235]. This setting goes beyond this review and we refer the interested reader
to the aforementioned articles for more details. In a sense, with modern eyes,
Murata’s work [245] may look incomplete, essentially because it does not (could
not) benefit from the recent development of optimal transport. It should be noted
however that the idea of optimal coupling appeared, apparently independently, in
two different contexts and several decades apart, in [245] and [142], respectively for
the derivation of the Boltzmann equation in the 70’s and for the derivation of the
Landau equation about 12 years ago. While coupling methods are nowadays a very
important subject in the literature on particle systems, the pioneering (and maybe,
in a sense, incomplete) work of Murata seems to have been largely forgotten.

4.5 Some pointwise and uniform in time results in unbounded
cases via the empirical process

In this section we gather some of the results obtained in [240] in two classical unbounded
cases: the true Maxwell molecules (i.e. without cutoff) and the hard-sphere molecules,
both in the spatially homogeneous setting (see Section I-2.3.3 and Example I-12). These
results are obtained via the abstract method developed in [239, 240] following the seminal
(incomplete) work of [172]. The general method is described in Section I-4.3 and Theorem
I-4.5. It reduces the problem to the careful check of five assumptions which are stated in
a simple form in Assumption I-2 but which are extended and stated in a more complex
form in [239, Section 3.1] in order to treat unbounded cases and the uniform in time
propagation of chaos.

Theorem 4.12 ([240]). Let f0 ∈ P2(Rd) be compactly supported with zero momentum
and finite energy: ∫

Rd
vf0(dv) = 0, E :=

∫
Rd
|v|2f0(dv),

and let ft be the solution at time t > 0 of the spatially homogeneous version of the
Boltzmann equation (16) with initial condition f0 and collision kernel B(u, σ) given by
(18). For N ≥ 1, the Kac sphere (or Boltzmann sphere) is defined by:

SN(E) :=

{
vN ∈ (Rd)N ,

1

N

N∑
i=1

|vi|2 = E ,
N∑
i=1

vi = 0

}
.
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Fix T ∈ (0,+∞]. Assume that the initial N-particle distribution fN0 is either tensorized
fN0 = f⊗N0 or is f0-chaotic and constrained on the Kac sphere SN(E) (see [239, Lemma
4.4 and 4.7]).

• (Maxwell molecules). Let B be of the form (20) or (21). Then there exist a
subset F ⊂ Cb(Rd) and come constants C(T ) > 0 and κ(d) > 0, which depend
respectively only on T and d, such that for any ϕk ∈ F⊗k, 2k ≤ N , it holds that

sup
t≤T

∣∣〈fk,Nt − f⊗kt , ϕk
〉∣∣ ≤ C(T )k2

Nκ(d)
‖ϕk‖F⊗k .

Moreover when T = +∞ then κ(d) is given by [145, Theorem 1] or [239, Lemma
4.2 ]. In the cutoff case (21), for any T < +∞, the result holds with the optimal
rate κ(d) = 1

2
.

• (Hard-spheres). Let B be of the form (19). Then when T < +∞, there exist
a subset F ⊂ Cb(Rd) and some constants C(T ) > 0 and α > 0 such that for any
ϕk ∈ F⊗k, 2k ≤ N , it holds that

sup
t≤T

∣∣〈fk,Nt − f⊗kt , ϕk
〉∣∣ ≤ C(T )k2

(1 + | logN |)α
‖ϕk‖F⊗k .

Moreover if f0 is instead assumed to be bounded and to have a bounded exponential
moment and if fN0 is f0-chaotic and constrained on the Kac sphere SN(E), then so
is the N-particle distribution fNt for all t > 0 and the previous estimate holds with
T = +∞.

The results of this theorem also imply the propagation of finite and infinite dimensional
Wasserstein-1 chaos as defined in Definition I-3.20 (see [239, Theorems 5.2 and 6.2]). The
authors also prove the propagation of entropic chaos (Definition I-3.23) for the cutoff
Maxwell molecules and the hard-spheres together with the relaxation towards equilibrium
with a rate independent of N (see [239, Theorem 7.1]). These results positively answer
many of the conjectures raised by Kac in his seminal article [204] (also known as the Kac’s
program in kinetic theory [239, Section 1.4]). In particular, it provides a “satisfactory
justification of Boltzmann H-theorem” for unbounded models (which, with a modernised
terminology, corresponds to the notion of entropic chaos in the sense of Definition I-3.23).

In the hard-sphere case, the results have recently been improved in a pathwise setting
in [186]. The improvement is due to a better Hölder stability result [186, Theorem 1.6] for
the nonlinear Boltzmann flow which improves the control of the third term on the right-
hand side of (I-102) and leads to a polynomial convergence rate (instead of logarithmic).

4.6 Lanford’s theorem for the deterministic hard-sphere system

4.6.1 The hard-sphere system

This section is the only one which concerns a completely deterministic system called
the hard-sphere system. A hard-sphere is a spherical particle defined by its position
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X i
t , its velocity V i

t and its diameter ε > 0. The hard-spheres are simply subject to the
free-transport but it is assumed that two hard-spheres cannot overlap. A system of N
hard-spheres is thus defined by the deterministic Newton equations for i ∈ {1, . . . , N},

dX i
t

dt
= V i

t ,
dV i

t

dt
= 0, (130)

on the domain:

DN :=
{
zN = (xi, vi)i∈{1,...,N} ∈ (Rd × Rd)N , ∀i 6= j, |xi − xj| ≥ ε

}
. (131)

On the boundary of DN , that is when two particles are at a distance ε, the collision of
two hard-spheres is an elastic collision which preserves energy and momentum. Starting
with a pair of pre-collisional velocities (vi, vj), writing down the conservation laws leads
to the following formula for the post-collisional velocities:

vi∗ = vi − νi,j · (vi − vj)νi,j

vj∗ = vj + νi,j · (vi − vj)νi,j
, (132)

where νi,j := (xi − xj)/|xi − xj| ∈ Sd−1. This formula is not the same as (17) but it can
be shown that they are actually equivalent [301, Chapter 1, Section 4.6], with a suitable
choice of σ. Pre-collisional means that (vi, vj) are such that (vi− vj) · νi,j < 0. It can also
be checked that the post-collisional velocities satisfy (vi∗ − vj∗) · νi,j > 0. Note that this
transformation is an involution in the sense that if (vi − vj) · νi,j > 0 (that is the vi and
vj are in a post-collisional configuration), then (132) gives the pre-collisional velocities.

For the hard-sphere system, the Liouville equation (1) reduces to a simple transport
equation

∂tf
N
t +

N∑
i=1

vi · ∇xi · fNt = 0,

on the domain (131). The goal is to prove the propagation of chaos when N → +∞
and ε ≡ εN → 0 with a suitable scaling. The limit distribution ft ≡ ft(x, v) satisfies the
Boltzmann equation with hard-sphere cross section, which reads in strong form:

∂tft + c · ∇xft =

∫
Sd−1×Rd

(ν · (v − v′))+

(
ft(x, v

∗)ft(x, v
′∗)− ft(x, v)ft(x, v

′)
)
dνdv′, (133)

where the ∗ notation denotes the post-collisional velocities (132) for the couple (v′, v).
We chose to include the hard-sphere system in this review because of its historical

importance. This is also at the same time one of the simplest physical model and one
of the most difficult to analyse and less well understood. Rigorous analytical results are
available only for short times, way too short to be physically relevant. In fact, the well-
posedness of the Boltzmann equation (16) is itself a long-standing problem of interest.

The first formal derivation of the Boltzmann equation from a system of interacting
particles is due to Grad [166, 167] in the scaling Nεd−1 = O(1), nowadays called the
Boltzmann-Grad scaling. A few decades later, Lanford [213] provided the first almost
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complete proof of the convergence of the BBGKY hierarchy towards the Boltzmann hi-
erarchy and thus propagation of chaos for short times for the hard-sphere system. The
extension to particles interacting via short-range potentials was achieved in [209]. Lan-
ford’s proof has then been improved and completed over the following years, let us cite
in particular the classical references [295, 66]. The most complete and up-to-date refer-
ence on the subject is [158] (in both the hard-sphere and short-range potentials cases).
Following the seminal idea of Lanford, the very detailed proof is based on a fine analysis
of the “recollision trees” (see also Section 2.3.5). This section presents a quite general
and very brief overview of Lanford’s theorem and its proof. In addition to the reference
article [158], we also refer the interested reader to the reviews [267] and [164].

4.6.2 The BBGKY and Boltzmann hierarchies

Before stating Lanford’s theorem, we recall the notion of BBGKY hierarchy in the specific
case of the hard-sphere system. As we shall see, the proof of Lanford’s theorem follows
roughly the same ideas as the forward point of view of Kac theorem (Theorem 4.1). The
notion of Boltzmann hierarchy for the nonlinear limit system will also be needed. We
recall the notation

zs = (x1, v1, . . . , xs, vs),

for a generic element of (Rd × Rd)s.

Definition 4.13 (mild BBGKY and Boltzmann hierarchies for hard-spheres). Let N ∈ N
and ε > 0.

• For each s ∈ N, the domain of the system of s hard-spheres of diameter ε > 0 is
defined by:

Ds :=
{
zs ∈ (Rd × Rd)s, ∀i 6= j, |xi − xj| ≥ ε

}
.

A set of N functions (f s,Nt )t ∈ C(R+, L
∞(Ds)), s ∈ {1, . . . , N}, is said to satisfy the

(mild) BBGKY hierarchy when it satisfies:

f s,Nt (zs) = Ts(t)f
s,N
0 (zs) +

∫ t

0

Ts(t− τ)Cs,s+1f
s+1,N
τ (zs)dτ,

where Ts is the backward flow associated to the s-particle hard-sphere system (i.e.
the backward flow generated by the deterministic system (130) on the domain (131)
with s particles) and the collision operator Cs,s+1 : L∞(Ds+1) → L∞(Ds) is defined
for a test function gs+1 ∈ L∞(Ds+1) by:

Cs,s+1g
s+1(zs)

:= (N − s)εd−1

s∑
i=1

∫
Sd−1×Rd

ν · (vs+1 − vi)gs+1(zs, xi + εν, vs+1)dνdvs+1.

• For each s ∈ N, the following set is the formal limit of Ds when ε→ 0:

Ωs :=
{
zs ∈ (Rd × Rd)s, ∀i 6= j, xi 6= xj

}
.
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An infinite set of functions (f st )t ∈ C(R+, L
∞(Ds)), indexed by s ∈ N, is said to

satisfy the (mild) Boltzmann hierarchy when it satisfies:

f st (zs) = Ss(t)f
s
0 (zs) +

∫ t

0

Ss(t− τ)C0
s,s+1f

s+1
τ (zs)dτ,

where Ss is the backward free-flow associated to the s-particle system (which reduces
to the backward flow generated by (130) on the full space) and the collision operator
C0
s,s+1 : L∞(Ωs+1)→ L∞(Ωs) is defined for gs+1 ∈ L∞(Ωs) by:

C0
s,s+1g

s+1(zs) =
s∑
i=1

∫
Sd−1×Rd

(ν · (vs+1 − vi))+

×
[
gs+1(zs∗, xi, v(s+1)∗)− gs+1(zs, xi, vs+1)

]
dνdvs+1,

where we recall that the star notation zs∗ and v(s+1)∗ refers to the transformation
(132) for the velocities (between the i-th and (s+ 1)-th coordinates) with angle ν.

As explained in Section I-3.2.1, the BBGKY hierarchy can be formally derived by
taking the marginals of the Liouville equation. It is slightly more technical for the hard-
sphere system because of the boundary conditions, see for instance [158, Section 4.2]
and [66]. The Boltzmann hierarchy is the formal limit of the BBGKY hierarchy when
N → +∞ in the Boltzmann-Grad limit Nεd−1 → 1. The rigorous proof of this limit is
the core of Lanford’s theorem. At this point, let us point out some hidden technicalities,
in particular regarding the well-posedness of the two hierarchies.

• A first observation is that the set of pathological initial configurations (leading to
collisions involving more than two particles or to grazing collisons) is of measure
zero [158, Proposition 4.1.1].

• An unfortunate consequence of the previous observation is that all the functions that
we are considering are now defined only almost everywhere. In particular it is not
clear whether the collision operators Cs,s+1 make sense since they involve integration
over a set of zero measure (the sphere). This problem has been addressed (for the
first time only) in [158, Section 5.1].

• The well-posedness of the BBGKY and Boltzmann hierarchies can be shown for
short times for initial data which satisfy an energy bound given in [158, Theorem
6 and Theorem 7]. The main assumption is an estimate on the initial condition of
the form: for almost every x, v ∈ Rd,

f0(x, v) ≤ e−µ0−β0|v|
2

.

4.6.3 Lanford’s theorem

The following form of Lanford’s theorem is the one given in [158, Theorem 8].
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Theorem 4.14 (Lanford). Let (f s,N0 )s≤N and (f s0 )s≥1 two initial data which satisfy the
well-posedness results [158, Theorem 6 and Theorem 7] and which are admissible in the
sense that they are compatible and satisfy for all s ∈ N

f
(s),N
0 :=

∫
R2d(N−s)

1zN∈DNf
N
0 (zN)dzs+1 . . . dzN −→ f s0 (134)

locally uniformly in Ωs as N → +∞ in the Boltzmann-Grad limit. Let (f s,Nt ) and (f st )
be the solutions of the BBGKY and Boltzmann hierarchies respectively associated to the
initial data (f s,N0 )s≤N and (f s0 )s≥1. Then there exists a time T > 0 such that, uniformly
in t ∈ [0, T ], the following convergence in the sense of observables holds:

∀s ∈ N, ∀ϕs ∈ Cc(Rds),

∫
Rds

ϕs(v
s)
(
f s,Nt (xs,vs)− f st (xs,vs)

)
dvs → 0

locally uniformly on {xs ∈ (Rd)s, ∀i 6= j, xi 6= xj} as N → +∞ in the Boltzmann-Grad
limit.

Tensorized initial Boltzmann data (f⊗s0 )s≥1 are admissible in the sense that there
exists a BBGKY initial data which satisfy (134). This is a consequence of the Hewitt-
Savage theorem (see [158]). In this case the k-th marginal f 1kN

t of the BBGKY hierarchy
converges towards the k tensor product of the (mild) solution of the Boltzmann equation
(133).

We now briefly sketch the main ideas of the proof. Similarly to Kac’s theorem (Theo-
rem 4.1), the dominated convergence theorem is used for the iterated BBGKY and Boltz-
mann hierarchies (see the forward point of view of Kac’s theorem). The term-by-term
convergence is however way more difficult. Let us fix s ∈ N. By iterating the definition
of mild solution, the s-marginal can be written as a finite sum:

f s,Nt (zs) =
N−s∑
k=0

∫ t

0

∫ t1

0

. . .

∫ tk−1

0

Ts(t− t1)Cs,s+1Ts+1(t1 − t2)Cs+1,s+2 . . .

Cs+k−1,s+kTs+k(tk)f
s+k,N
0 dt1 . . . dtk.

Compared to the initial formula, this may look more complicated but the key observation
is that now, it involves only the initial condition. Of course the sum becomes infinite
when N → +∞. In [158] it is therefore written directly as an infinite series, up to setting

f
(s)
N,0 ≡ 0 for s > N . For an observable ϕs, the quantity to control is therefore:

Is(t,x
s) :=

∞∑
k=0

Is,k(t,x
s),

where

Is,k(t,x
s) :=

∫
dvsϕs(v

s)

∫ t

0

∫ t1

0

. . .

∫ tk−1

0

Ts(t− t1)Cs,s+1Ts+1(t1 − t2)Cs+1,s+2

. . . Cs+k−1,s+kTs+k(tk)f
s+k,N
0 dt1 . . . dtk.

111



Similarly for the Boltzmann hierarchy, the authors of [158] define:

I0
s (t,xs) :=

∞∑
k=0

I0
s,k(t,x

s),

where

I0
s,k(t,x

s) :=

∫
dvsϕs(v

s)

∫ t

0

∫ t1

0

. . .

∫ tk−1

0

Ss(t− t1)C0
s,s+1Ss+1(t1 − t2)C0

s+1,s+2

. . . C0
s+k−1,s+kSs+k(tk)f

s+k
0 dt1 . . . dtk.

The strategy is to use the dominated convergence theorem to prove that :

∞∑
k=0

Is,k(t,x
s) −→

N→+∞

∞∑
k=0

I0
s,k(t,x

s).

in the Boltzmann-Grad limit and locally uniformly in xs.
The domination part is the easiest one (see [164, Section 5.3] and [158, Theorem 6]).

The term-by-term convergence is way more technical and is based on the reformulation of
the observables in terms of pseudo-trajectories. For typographical reasons, in the following
definition, we change our usual convention and we write the time as an argument and
not as a subscript: Z(t) ≡ Zt (it is also a usual convention for deterministic systems). In
the following definition, we also use the notion of interaction tree which is an interaction
graph assumed to be without recollision, as defined in Section 2.3.5.

Definition 4.15 (Pseudo-trajectory). Let s ∈ N, t > 0, and

Z̃s,ε(t) =
(
X̃1,ε(t), Ṽ 1,ε(t), . . . , X̃s,ε(t), Ṽ s,ε(t)

)
∈ R2ds.

Let k ∈ N and G(1,...,s)(Tk,Rk) be an interaction tree with i` = s + `, ` ≥ 1. Given a
k-tuple of velocities vk = (v1, . . . , vk) ∈ Rds and angles νk = (ν1, . . . , νk) ∈ Sd−1, the
BBGKY pseudo-trajectory Z̃ε

s+`(τ) at time τ ≥ 0, ` ≥ 0 is defined recursively backward
in time by:

• for τ ∈ (t`, t`−1], Z̃s+`−1,ε(τ) is given by the particle backward flow (with boundary
conditions) starting from Z̃s+`−1,ε(t`−1) with the convention t0 = t,

• at time t+` , a particle is adjoined to the system at position X̃j`,ε(t+` ) + εν` with
velocity v`,

• the state of the system Z̃s+`,ε(t−` ) after adjunction of the particle s + ` depends on
whether the velocities (j`, s+ `) at t+` are pre- or post-collisional, namely we take:{ (

Ṽ j`,ε(t−` ), Ṽ s+`,ε(t−` )
)

=
(
Ṽ j`,ε(t+` ), v`

)
if ν` ·

(
Ṽ j`,ε(t+` )− v`

)
< 0(

Ṽ j`,ε(t−` ), Ṽ s+`,ε(t−` )
)

=
(
Ṽ j`,ε(t+` )∗, v`∗

)
if ν` ·

(
Ṽ j`,ε(t+` )− v`

)
> 0,

where (v∗, w∗) denotes the pre-collisional velocities associated to (v, w) after scat-
tering, defined by (132).
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When ε = 0, Z̃s+`,0(τ) for τ ∈ (t`, t`−1] is defined similarly by replacing the particle
backward flow by the backward free-transport flow. The dynamical system Z̃s+`,0 is
called the Boltzmann pseudo-trajectory.

The BBGKY observable can be re-written in terms of pseudo-trajectory as:

Is,k(t,xs) =

∫
dvsϕs

∫ t

0

∫ t1

0

. . .

. . .

∫ tk−1

0

∫
Rdk

∫
(Sd−1)k

A
(
Tk,vk, νk

)
f s+k,N0

(
Z̃s+k,ε(0)

)
dTkdvkdνk, (135)

where

A(Tk,vk, νk) :=
k∏
`=1

ν` ·
(
Ṽ j`,ε(t+` )− v`

)
, dTk = dt1 . . . dtk

and similarly for the Boltzmann observable. In order to take the Boltzmann-Grad limit
Nεd−1 → 1 in (135) it is necessary to prove that

Z̃s+k,ε −→ Z̃s+k,0,

where the pseudo-trajectories are defined taking the same initial condition at time t and
giving the same interaction tree and new velocities and deviation angles. The conver-
gence needs to be strong enough to imply the uniform convergence of the observables.
The adjunction of a new particle only gives an error of size ε (since it is added exactly
at the position X̃j`,0 in the Boltzmann case and at a distance ε in the BBGKY case)
which is then transported (backward) in time and can then be controlled. The fundamen-
tal difference between the BBGKY and Boltzmann pseudo-trajectories is that BBGKY
pseudo-trajectories are subject to recollisions due to the boundary conditions, that is col-
lisions which happen between two times t` and which are not encoded in the collision tree
G(1,...,s)(Tk,Rk). Such recollisons do not exist for the Boltzmann pseudo-trajectory since
the particles have zero radius. When a recollision occurs, the situation is illustrated in
Figure 3.

The fundamental idea of Lanford is to add the particles in such a way that there
is no recollision. The proof thus consists in constructing approximate observables by
truncating the integration domain in (135). One of the main contributions of [158] is an
explicit control on the size of the integration domain which leads to recollisions and which
is shown to converge to zero fast enough in the Boltzmann-Grad limit. This relies on
several geometrical arguments detailed in [158, Section 12]. We end this section with a
few additional bibliographical comments on old and recent problems raised by Lanford’s
theorem.

1. The case of short-range potentials follows globally the same ideas as the hard-sphere
case. On the other hand, the case of long-range interactions is mostly open. A
derivation of the linear Boltzmann equation from a system of particles interacting
via long-range potentials can be found in [7].
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t1 t2 τ t3

RECOLLISION

Figure 3: At time t+1 , there is only one particle, at the same position for the BBGKY
(in white) and Boltzmann (in red) pseudo-trajectories. At time t+1 , a particle (dotted) is
added next to the white particle in a pre-collisional way. At time t+2 , a particle (dashed)
is added next to the dotted particle in a post-collisional way. Due to a recollision at time
τ ∈ (t3, t2), the Boltzmann and BBGKY pseudo-trajectories of the white/red particle are
no longer close to each other at time t3.

2. Lanford’s theorem is valid only for short times. Results on the long-time behaviour
are known only for systems close to equilibrium. In the subsequent article [25], the
authors study a system close to the equilibrium and prove that the linear Boltz-
mann equation can be obtained as the limit of a system of hard-spheres on a time
interval growing to infinity with the number of particles. The proof is based on
the same pruning procedure as in Lanford’s theorem. The authors also study the
motion of a tagged particle and show that under the proper scaling, it converges
towards a Brownian motion. The striking point is that this derivation starts from a
purely deterministic dynamical system (although randomly initialized close to the
equilibrium). See also [26] for the derivation of the Stokes-Fourier equations with a
similar method.

3. The derivation of the Boltzmann equation has long been the source of controversies
and somehow metaphysical debates around the question of time reversal and the
emergence of irreversibility: the hard-sphere system obeys the Newton laws of mo-
tion which are time reversible (at the scale of the whole system) but the Boltzmann
equation (which describe the evolution of a single particle) is irreversible (it is a
consequence of the famous H-theorem). These quite fundamental questions were
addressed in relation with Lanford’s theorem already in King’s thesis (see for in-
stance the remarks at the end of [209, Chapter 3]). More recent articles also focus
on a kind of large-deviation analysis and on the measurement of the size of chaos
[261, 27, 28]. Note that the work [26] also partly answers the question of the emer-
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gence of irreversibility for a system close to equilibrium: despite the deterministic
interactions, the tagged particle has a stochastic motion because it inherits, little
by little, collision after collision, the (initial) randomness of the other particles. Its
(limit) evolution is described on any time interval by the linear Boltzmann equation
(because the system is initially close to equilibrium, there is no restriction on the
time interval). While the deterministic particle system is reversible when taken in
its whole, this is not the case from the point of view of one tagged particle.

5 Applications and modelling

In Section 3 and Section 4, we have presented the prototypical application cases of the
methods introduced in Section I-4. In this last section, we go one step further and present
a selection of mostly recent applications of these ideas to more concrete problems. Most
of the examples presented are not simple direct applications of the previous results. One
common and important issue (that we have already discussed) is the difficulty to handle
weak regularity. Other topics which will be considered in this section include: time-
discrete models which naturally arise in numerical problems, the modelling of noise and
the source of stochasticity, the long-time behaviour of particle systems and their behaviour
under other scaling limits. The primary objective of this section is to show through various
examples how concrete modelling problems lead to these new tough theoretical questions.
However, although we hope to give a panorama as faithful as possible of current research,
this example-based section is by no means exhaustive and we will mainly stay at an
introductory level. One important topic that will not be addressed is the theory of mean-
field games. The specific question of propagation of chaos in mean-field games is discussed
in great details in [47] and its introduction is itself a quite complete and self-contained
review on the subject. Other classical references on mean-field games include [46, 52, 53].

In Section 5.1 we detail the particle interpretation of various classical PDEs in math-
ematical physics, with a special emphasis on the numerical consequences of these ideas.
Section 5.2 is devoted to a gallery of models of self-organization, mostly inspired by bi-
ological systems. Nowadays, mean-field models also have applications in data sciences,
either to design more efficient algorithms or to prove their convergence; examples are
given in Section 5.3. Finally, in the last Section 5.4, we give a glimpse on some results
which go beyond the pure propagation of chaos property.

5.1 Classical PDEs in kinetic theory: derivation and numerical
methods

The derivation of classical equations in mathematical kinetic theory is the first raison
d’être of the propagation of chaos theory. We have already presented some of the main
examples: the Fokker-Planck equation, the BGK equation, the granular media equation
or the various variants of the Boltzmann equation. In this section, we present further
results for the Burgers equation (Subsection 5.1.2), the vorticity equation (Subsection
5.1.3) and the Landau equation (Subsection 5.1.4). In all these cases, the propagation of
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chaos results derived before cannot be directly applied so we will discuss (without proof)
the necessary adaptations.

Another motivation for this section is the observation that it is usually difficult to
numerically solve these kinetic equations using deterministic quadrature methods. Going
back to their particle interpretation, the propagation of chaos theory naturally suggests to
simulate the underlying particle system and directly use it as a basis for the approximation
of the solution of the associated kinetic PDE. In the smooth case, an example is shown in
Subsection 5.1.1. Despite their inherent stochasticity, all the particle systems that have
been studied in this review are relatively easy to simulate and modern computers can
easily handle from thousands to millions of particles (it remains very far from the ∼ 1023

order of magnitude in thermodynamics, though). Note however that particle methods may
suffer from a high complexity (typically quadratic in N), the convergence may be slow (at
best O(N−1/2)) and the convergence analysis may be difficult. Still, stochastic particle
methods have been used with great success in particular for the Boltzmann equation,
following the Direct Simulation Monte Carlo (DSMC) methods developed by Bird in the
sixties (Subsection 5.1.5).

5.1.1 Stochastic particle methods for the McKean-Vlasov model

The propagation of chaos theory for the McKean-Vlasov diffusion with smooth coefficients
has been treated in Section 3.1.1. The (quantitative) result Theorem 3.1 readily suggests
to approximate the limit Fokker-Planck PDE by a smoothened version of the empirical
measure of the particle system. In dimension one, a detailed algorithm and its convergence
analysis is due to Bossy and Talay [40]. The algorithm is based on the Fokker-Planck
equation satisfied by the cumulative distribution function V (t, x) :=

∫ x
−∞ ft(x)dx, namely

with the notations of Theorem 3.1,

∂tV (t, x) = −
[∫

R
K1(x, y)∂xV (t, y)dy

]
∂xV (t, x)

+
1

2
∂x

{[∫
R
K2(x, y)∂xV (t, y)dy

]2

∂xV (t, x)

}
. (136)

Given the a sequence of time steps tk = k∆t for k ∈ {0, . . . K}, the particle system (3) is
approximated by a first order Euler-Maruyama scheme:

Y i
tk+1

= Y i
tk

+
1

N

N∑
j=1

K1(Y i
tk
, Y k

tk
)∆t+

√
tk+1 − tk
N

N∑
j=1

K2(Y i
tk
, Y k

tk
)
(
Gi
tk+1
−Gi

tk

)
, (137)

where (Gi
tk

)i,k are KN independent standard Gaussian random variables and Y i
0 are N

points in R. Then the solution V (tk, ·) of (136) is approximated at time tk by the empirical
cumulative distribution function:

V N
tk

(x) =
1

N

N∑
i=1

H
(
x− Y i

tk

)
,
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where H is the Heaviside function H(z) := 1z≥0. The main results [40, Theorem 2.1 and
Theorem 2.2] prove the convergence bounds:

max
k=0,...,K

E
∥∥V (tk, ·)− V N

tk

∥∥
L1(R)

≤ C

(
‖V (0, ·)− V N

0 ‖L1(R) +
1√
N

+
√

∆t

)
,

and

max
k=0,...,K

E
∥∥∥ftk − Φε ? µYNtk

∥∥∥
L1(R)

≤ C

[
ε2 +

1

ε

(
‖V (0, ·)− V N

0 ‖L1(R) +
1√
N

+
√

∆t

)]
,

where Φε is the density of the Gaussian law N (0, ε2), and C depends on K and ∆t.
Similarly to Theorem 3.1, the proof relies on an analogous synchronous coupling for
the time discrete system (137), see [40, Lemma 2.8]. Still in a regular setting, we also
mention that for the granular media equation, the concentration inequality of Theorem
3.18 leads to an explicit convergence rate for the smoothened empirical measure towards
the invariant measure of the nonlinear system, see [36, Theorem 2.14].

For more singular kernels, general results are difficult to obtain and the “good” ap-
proach most often depends on the specific properties of the considered model. In the
next subsections, we give a brief overview of important results for classical equations in
mathematical physics. When available, we also discuss their numerical approximation via
particle methods. On this last topic, a much more complete reference is the review [37].

5.1.2 The Burgers equation

In his seminal article [226], McKean raised the problem of the derivation of the Burgers
equation from an interacting particle system. The Burgers equation is the following one-
dimensional PDE on R+ × R:

∂tft(x) = −ft(x)∂xft(x) +
σ2

2
∂2
xxft(x). (138)

In view of Theorem 3.1, the associated particle system should be given by (3) with

b(x, µ) =
1

2
µ(x), σ(x, µ) ≡ σ = constant,

or equivalently, with the notations of Theorem 3.1,

b̃(x, y) =
1

2
y, K1(x, y) = δx,y.

Clearly, K1 is much too singular to satisfy the hypotheses of Theorem 3.1. The main
approaches to tackle the problem are the following, sorted in chronological order.
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• In [44, Theorem 3.1], the Dirac delta K1 is approximated by a smooth function with
a smoothing parameter ε(N) which depends on N . Using McKean’s quantitative
approach of Theorem 3.1, Calderoni and Pulvirenti show a moderate interaction
result (see Section 3.1.2) and prove that there exists a sequence ε(N) for which
the propagation of chaos result holds towards the (singular) solution of the Burgers
equation.

• In [253], Osada and Kotani use a more analytical approach based on the observa-
tion that the generator of the particle system with K1(x, y) = δx,y can be written in
divergence form and after a change of time, this generator can be seen as a pertur-
bation of order N−1 of an Ornstein-Uhlenbeck generator. The result then follows
from a careful analysis of the associated N -particle semigroup written as a series
expansion via the iterated Duhamel formula.

• In [275] (see also [276, Chapter 2]), Sznitman replaces the deterministic drift δXi
t ,X

j
t
dt

by the symmetric local time in 0 of X i
t −X

j
t .

• In [40] and in [200], Bossy, Talay and Jourdain use a different particle system: they
interpret the Burgers Equation (138) as the equation satisfied by the cumulative
distribution function (136) of the solution of the McKean-Vlasov equation with the
kernel K1(x, y) = H(x − y) where H is the Heaviside function (and a constant
diffusion). Still, the kernel does not satisfies the hypothesis of McKean theorem
because of the discontinuity in zero. The dedicated propagation of chaos result is
proved using the strong pathwise martingale method (similar Theorem 3.11), see
[39, Theorem 3.2] and the generalised result [200, Proposition 2.4]. In [39, Theorem
3.1], Bossy and Talay also prove the convergence of the particle scheme (137) with
the same convergence rate as in the Lipschitz framework.

• In [210], Lacker shows that the Burgers equation can be derived by a direct appli-
cation of the generalised McKean Theorem 3.21 using the Girsanov transform.

5.1.3 The vorticity equation and other singular kernels

In dimension 2, the vorticity formulation of the Navier-Stokes equation reads

∂twt(x) = (K ? wt)(x) · ∇xwt(x) + ν∆xwt(x), (139)

where ν > 0 is called the viscosity and K is the Biot and Savart kernel

K(x) =
x⊥

|x|2
=

1

|x|2
(−x2, x1). (140)

It is important to note that the solution wt of (139) is not assumed to be positive so
its interpretation as the law of a limit particle system is not obvious. A particle system
associated to (139) has been introduced by Chorin in [80] as a simple numerical method to
solve the vorticity equation. Later, computational improvements have been proposed in
[171] to cope with the high complexity of the algorithm, which is quadratic in the number
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of particles. The idea is based on a clever specific treatment of the short and long range
interactions. The method is known as the fast multipole method.

The mathematical treatment of Chorin algorithm and more generally the problem of
the derivation of Equation (139) from a particle system was initiated in the 80’s and is still
an active topic. Important progress have been made very recently. The particle system
is described below and the propagation of chaos result is stated (informally).

Let be given N real-valued random variables (mN
i )i∈{1,...,N} called the circulations. The

N particle system is a standard linear McKean-Vlasov system where the convolution with
the drift kernel K is “weighted” by the circulations:

dX i
t =

1

N

∑
j 6=i

mN
j K(Xj

t −X i
t)dt+ σdBi

t,

where σ > 0 is such that ν = σ2/2 and the Bi
t are N independent Brownian motions. Note

that the circulations do not depend on time. The problem is to prove the propagation of
chaos for the system (X i

t ,m
N
i )i∈{1,...,N} towards the law of the nonlinear random variable

(X t,m) defined by the SDE:

dX t = K ? wt(X t)dt+ σdBt,

where Bt is a Brownian motion and wt is the measure on R2 defined by

∀B ∈ B(R2), wt(B) = E
[
m1Xt∈B

]
=

∫∫
R×B

mft(dm, dx),

where ft(dm, dx) ∈ P(R × R2) is the law of (m,X t). It can be shown that wt is a weak
solution of the vorticity Equation (139). Moreover, the propagation of chaos result implies
that the random measure

WN
t :=

1

N

N∑
i=1

mN
t δXi

t
∈M(Rd),

converges weakly towards wt (in the space of measures).
Compared to the classical setting, the main difficulty is that the Biot and Savart ker-

nel (140) is singular in (0, 0). To deal with the problem, some of the historical stepping
stones include the following. In [222], Marchioro and Pulvirenti use a regularised ker-
nel and prove a moderate interaction result by coupling the trajectories. The result is
improved by Méléard in [232, 233] who proves the pathwise propagation of chaos with
more general initial data. A different approach, without regularisation, is due to Osada
in [252]. Similarly to [253], it is based on the analytical study of the generator of the
particle system. The propagation of chaos result holds under the assumptions of a large
viscosity and a bounded initial data. Two recent works have improved these results using
two different approaches.

• In [148, Theorem 2.12], Fournier, Hauray and Mischler use a martingale compactness
method (similar to the one presented in Section 3.3.1). To cope with the singularity
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of the Biot and Savart kernel, new entropy estimates are derived which, among
other things, imply that any two particles do not stay too close to each other, see
[148, Lemma 3.3]. We also refer to the introduction of the article which contains
a much more complete review of the existing works on the subject, also including
deterministic models.

• In [194], Jabin and Wang have analytically derived entropy bounds which imply the
propagation of chaos in TV norm for the system with constant circulations mN

i = 1.
Compared to the previous approach, the result is quantitative. The strategy is
reviewed in Section 3.4.

To conclude, we discuss some extensions of these ideas to other important singular
kernels derived from a Coulomb potential and already mentioned in Section 3.1.2, namely
when K(x) = ξdx/|x|d in dimension d, for a constant ξd ∈ R. In dimension d = 2, the
attractive case ξd > 0 is called the Keller-Segel kernel. Following the probabilistic methods
of [148], recent works on the corresponding particle model include [149, 163, 216, 217],
see also the references therein. More analytical methods include [180, 16, 42] and the
references therein.

Another natural extension concerns kinetic systems on the product space Rd ×Rd for
which the particle system is defined by the Newton equations with random noise:

dX i
t = V i

t dt, dV i
t = K ? µXNt (X i

t)dt+ σdBi
t,

where K(x) = ξdx/|x|d on Rd. The limit equation obtained as N → +∞ is called the
Vlasov-Poisson-Fokker-Planck equation on Rd × Rd:

∂tft(x, v) + v · ∇xft + (K ? ρt)(x) · ∇vft(x, v) =
σ2

2
∆vft(x, v),

where ρt(dx) =
∫
v∈Rd ft(dx, dv). The propagation of chaos result via entropy bounds is

proved in [193]. More recently, the Vlasov-Poisson-Fokker-Planck is derived in [59] from
a regularised particle system with cutoff. Following this work, a better cutoff size is
obtained in [190]. See also the references therein for a more detailed account of earlier
works on the subject.

5.1.4 The Landau equation

The Landau operator is obtained as a grazing collision limit [285, 301] of the Boltzmann
operator defined on the right-hand side of (16) when the angular cross-section Σ = Σε(θ)
depends on a parameter ε→ 0 such that

Σε(θ) −→
ε→0

0,

uniformly on any interval [θ0, π], θ0 > 0 and∫ π

0

sin2(θ/2)Σε(θ)dθ −→
ε→0

Λ ∈ (0,+∞).
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In the spatially homogeneous case, it leads to the Landau equation:

∂tft(v) = ∇v ·
∫
R3

a(v − v∗)
[
ft(v∗)∇vft(v)− ft(v)∇vft(v∗)

]
dv∗, (141)

where for u ∈ R3, we define the matrix a(u) = Φ̃(|u|)P(u), where Φ̃ is explicit in terms of
the velocity cross section Φ and the constant Λ, and P(u) := I3 − u⊗u

|u|2 is the orthogonal

projection matrix on u⊥. As usual, we refer to the classical reviews [301] and [98] for a
more complete overview of the Landau equation in kinetic theory.

The formal derivation of (141) from the Boltzmann equation has been made rigorous
in a probabilistic framework in [173]. Similarly to the Boltzmann equation, the Landau
equation is shown to be associated to a nonlinear martingale problem. Then using the
strong pathwise martingale compactness method (see Section 2.3.2), it is obtained as the
limit of a Boltzmann particle system when both parameters N and ε converge, N → +∞
and ε → 0, see [173, Theorem 4.1]. This procedure also gives a Monte Carlo algorithm
for the approximation of the Landau equation, using a Bird simulation algorithm which
will be discussed below.

The Landau equation can also be obtained as the N → +∞ limit of a system of
N diffusion processes. In [142], the authors consider the particle system driven by N2

independent Brownian motions (Bij
t )i,j and defined by the system of SDEs:

dX i
t =

1

N

N∑
j=1

b(X i
t −X

j
t )dt+

1√
N

N∑
j=1

σ(X i
t −X

j
t )dB

ij
t , (142)

for i ∈ {1, . . . , N}, where b : R3 → R3 and σ : R3 →M3(R) are defined by

b(u) = ∇ · a(u), σ(u)σ(u)T = a(u),

for the matrix a in (141). The nonlinear limit SDE is not a classical McKean-Vlasov
system as it is driven by a space-time white noise instead of a standard Brownian motion.
To prove the propagation of chaos, Fontbona, Guérin and Méléard have developed a
dedicated optimal coupling method which leads to a quantitative convergence estimate.
A non quantitative result was obtained before in [235] using martingale methods and
martingale measures (see Remark I-5).

A more standard McKean-Vlasov system of the form (3) is given in [144] with still
b = ∇ · a and this time, for x ∈ R3 and µ ∈ P(R3), σ(x, µ) is the unique square root of
the matrix:

a ? µ(x) =

∫
R3

a(x− y)µ(dy).

When the matrix a is sufficiently smooth (roughly when Φ̃(|u|) = |u|2), the propagation
of chaos result thus follows from a standard synchronous coupling method, using some
ad hoc preliminary estimates. A numerical scheme and its convergence analysis is also
presented. When the velocity cross section is such that Φ̃(|u|) = |u|2+γ with γ ∈ (−2, 0)
(this is the case of the moderately soft potentials), then a (and thus σ) is not smooth.
The propagation of chaos is proved in [147] using a new optimal coupling method for
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diffusion processes. The coupling is based on the observation that in order to couple the
solutions of the two diffusion SDEs:

dX1
t = σ1(t)dB1

t , dX2
t = σ2(t)dB2

t ,

for two different diffusion matrices σ1 and σ2, then an optimal choice is:

B2
t =

∫ t

0

U(a1(s), a2(s))dB1
s ,

where ak(s) = σk(s)σk(s)
T for k ∈ {1, 2} and

U(a1, a2) := a
−1/2
2 a

−1/2
1 (a

1/2
1 a2a

1/2
1 )1/2.

This coupling is a “dynamical” version of the optimal coupling between the normal laws
N (0, a1) and N (0, a2) [162]. Since the matrix U(a1, a2) is orthogonal, it follows that
U(a1, a2)B2

t is a standard Brownian motion. A non quantitative result using martingale
methods is also shown in [147].

Yet another particle system has been proposed in [54]. The SDE system (142) is the
same as in [142] but the Brownian motions are not independent, they satisfy Bij

t = −Bji
t .

Contrary to the previous one, this particle system preserves the momentum and energy.
The propagation of chaos result is proved using the pointwise empirical approach described
in Section 2.3.3. The same particle system is also studied in [146] where the authors use
the optimal coupling method of [147] for the case γ ∈ [0, 1].

5.1.5 DSMC for the Boltzmann equation

As already discussed many times in this review, the propagation of chaos towards the
Boltzmann equation of rarefied gas dynamics (16) is a long standing problem which be-
comes extremely difficult in the unbounded cases (19) and (20) described in Section 2.2.3.
In the easiest case of the Maxwell molecules with cutoff, the propagation of chaos follows
for instance from Kac’s Theorem 4.1 but in fact, from any of the methods described in
Section 4. In the unbounded cases, most results are known only in the spatially homoge-
neous setting. For the hard-sphere cross section and for the (true) Maxwell molecules, the
first complete and rigorous results are due to Sznitman [273] using martingale methods
(see Theorem 4.4) and Murata [245] using a coupling approach (in dimension two). For
the true Maxwell molecules, in a series of papers [114], [151, 152, 153], [154], the authors
combined Tanaka’s probabilitic representation of the Boltzmann equation with the mar-
tingale method of Sznitman and obtained existence results and particle approximation
results respectively in dimension one, two and three. The strategy is based on a cutoff
approximation with a vanishing cutoff parameter when N → +∞. Lately, the analytical
approach developed in [239] has lead to quantitative results in both the hard sphere and
true Maxwell molecules cases. The latest results on the subject are summarised in Sec-
tion 4.5 and we refer the interested reader to the introduction of [239] for a more detailed
review of known results. Probabilistic coupling methods have also been recently been de-
veloped to treat the case of Maxwell molecules and hard and moderately soft potentials,
see [155, 308] and the references therein.
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The numerical treatment of the Boltzmann equation is also an old question, with many
techniques available. The difficulty comes from the approximation of the collision integral,
on the right-hand side of (16). In dimension three, this is an integral over a (3+2)-
dimensional space which makes any naive deterministic quadrature method practically
inefficient. We will not discuss how efficient deterministic methods could be implemented
(it is an active research area, see for instance [243, 117, 255] and the references therein)
and we will focus on a brief overview of stochastic particle methods which can be seen as
a natural application of the propagation of chaos property.

An exact simulation algorithm.

Since the Boltzmann equation is obtained as the limit of a system of particles interacting
according to (6), a natural idea is to simulate this particle system on any time interval
[0, T ] and to take (a possibly smoothened version of) its empirical measure as an approx-
imation of the solution of the Boltzmann equation. It is important to note that it only
makes sense to simulate cutoff mollified models so for physical cases of interest (hard
spheres or Maxwell molecules), one also needs to introduce a cutoff approximation of the
cross section. An advantage of this method is that the particle system can be simulated
exactly so the only errors comes from the N -particle discretization (that is, the conver-
gence rate in the propagation of chaos) and the cutoff approximation. This method is
called the Direct Simulation Monte Carlo (DSMC) method and has been developed in
the 60’s by Bird [22]. We will discuss below Bird’s algorithm but before that, we give the
algorithmic form of Proposition I-3 and Example I-11: the Algorithm 1 below simulates
a particle system in the semi-parametric cutoff case defined in Definition 2.4. With the
notations of the definition, the interaction rate λ is assumed to be bounded by a constant
Λ (9) and the semi-parametric post-collisional distribution q (defined by (12)) is bounded
up to a factor M by a distribution q0 (13).
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Set t = 0 ;

Draw the initial states Z1
0 , . . . , Z

N
0 ;

while t ≤ T do

Draw τ from an exponential law with parameter ΛM(N − 1)/2 ;

Update each particle in (Z1
t , . . . , Z

N
t ) on [t, t+ τ ] according to L(1) ;

Draw (i, j) ∈ {1, . . . , N}2 uniformly among the N(N − 1)/2 pairs ;

Draw θ ∼ q0(θ)ν(dθ) ;

Draw η ∈ [0, 1] uniformly ;

if η ≤ λ(Zit+τ ,Z
j
t+τ )q(Zit+τ ,Z

j
t+τ ,θ)

ΛMq0(θ)
then

Zi
t+τ ← ψ1(Zi

t+τ , Z
j
t+τ , θ) ;

Zj
t+τ ← ψ2(Zi

t+τ , Z
j
t+τ , θ) ;

end

t← t+ τ ;

end

Algorithm 1: Exact simulation

This algorithm and some variants can be found in [169], [153, 152], [231] or in [173]
for an application to the Landau equation. Note that if a process with generator L(1) can
be simulated exactly (for instance if it is the generator of a transport operator) or in the
spatially homogeneous case, then it is not necessary to discretize time and the output of
Algorithm 1 is exact: the generator of the particle system is (6). However, it is necessary
to simulate a Poisson process with a parameter which is O(N); the accumulation of jumps
on small time intervals may become difficult to handle when N is very large.

In the kinetic non spatially homogeneous case, the state space is E = Rd × Rd with
the following assumptions:

• the operator L(1) acts only on the space variable and includes the boundary condi-
tions;

• the interactions are purely local: for x, v, x∗, v∗ ∈ Rd,

λ((x, v), (x∗, v∗)) ≡ λ(v, v∗)δx,x∗ ;

• the post-collisional distribution depends only on the velocity variable: for x, v, x∗, v∗ ∈
Rd,

q((x, v), (x∗, v∗), θ) ≡ q(v, v∗, θ).

As explained in Example I-14, the only way to treat this very singular case (due to the
local interaction) is to consider a mollified model. For instance, Méléard [233] considers a
bounded spatial domain which is divided into a finite number of cells of equal volume δd,
δ > 0. In the case of a torus Td a possible choice is simply to consider a uniform spatial
grid. Then the following mollified collision rate is considered:

λδ((x, v), (x∗, v∗)) ≡ λ(v, v∗)Iδ(x, x∗),
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where Iδ is the sum over the cells G :

Iδ(x, y) :=
1

δd

∑
G

1x,y∈G.

It physically means that two particles are allowed to interact only when they are in the
same cell. The scaling ensures that the purely local Boltzmann equation is (formally)
recovered when δ → 0 in the limit mollified Boltzmann equation. The rigorous proof of
the propagation of chaos property for this model when δ → 0 and N → +∞ can be found
in [231]. Since the simulation is exact, the propagation of chaos is also a convergence proof
of Algorithm 1. Since the algorithm is by nature sequential in time (the collisions are
treated sequentially one by one), a drawback of this method is that most of the collisions
will be fictitious: the if-loop will almost never be entered into. This comes from the fact
that the accept-reject scheme is as efficient as the bound on λ and q are small.

The Bird algorithm.

In the 60’s, Bird [22] introduced a simulation algorithm of the Boltzmann equation of
rarefied gas dynamics (16) which can be understood as a time-discrete version of Algorithm
1 with parallelized collisions over the cells. First, the time interval [0, T ] is discretized
uniformly with a time step ∆t and the goal is to construct a time discrete approximation
of the particles at the times tk = k∆t for k ∈ {0, . . . , K}, K ∈ N. A short heuristic
description of the algorithm is the following.

1. The flow of L(1) and the boundary conditions are treated separately from the collision
process. At each time step tk, the positions are updated first and the positions at
time tk+1 are used to update the velocities from tk to tk+1.

2. At each time step, each cell is treated independently: formally, it is equivalent to
solve the spatially homogeneous problem in each cell during the time step ∆t.

3. Instead of computing an exact simulation based on a Poisson process, a time counter
is attached to each cell. Collision events are proposed and each time a collision is
accepted, the time counter is incremented by a fixed time which is computed from
the theoretical average time between two collisions. If NG denotes the number of
particles in the cell G, then the parameter of the Poisson process which gives the
(inverse of the) average time between two collisions in G is bounded by:

Λ

N

∑
xi,xj∈G

Iδ(x
i, xj) =

NG(NG − 1)

2

Λ

N

1

δd
.

Since the collision probability depends on the current state of the particles (pairs of
particles do not collide with the same probability), the previous bound is used in an
accept-reject scheme and for the computation of the time counter. Note that this
method does not necessitate to compute the jump probabilities which is an expensive
O(N2

G) operation. Note also that it is possible to re-compute better bounds Λ and
M at each iteration: a global bound is not necessary and the product ΛM can be
replaced by a bound over the N(N−1)/2 quantities supθ λ(V i

k , V
j
k )q(V i

k , V
j
k , θ)/q0(θ).
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Draw the initial states Z1
0 , . . . , Z

N
0 ;

for k = 0 to K do

Update each position X i
tk

according to L(1) until tk+1 ;

Set V i
k = V i

tk
for i ∈ {1, . . . , N} ;

Decompose the domain into disjoint equal cells of volume δd ;

for each cell G do

Set tc = tk ;

while tc ≤ tk+1 do

Set NG the number of particles in the cell G ;

Draw uniformly two particles V i
k and V j

k in the cell G ;

Draw θ ∼ q0(θ)ν(dθ) ;

Draw η ∈ [0, 1] uniformly ;

if η ≤ λ(V ik ,V
j
k )q(V ik ,V

j
k ,θ)

ΛMq0(θ)
then

Set ∆tij =
(
NG(NG−1)

2

λ(V ik ,V
j
k )

N
1
δd

)−1

;

V i
k ← ψ1(V i

k , V
j
k , θ) ;

V j
k ← ψ2(V i

k , V
j
k , θ) ;

tc ← tc + ∆tij ;

end

end

end

Set V i
tk+1

= V i
k for i ∈ {1, . . . , N} ;

end

Algorithm 2: Bird algorithm

The convergence proof of the Bird algorithm is due to Wagner [304, Theorem 4.1] using
(non quantitative) martingale methods. The main result of Wagner is a propagation of
chaos result via the empirical measure: Wagner proves that if the empirical measure of
the initial state converges then this also holds true for the empirical measure of the output
of the Bird algorithm at any later time (note that the algorithm actually defines a time
continuous Markov process). The (heuristic) relationship between the limit of the Bird
algorithm and the Boltzmann equation is explained in [304, Section 5]. Algorithm 2 is
referred as the “modified Bird algorithm with fictitious collisions”.

Remark 15. This method simulates the Boltzmann equation in weak form (since it is
based on the simulation of the post-collisional distribution). For the main application case
(16), which is written in strong form, there is nothing else to do thanks to the invariance
of the collision kernel by the pre- and post-collisional changes of variables, see Example
I-12.

After Bird, Nanbu [247] proposed an algorithm which is roughly speaking a time
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discretization of the mean-field jump model described at the beginning of Section 2.2.2.
At each time step, each particle updates its velocity by choosing a “collision partner”
which does not update its state during this collision. As before, the collision is accepted
or rejected with a probability which depends on the collision rate. The relationship with
the Boltzmann equation is shown in Example I-7. A drawback is that in the physical case
of the Boltzmann equation of rarefied gas dynamics (16) the algorithm does not preserve
the energy and momentum. Another version was thus proposed by Babovsky [8]: at each
time step, the N -particle system is randomly uniformly separated into two groups of equal
size from which we obtain N/2 randomly uniformly sampled collision pairs. Similarly to
the Bird algorithm, if a collision is accepted, the two particles update their states. The
main difference with Bird algorithm is that each particle can collide at most once per time
step. This has a strong influence on the time accuracy. The convergence analysis of the
Nanbu-Babovsky algorithm can be found in [9]. A detailed review and comparison of the
Bird and Nanbu-Babovsky algorithms can be found in [66, Chapter 10] as well as several
variants. We also refer the interested reader to the lecture notes [256].

5.2 Models of self-organization

So far, we have been quite vague about what the particles represent. In this section, we
present more concrete modelling problems which further motivate the study of particle
systems. In the following examples, particles will be used to model large animal societies
(Section 5.2.2), neuronal networks (Section 5.2.3) and socio-economic agents (Section
5.2.4). Similarly to Statistical Physics models, the common feature of all these systems is
the spontaneous emergence of a large scale complex global dynamics out of the simple and
seemingly unorganized motion of many indistinguishable particles. The detailed study of
such behaviour is not the primary interest of this review and the following will focus on
the first step of the analysis which is the derivation of PDE models which can serve as a
theoretical basis to explain self-organized phenomena. In order to illustrate the potential
complexity of this approach even for seemingly simple models, the next Section 5.2.1 is
devoted to a brief overview of recent results on the renown Kuramoto model.

There is a vast and growing literature on self-organization and collective dynamics
models. Further much more detailed examples can be found in the books and review
articles [11, 12, 246, 244, 99, 3, 300].

5.2.1 Phase transitions and long-time behaviour: the example of the Ku-
ramoto model

The Kuramoto model is the most classical model for synchronization phenomena between
populations of oscillators, which may be used to model a clapping crowd, a population
of fireflies or a system of neurons to cite a few examples. Despite its formal simplicity,
the Kuramoto model exhibits a complex long-time behaviour which has motivated a vast
literature, see for instance the reviews [1, 219] or the articles [19, 20] and the references
therein. This section is focused on two recent works [20, 112] which prove, among other
things, that the propagation of chaos does not always hold uniformly in time for the
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Kuramoto model and some of its variants. The main reason is a phase transition phe-
nomenon. Both works actually prove some kind of large deviation results. Earlier results
in this direction can be found in [88, 93, 91].

Let N oscillators be defined by N angles θit ∈ R (defined modulo 2π so that they
can actually be seen as elements of the circle) which satisfy the following McKean-Vlasov
SDE:

dθit = ξidt−
K

N

N∑
j=1

sin(θit − θ
j
t )dt+ dBi

t,

where K ∈ R is a real parameter of the model and (ξi)i∈{1,...,N} are N i.i.d. random
variables which model the natural frequency of the oscillators (also called the disorder).
It is often assumed that at least the expectation Eξi is finite, in which case, up to a time
translation, it reduces to the case where the natural frequencies have zero mean, see [1].
When a realization of the natural frequencies is chosen beforehand, then the model is said
to be of quenched type. At least when ξi = 0 for all i, the propagation of chaos on any
finite time interval follows immediately from McKean’s Theorem 3.1. A natural question
is therefore the long-time behaviour of the system and the uniform in time propagation
of chaos. The limit Fokker-Planck equation can be shown to admit the following family
of stationary solutions:

Mκ,θ0(θ) ∝ exp(κ cos(θ − θ0)), (143)

where κ ≥ 0 solves the compatibility equation κ = 2KI1(κ)/I0(κ) and I0 and I1 are the
modified Bessel functions of order 0 and 1. The parameter θ0 ∈ R can be taken arbitrarily
(by rotational invariance). The probability density function (143) is called the von Mises
distribution with concentration parameter κ and center θ0. The trivial solution κ = 0 is
always a solution of the compatibility equation, it corresponds to the trivial disorder equi-
librium where all the oscillators are asymptotically uniformly distributed over the circle.
If K > 1 then there exists also a unique nontrivial solution κ > 0 of the compatibility
equation and the associated family of stationary becomes asymptotically stable meaning
that, up to a negligible (in a certain sense, see below) set of initial conditions, there exists
a θ0 ∈ R which depends only on the initial condition and such that the solution of the
Fokker-Planck equation converges towards the von Mises distribution (143) associated
to this θ0. This phenomenon is called a phase transition and a complete description of
the long-time dynamics of the solution of the Fokker-Planck equation can be found in
[161, 100].

Consequently, if the propagation of chaos holds uniformly in time then the empirical
measure µXNt necessarily converges towards an element of the family (143) as N, t→ +∞.
This is not always the case as shown by the large deviation principle proved in [20,
Theorem 1.1]. More precisely, let K > 1 and let κ > 0 be the unique nontrivial solution
of the compatibility equation. Fix also a constant T > 0. Assume that fN0 is f0-chaotic
for a f0 is such that

∫
S1 exp(iθ)f0(dθ) 6= 0 (otherwise the solution of the Fokker-Planck

equation does not converge towards an element of (143)). Then Bertini et al. show that
there exist θ0 ∈ R which depends only on the initial condition f0 and a sequence of
processes (WN,T

t )t∈[0,T ] which converges weakly to a standard Brownian motion such that
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for all ε > 0:

lim
N→+∞

P

(
sup

τ∈[C(K)/N,T ]

∥∥µXNNτ −Mκ,θ0+D(K)WN,T
τ

∥∥
H−1 ≤ ε

)
= 1,

where C(K), D(K) > 0 depend only on K, the initial condition and ε. As a consequence,
the propagation of chaos is not uniform in time and breaks down at times proportional
to N .

Another way to study the long-time behaviour of particle systems is to consider an
appropriate scaling limit. For the Kuramoto model and more generally for McKean-Vlasov
gradient systems, the natural scaling is the diffusive scaling defined by

f ε,Nt (xN) := εNdfNt/ε2(εx
N) = Law(εX1

t/ε2 , . . . , εX
N
t/ε2),

where ε > 0 is the scaling parameter. In the case of the Kuramoto model, this is the law of
a highly oscillating system with a frequency of order ε−1 and K = O(ε−1). The authors of
[112] study a class of McKean-Vlasov gradient systems on the torus which generalizes the
Kuramoto model. Using a gradient flow framework (see Section 3.3.2), one of the main
results of the article is an explicit counter example which proves that for some chaotic
initial conditions, the two limits N → +∞ and ε → 0 do not commute above the phase
transition. Consequently, the propagation of chaos cannot hold uniformly in time. The
links between this result and log-Sobolev inequalities is explored in [113], see also Remark
3.

5.2.2 Swarming models

Over the last twenty years, there has been a growing interest in both the Mathematics
and Physics communities for theorizing the underlying principles of large animal societies.
Among the most common examples of such systems, flocks of birds, fish schools, large
herds of mammals or ant colonies exhibit a collective coherent complex behaviour without
any obvious exterior organizing principle such as a leader. Other examples can be found
in the microscopic world (for instance colonies of bacteria or spermatozoa) or in human
societies (for instance crowds phenomena or traffic flows). In all these systems, each
individual can be roughly described as a kinetic particle (X i

t , V
i
t ) and the underlying

principles which model the global motion of the system should obey the Newton’s laws
(plus noise) dX i

t = V i
t dt and dV i

t = F (XN
t )dt, where F is a force or a sum of forces.

This section is devoted to the description of some examples of elementary mechanisms
commonly used in swarming models. Most of them are based on the assumption that
particles have a sensing region and interact with the other particles which belong to this
region. The easiest way to model this is to take an observation kernel K : R+ → R+

which vanishes at infinity, for instance K(r) = 1[0,R](r) for a fixed interaction radius
R, and to consider that the sensing region of a particle at position X i

t depends on the
map x 7→ K(|x − X i

t |). Then one has to define which kind of behaviour a particle will
adopt: for instance it can try to avoid the other particles in its sensing region or on the
contrary to move closer to the center of mass of its neighbours. Alternatively, a particle
can simply try to align its velocity with the velocities of the other particles in order to
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create a coherent motion, this is called a flocking model. A gallery of models can be found
for instance in the reviews [300] or [3]. Note that unlike classical physical systems, the
particles are able to produce their own energy for self-propulsion, so there are no a priori
conservation laws (apart from mass conservation). In the Physics literature, such particle
system is called active matter.

The next objective is to consider large systems and thus to derive (rigorously) the
N → +∞ limit. When propagation of chaos holds, this reduces the problem to the
analysis of a single kinetic PDE. Following the principles of statistical physics, one can
also try to compute the hydrodynamic limit of the solution of the kinetic PDE to study
the system on larger time and space scales. This naturally raises the problem of uniform
in time propagation of chaos but for the examples below, we will focus on modelling
aspects and we will not address this question; we refer the interested reader to the quoted
references and to Section 5.2.1 for an example which demonstrates that the question can
become very delicate.

Attraction-Repulsion.

One of the first deterministic mathematical swarming models, due to D’Orsogna et al.
[122], is based on the combination of self-propulsion and an attraction-repulsion force.
With the mean-field scaling introduced in [61], the model reads:

dV i
t

dt
= (α− β|V i

t |2)V i
t −

1

N
∇xi

∑
j 6=i

U
(
|X i

t −X
j
t |
)
,

where U(r) = −Cae−r/`a + Cre
−r/`r is the Morse potential. The nonnegative constants

α, β, Ca, `a, Cr, `r are respectively the propulsion coefficient, the friction coefficient, the
strength of alignment, the typical alignment length, the strength of the repulsion and the
typical repulsion length. Due to the propulsion and friction forces, each particle tends to
adopt the fixed cruising speed

√
α/β. Although entirely deterministic, the propagation

of chaos is covered by [31] and the limit PDE reads:

∂tft(x, v) + v · ∇xft = −∇v · ((α− β|v|2)vft) + (∇xU ? ρ[ft]) · ∇vft,

where ρ[ft](dx) =
∫
Rd ft(dx, dv). The analysis of the limit kinetic PDE and its hydrody-

namic limit in [61] gives a rigorous theoretical explanation for the emergence of complex
patterns such as rotating mills which were observed in numerical simulations only in [122].

Flocking.

The alignment mechanism introduced by Cucker and Smale [87] reads:

dV i
t

dt
=

1

N

∑
j 6=i

K
(
|Xj

t −X i
t |
)
(V j

t − V i
t ),

where K is an observation kernel which is typically taken equal to K(r) = (1 + |r|2)−γ/2,
γ > 0. The main result is that if the observation kernel is large enough in the sense that
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∫ +∞
0

K(r)dr = +∞, then the particle system satisfies for all i, j ∈ {1, . . . , N},

|V i
t − V∞| ≤ C1e−λt, |X i

t −X
j
t | ≤ C2,

for some constants C1, C2, λ > 0 and for an asymptotic velocity V∞ ∈ Rd. Note that since
the momentum is preserved, V∞ = 1

N

∑N
i=1 V

i
0 . This property is called flocking. There is

an extensive literature on the deterministic Cucker-Smale model that we will not discuss
here, see the reviews [56, 58, 3].

On the other hand, there are various ways to add a stochastic component to the
Cucker-Smale model. Maybe the most obvious way in this context, is to consider the
McKean-Vlasov model introduced in [178]:

dV i
t =

1

N

∑
j 6=i

K
(
|Xj

t −X i
t |
)
(V j

t − V i
t ) + σdBi

t,

for N independent Brownian motions (Bi
t)t. In this case and despite the fact the drift

is not globally Lipschitz and bounded, the propagation of chaos is proved in [31] using
the synchronous coupling method (see also Section 3.1.2) or in [258] using martingale
arguments (see also Section 3.3.1). The limit Fokker-Planck equation reads:

∂tft(x, v) + v · ∇xft = −∇v · (ξ[ft]ft) +
σ2

2
∆vft, (144)

with

ξ[ft](x, v) :=

∫
Rd×Rd

K(|x′ − x|)(v′ − v)ft(dx
′, dv′).

More refined models can also be considered with a non constant diffusion matrix, with
boundary conditions [77] or when the observation kernel is anisotropic. In this last case,
one can for instance consider an observation kernel K(|Xj

t −X i
t |) ≡ KV it

(|Xj
t −X i

t |) which
also depends on the velocity of the i-th particle: this includes the biologically relevant
case where the observation kernel is the indicator function of a cone of vision centered
around the velocity of the particle. In this case, propagation of chaos is proved in [78]
using a synchronous coupling argument.

In [2], Ahn and Ha considered the Cucker-Smale with a random environmental noise:

dV i
t =

1

N

∑
j 6=i

K
(
|Xj

t −X i
t |
)
(V j

t − V i
t ) + σ

(
Zi
t , µZNt

)
dBt,

where Zi
t = (X i

t , V
i
t ) and (Bt)t is a Brownian motion which is the same for all the particles

(also called common noise) and σ is a possibly non constant diffusion matrix. In this case,
the propagation of chaos does not hold in the usual sense. For general McKean-Vlasov
systems of this form, given a realization of the common noise, a conditional propagation
of chaos property can be shown [82] by revisiting the classical arguments of Dobrushin
[120] in the deterministic case. However the limit law ft is not deterministic and satisfies
a stochastic PDE which depends on the common noise (roughly speaking, it is the PDE
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(144) where the Laplacian is replaced by a transport term involving the Brownian motion).
For the Cucker-Smale system, this type of result can be found in [79].

There exist many other Cucker-Smale models where the stochasticity is incorporated
through a diffusive behaviour. For further examples, we refer the interested reader to the
review [65] and the references therein. Lately, [156] proposed a stochastic Cucker-Smale
model based on a Nanbu interaction mechanism (Example I-7). The propagation of chaos
for this model is proved using martingale arguments.

Flocking with geometrical constraints.

In the 90’s, Vicsek et al. [299] introduced a time discrete “flocking algorithm” using the
minimal assumption that the particle move at a fixed constant speed. The Vicsek model
has quickly become one of the most prominent models in the active matter literature.
Several works have numerically exhibited the emergence of complex patterns at the par-
ticle level; see for instance [68] where the emergence of high-density band-like structures
on a compact spatial domain is studied. From a mathematical point of view, since the
speed of the particles is fixed, the velocity of each particle is defined by its orientation
which is an element of the unit sphere Sd−1. The motion can thus be interpreted as a
constrained dynamical system on a manifold. Following this idea, Degond and Motsch
[104] gave a mean-field time-continuous interpretation of the Vicsek model defined by a
system of Stratonovich SDEs:

dX i
t = c0V

i
t dt

dV i
t = ν

(
|J it |
)
P(V i

t )Ωi
tdt+

√
2σ
(
|J it |
)
P(V i

t ) ◦ dBi
t,

where c0 > 0 is the speed of the particles, ν, σ > 0 are respectively the intensity of the
alignment and the strength of the diffusion and

Ωi
t :=

J it
|J it |
∈ Sd−1, J it =

1

N

N∑
j=1

K
(
|Xj

t −X i
t |
)
V j
t ∈ Rd.

Given v ∈ Rd, the matrix P(v) := Id − v⊗v
|v|2 is the projection on the plane orthogonal to

v. The SDE is written in the Stratonovich sense (indicated by the symbol ◦), so that
for all i and all t ≥ 0, V i

t ∈ Sd−1 provided that |V i
0 | = 1. In this model, the alignment

force exerted on particle i belongs to the tangent hyperplane of the orientation V i
t and is

directed towards the local average orientation Ωi
t. The strength of this force may depend

on the norm of J it which plays the role of a (local) order parameter : when the system
is in a disordered state with all the orientations uniformly scattered on the sphere, then
|J it | tends to zero as N → +∞. In the opposite case of a flocking state, |J it | concentrates
around a fixed point of the sphere, with a concentration parameter which depends on the
observation kernel.

The propagation of chaos property is proved in [32] in the case ν(|J |) = |J |. The
authors use the synchronous coupling method for a particle system which is defined a
priori in the whole space E = Rd×Rd. Consequently, a regularisation argument is needed

132



for the projection matrix (which is singular at the origin) to prove local well-posedness.
It is then shown that this system stays constrained on the manifold E = Rd × Sd−1 (i.e.
|V i
t | = 1 for all t) provided that it holds true at initial time. Since the singularity is never

visited, the regularisation can therefore be removed, the particle system coincides with
the original one and is well-defined globally in time. The result is extended in [43] in
particular in the more singular case ν(|J |) = 1. The limit Fokker-Planck equation reads:

∂tft(x, v) + c0v · ∇xft = ν
(
|J [ft]|

)
∇v · (P(v)Ω[ft]ft) + σ

(
|J [ft]|

)
∆vft, (145)

where

J [ft](x) =

∫
Rd
K(|x′ − x|)v′ft(dx′, dv′) ∈ Rd, Ω[ft] =

J [ft]

|J [ft]|
∈ Sd−1,

and ∆v, ∇v· denote respectively the Laplace-Beltrami and the divergence operators on
the sphere Sd−1.

An analogous mean-field jump particle system is introduced in [116] and the corre-
sponding propagation of chaos result which leads to a BGK equation is proved in [115].
Keeping the key assumption of the fixed speed, a Boltzmann interaction mechanism is
proposed in [17, 18] and the propagation of chaos for various Boltzmann models is studied
in [49, 50].

The behaviour of the spatially-homogeneous version of the kinetic Fokker-Planck PDE
(145) is well-understood: well-posedness results and long-time convergence results are
proved in [140, 206, 43] in the case ν(|J |) = 1 and phase transition phenomena are
explored in depth in [100] in particular in the case ν(|J |) = |J |. The stationary solutions
of the spatially-homogeneous PDE belong to the family of von Mises distributions on the
sphere Sd−1 thus generalizing the framework of the Kuramato model to higher dimensions
(the Kuramato model is equivalent to the one dimensional spatially-homogeneous Vicsek
model). Finally, the hydrodynamic limit is derived in [104, 116]. However, the analysis
of the spatially-inhomogeneous case remains mostly open. To the best of our knowledge,
and despite some numerical evidence, a complete theory able to explain the phenomena
reported at the particle level in [68] is still lacking. For Boltzmann models, very few is
known in the mathematics literature even at the kinetic level [48].

The framework of the Vicsek model can also be used to model alignment mechanisms
on other manifolds than the sphere. For instance, in dimension 3, the particles may be
defined by their full body-orientation which is a rotation matrix in SO3(R), see the lec-
ture notes [101] for an extension of the Vicsek model to this case. In the liquid crystal
literature, a different alignment mechanism called nematic is used, which roughly speak-
ing, corresponds to replacing the sphere Sd−1 by the projective space Sd−1/ ± Id, see for
instance [103] and the references therein.

Topological interactions.

There is experimental and numerical evidence [10] to support the idea that in order to
maintain cohesion in a bird flock, the interactions between the individuals are rather
based on their rank than on their relative distance. It means that given a particle i, the

133



influence of a particle j on i at time t depends on the rank R[µXNt ](X i
t , X

j
t ) ∈ {1, . . . , N}

of particle j defined such that particle j is the R[µXNt ](X i
t , X

j
t )-th nearest neighbour of i:

R[µXNt ](X i
t , X

j
t ) := #

{
k ∈ {1, . . . , N}, |X i

t −Xk
t | < |X i

t −X
j
t |
}
.

In a mean-field framework, it is more natural to use the normalised rank defined by
r[µXNt ](X i

t , X
j
t ) = R[µXNt ](X i

t , X
j
t )/N where given x, y, z ∈ Rd and µ ∈ P(Rd),

r[µ](x, y) :=
〈
µ, ψ(x, y, ·)

〉
, ψ(x, y, z) := 1[0,1)

(
|x− z|
|x− y|

)
. (146)

All the models previously described can be alternatively defined using topological in-
teractions by replacing the metric observation kernel K(|X i

t − Xj
t |) by the rank-based

observation kernel K
(
r[µXNt ](X i

t , X
j
t )
)
, where in this case K : [0, 1] → R+ is a smooth

given function. This change has two consequences: first the interaction is no longer sym-
metric (this is not a real difficulty) and secondly, this adds a new source of nonlinearity
but since it is of mean-field type (i.e. it only depends on the empirical measure), the
limit can be easily derived, at least formally. Note however that since the function ψ in
(146) is not Lipschitz, an ad hoc argument is needed, for instance a regularisation proce-
dure (see Section 3.1.2). For the (deterministic) Cucker-Smale model, this is investigated
in [179]. For Boltzmann (Nanbu) interactions with a collision rate which depends on
K
(
r[µXNt ](X i

t , X
j
t )
)
, several models are discussed in [23, 24] and a rigorous propagation

of chaos result is proved in [97].

5.2.3 Neuron models

The modelling of (biological) neuronal networks has a long story that we do not intend
to extensively review here. We will only give a glimpse on the subject by quoting some
recent models relevant with our subject.

Mean-field jump models.

A neuron is mainly described by its membrane potential in R+ and maybe also by some
other variables which depend on the considered model. In an abstract setting X i

t ∈ Rd

will denote the state of neuron i ∈ {1, . . . , N} at time t. The value of the membrane
potential is typically linked to the jump rate of random events called spikes. When a
neuron spikes, its membrane potential is automatically reset at a default value and this
spiking event increases the membrane potentials of the other (neighbouring) neurons. In
a mean-field setting, this small potential increase is proportional to 1/N . This small toy
model is exactly a mean-field jump model with simultaneous jumps considered in Example
I-5. Such model was considered first in [96] and then in [150]. The propagation of chaos
can be proved using compactness or coupling methods. More recently, the question is also
addressed in various very general cases which include diffusion models in [6].
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Diffusion models.

Another popular class of neuron models is based on McKean-Vlasov diffusion processes.
In the abstract setting described in [290], the neurons are clustered into P (N) populations.

Each population of neurons α has Nα neurons and N =
∑P (N)

α=1 Nα. Each population α
is located at a position rα ∈ Γ where Γ is a nice space modelling the cerebral cortex.
The spike of a neuron at location rγ produces a time continuous current which affects
the other neurons at location rα with a delay τ(rα, rγ) ≥ 0. The state of the neuron X i

t

belonging to population α is thus governed by the SDE:

dX i
t = F (t, rα, X

i
t)dt+

1

P (N)

P (N)∑
γ=1

1

Nγ

∑
p(j)=γ

b
(
rα, rγ, X

i
t , X

j
t−τ(rα,rγ)

)
dt+ σ(rα)dBi

t,

where b : Γ × Γ × Rd × Rd → Rd is the current function, p(j) ∈ {1, . . . , P (N)} is the
population index of particle j and the functions F : R+ × Γ× Rd → Rd, σ : Γ→Md(R)
denote the intrinsic deterministic dynamics and the external noise exerted on the neuron.
The limit Fokker-Planck equation is not of one of the types previously studied: it involves
a time delay and an intricate spatial dependence which both raise well-posedness issues.
On top of that, for classical neuron models such as the FitzHugh-Nagumo model, the
parameters are not globally Lipschitz. The adaptation to this complex framework of the
classical synchronous coupling method of Sznitman can be found in [38, 290].

Point processes models.

Finally, forgetting the details of the membrane potential, the neuronal activity can also
be modelled by N counting processes (i.e. non-decreasing integer-valued jump processes)
with a jump parameter which depends on the number of past and neighbouring jumps.
These processes are called (interacting) Hawkes processes or self-exciting counting pro-
cesses. The state of the neuron X i

t ∈ N is simply defined as its number of spikes up
to time t. The mean-field analysis of such models has been initiated in [111]. Shortly
later, Chevallier [74] introduced a class of age dependent Hawkes processes for which the
jumping rate of the neuron X i

t depends on the elapsed time since the last spike, called
the age and denoted by:

Sit− := t− sup{T i ∈ X i, T i < t},

where we write T i ∈ X i when T i ∈ R+ is a jump time of the counting process (X i
t)t.

Moreover each spiking event affects the jump rate of the other neurons. In summary, the
jump rate of neuron i is defined by:

λit := ψ

(
Sit− ,

1

N

N∑
j=1

(∫ t−

0

Hij(t− τ)Xj(dτ) + Fij(t)
))

,

where Hij, Fij : R+ → R are random interaction functions, ψ : R+ × R → R+ is called
the intensity function, and Xj denotes the random measure (or point process) associated
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to the process (Xj
t )t. In this expression, the communication function Hij models how the

spike of a neuron j at time τ affects the spike rate of neuron i at time t. In our usual
setting, it means that X i

t satisfies the SDE:

X i
t =

∫ t

0

∫ +∞

0

1
u≤ψ
(
Si
s−
, 1
N

∑N
j=1(

∫ s−
0 Hij(s−τ)Xj(dτ)+Fij(s))

)N i(ds, du),

where the N i are N independent Poisson random measures on R+ × R+ with intensity
ds ⊗ du. Using a synchronous coupling argument, it is shown in [74] that the limit
N → +∞ exists and the distribution of the age Sit− of each neuron at time t converges
towards the solution of the PDE:

∂tn(s, t) + ∂sn(s, t) + ψ(s,m(t) + F0(t))n(s, t) = 0,

n(0, t) =

∫ +∞

0

ψ(s,m(t) + F0(t))n(s, t)ds,

m(t) =

∫ t

0

h(t− τ)n(0, τ)dτ ,

where F0 and h denote the expectations of the functions Fij and Hij. The solution n(s, t)
is the distribution of neurons with age s at time t. This PDE was studied before by
Pakdaman, Perthame and Salort [254]. On this subject, see for instance [45] and the
references therein.

5.2.4 Socio-economic models

In this section, the particles model interacting socio-economic agents (human beings) with
all the variety of possible interactions that one can imagine: to give a flavour of some
recent modelling trends, we present a selection of models for opinion dynamics, wealth
distribution or rating score in games. More on the subject can be found in the book [246].
The only modelling assumption is that an interaction involves only two agents so that all
the models presented are Boltzmann models. Interactions which involve more than two
but still a finite fixed number of agents could also be relevant in some situations but we
will not discuss this point [287]. The following parametric Boltzmann models are defined
using the notations of Section 2.2.3 with a generator of the form (14).

Opinion dynamics.

In the opinion formation considered model in [286], an opinion is a real number in [−1, 1],
L(1) = 0 and an interaction between two agents with opinions (z1, z2) leads to the post-
collisional opinions:

ψ̃1(z1, z2, η1, η2) = z1 − γP (|z1|)(z1 − z2) + η1D(|z1|),
ψ̃2(z1, z2, η1, η2) = z2 − γP (|z2|)(z2 − z1) + η2D(|z2|),

where γ ≥ 0 and the functions P and D model respectively the intrinsic tendency to the
consensus and the diffusion. Typically, for extreme opinions, one expects P and D to be
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small. The parameters (η1, η2) are independent zero mean random variables with a fixed
variance σ2. A similar model posed on the whole real line R and written in Nanbu form
is studied in [102] with P (|z|) = 1 and D(|z|) = 1. The collision rate may depend on the
individual opinions of the agents or of the difference between their opinions (typically, two
agents with far-away opinions are less likely to interact). In [102] collision rates which
depend on a mean-field quantity are also considered. In both works, the authors study
the long-time dynamics and the equilibrium distributions of the model. An important
assumption is the grazing collision scaling γ → 0, σ2/γ → κ for a fixed κ. This choice
turns the Boltzmann equation into a more amenable (Landau) Fokker-Planck equation
(see [285, 301] and Section 5.1.4). Phase transitions phenomena for this equation are
investigated in [102] as well as non-spatially homogeneous versions of this model.

Wealth distribution.

A model of wealth distribution model inspired from [223] can be found in [83]. The
authors assume E = R with L(1) = 0, λ = 1, Θ̃ = R4 and

ψ̃1

(
z1, z2, (L,R, L̃, R̃)

)
= Lz1 +Rz2,

and
ψ̃2

(
z1, z2, (L,R, L̃, R̃)

)
= L̃z2 + R̃z1.

In this model, the state of a particle represents the wealth of an individual and the
parameters (L,R, L̃, R̃) specify how a trade between two individuals affect their wealth.
This model generalises a famous model due to Kac [204]. It is assumed that the parameters
(L,R, L̃, R̃) are distributed so that E[L + R] = E[L̃ + R̃] = 1. This model is called
conservative, which means that during a trade, the wealth of each agent is conserved in
average. Several other examples of conservative and non conservative models are presented
in [223]. The rigorous propagation of chaos property is proved in [83] using a coupling
method (Section 4.4).

Lately, the authors of [126] introduced the non-conservative model

ψ̃1(z1, z2, R) = R(z1 + z2),

ψ̃2(z1, z2, R) = (1−R)(z1 + z2),

where R is a parameter drawn from the uniform distribution on [0, 1]. The model is
originally written in a discrete time and discrete space setting (meaning that the wealths
z1, z2 belong to N). The continuum and mean-field limits are investigated using a mar-
tingale approach. Then, the limit Boltzmann equation is shown to admit several families
of equilibria depending on the initial wealth distribution.

Elo rating system.

In this example, the particles are players in a one-versus-one game, for instance during a
chess competition or during a sport or e-sport event. Each player is characterised by its
intrinsic strength ρ (which is fixed) and a rating r. The goal of the Elo rating system is to
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update the ratings of the players at each game so that they match the intrinsic strengths of
the players. Following the Elo system, a simple model for a game is a Boltzmann collision
model of type (15) with L(1) = 0, which updates the ratings of two players z1 = (r1, ρ1)
and z2 = (r2, ρ2) as follows:

λ̃(r1, r2) = λw(|r1 − r2|),
ψ̃1(r1, r2, θ) = r1 + γ

(
S(ρ1, ρ2, θ)− b(r1 − r2)

)
,

ψ̃2(r1, r2, θ) = r2 − γ
(
S(ρ1, ρ2, θ)− b(r1 − r2)

)
,

where λ, γ > 0 are given parameters, S(ρ1, ρ2, θ) ∈ {−1, 1} is the score of the game (1
means a win) and b : R→ (−1, 1) is an odd increasing function which predicts the score
of the game given the difference of ratings. The parameter θ ∼ ν(dθ) is assumed to be
such that

Eν
[
S(ρ1, ρ2, θ)

]
= b(ρ1 − ρ2),

which means that the probability of a win for the player 1 is equal to

Pν(S(ρ1, ρ2, θ) = 1) =
1

2
+

1

2
b(ρ1 − ρ2).

The collision rate w depends only on the absolute difference between the ratings (typically
a game involves players with similar rating scores). The Boltzmann equation (15) reads
in weak form:

d

dt

∫∫
R2

ϕ(r, ρ)ft(dr, dρ)

=
λ

2

∫
R2×Rd×Θ

w(|r1 − r2|)
{
ϕ
(
r1 + γ

(
S(r1, r2, θ)− b(r1 − r2)

)
, ρ1

)
+ ϕ

(
r2 − γ

(
S(r1, r2, θ)− b(r1 − r2)

)
, ρ2

)
− ϕ(r1, ρ1)− ϕ(r2, ρ2)

}
ft(dr1, dρ1)ft(dr2, dρ2)ν(dθ).

In the grazing collision limit γ → 0 and γλ → κ for a fixed κ > 0, a first order Taylor
expansion gives, at least formally, the following equation in strong form:

∂tft(r, ρ) + ∂r
(
a[ft]ft

)
= 0, (147)

where

a[ft](r, ρ) := κ∂r

∫
R2×R2

w(|r∗ − r|)
(
b(ρ∗ − ρ)− b(r∗ − r)

)
ft(dr∗, dρ∗).

This is the equation derived in [192] from a time-discrete model. A more elaborated
model is proposed in [127] to incorporate a learning procedure which increases the intrinsic
strength of the players at each game. The long-time behaviour of the grazing collision limit
Fokker-Planck equation is then investigated theoretically and numerically. In particular,
the solution of (147) is shown to concentrate on the diagonal {ρ = r} as expected.
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5.3 Applications in data sciences and optimization

Nowadays, the development of data sciences has pushed the development of ever more
efficient algorithms. Typical tasks the are discussed below include sampling and filtering
(Section 5.3.1), optimization (Section 5.3.2) and the training of neural networks (Section
5.3.3). All these situations are challenging, in particular due to the curse of dimension-
ality, to the high computational cost of naive methods or to the difficulty of finding a
satisfactory theoretical framework to prove the convergence of the algorithms. To cope
with these problems, various metaheuristic methods based on the simulation of systems
of particles have been developed. The models in Section 5.2 illustrate how simple interac-
tion mechanisms can lead to a complex behaviour. In this section, we explore some ideas
to design good interaction mechanisms to be used to solve difficult numerical problems.
The motivation is twofold: on the one hand, particle systems are easy to simulate and
on the other hand, the mean-field theory gives a natural theoretical foundation for the
convergence proof of the methods.

5.3.1 Some problems related to Monte Carlo integration

Let π be an unknown probability density function on a state space E called the target
distribution. In Bayesian statistics, π is typically a posterior distribution which gives the
distribution of the parameters of a model given the observations. To get an estimate of
these parameters, one needs to compute various observables of the form 〈π, ϕ〉 for a test
function ϕ ∈ Cb(E). In general it is not possible to compute directly such an integral
because the value of π at each point can be computed only up to a multiplicative nor-
malising constant or because the dimension of the state space is too high to use standard
quadrature methods. The Monte Carlo paradigm is based on the law of large numbers: if
X1, . . . , XN are N independent π-distributed samples, then an asymptotic estimate of the
observable is 〈µXN , ϕ〉. However, constructing good samples is not easy: in this section, we
present a selection of known methods to achieve this goal and illustrate them with some
applications. The underlying idea is to look at the samples as particles which are chaotic
or, in a dynamical framework, which propagates chaos towards the target distribution:
this thus provide many samples which becomes asymptotically i.i.d. and π-distributed.
A classical reference on Monte Carlo methods is [263].

Scaling limits of the Metropolis-Hastings algorithm.

In a series of famous articles [238, 237, 181] Metropolis, Hastings et al. have introduced
an algorithm to construct a Markov chain which is ergodic with stationary distribution
π. It aims to sample approximately π-distributed random variables, for a probability
measure π known up to a multiplicative factor (for instance a Gibbs measure with density
Z−1e−V with respect to some non-negative measure, where the potential V is known
but Z can be very expensive to compute), which can be hard to sample from. This
renown algorithm has become a building block for many more advanced methods. In
its most basic form, it produces a single ergodic time-discrete Markov chain (Xk)k∈N
such that Law(Xk) → π when k → +∞ and Xk, Xk′ are asymptotically independent
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when |k − k′| → +∞. Although very efficient in simple cases, the convergence of the
Metropolis-Hastings algorithm is often slow, in particular when π is multimodal. This is
due to the sequential nature of the algorithm: typically, the desired π-distributed samples
are extracted from the states of only one Markov chain at different times, well spaced in
time and after an initial burn-in phase.

Among the many extensions and improvements of the Metropolis-Hastings algorithm,
the recent article [81] studies a more efficient parallelised version of the Metropolis-Hasting
algorithm which is directly inspired by the theory of propagation of chaos. The starting
point is a map E × P(E) → P(E), (x, µ) 7→ Θµ(dy|x) called the proposal distribution.
Let αµ and h be the functions defined for all µ ∈ P(E), x, y ∈ E and u ∈ R+ by

αµ(x, y) :=
Θµ(y|x)π(x)

Θµ(x|y)π(y)
, h(u) := min(1, u).

Despite the dependence on µ, αµ has to be easy enough to compute for this method
to be numerically useful (nice typical examples include Θµ(y|x) = K ? µ(y) for some
suitable kernel K). This step requires the knowledge of π up to a multiplicative constant:
this is particularly well-suited for Gibbs measures of the kind π(dx) = Z−1e−V (x)µ(dx)
with a potential V and a non-negative measure µ which make the normalization constant
(often called the partition function) Z costly to compute. For numerical reasons, it
will be often more amenable to work with logαµ(x, y) instead of αµ(x, y) directly (in the
previous example, this reduces the computation of the quotient π(x)/π(y) to the difference
V (x) − V (y))). The algorithm in [81] constructs the Markov chain XN

k = (X1
k , . . . , X

N
k )

on EN such that each component i ∈ {1, . . . , N} is updated at step k ∈ N according to
the transition kernel:

X i
k+1 ∼ KµXN

k

(X i
k, dy),

where for x ∈ E and µ ∈ P(E), the transition kernel is of the form

Kµ(x, dy) := h(αµ(x, y))Θµ(dy|x)︸ ︷︷ ︸
accept

+
[
1−

∫
z∈E

h(αµ(x, z))Θµ(dz|x)
]
δx(dy)︸ ︷︷ ︸

reject

.

From an algorithmic point of view, at each iteration k and for each particle i, a proposal
Y i
k ∼ ΘµXN

k

(dy|X i
k) is sampled first; then the state of particle i at the next iteration is

set to X i
k+1 = Y i

k with probability h(αµXN
k

(X i
k, Y

i
k )) (accept) and to X i

k+1 = X i
k otherwise

(reject).
The classical Metropolis-Hasting algorithm corresponds to the case where Θµ does not

depend on the measure argument µ, in which case the previous construction simply gives
N independent Markov chains. When the proposal distribution depends on the empir-
ical measure of the system, then this algorithm defines an interacting mean-field jump
particle system in discrete time. Note that in this case π⊗N is generally not a station-
ary distribution of the particle system. To get back to the traditional continuous time
framework, it is possible to simply attach to each particle an independent Poisson pro-
cess which triggers the jumps or a global Poisson process which triggers the simultaneous
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jumps of the N particles. The result is a particle system of the form described in Section
2.2.2. Under appropriate Lipschitz regularity assumptions on Θµ which are detailed in
[81], then, when N → +∞, the propagation of chaos property holds towards the solution
of the integro-differential equation:

∂tft(x) =

∫
E

π(x)Θft(y|x)h(αft(x, y))

(
ft(y)

π(y)
− ft(x)

π(x)

)
dy. (148)

This result is proved in [81] using the optimal coupling argument described in Section
3.2.3. Note that when Θ does not depend on its measure argument, then Equation
(148) is nothing more than the forward Kolmogorov equation associated to the time
continuous version of the Metropolis-Hasting Markov chain. In both the interacting and
non interacting cases, it can readily be seen that π is a stationary solution of (148).
The propagation of chaos also ensures the asymptotic independence of the particles as
expected.

This mean-field interpretation of the Metropolis-Hasting algorithm has two main ad-
vantages: first the exponential convergence of the solution of (148) towards π with an
explicit convergence rate can be deduced from a purely analytical study of Equation
(148). In [81, Section 5], such result follows from the entropy-dissipation structure of the
equation: for a given level of precision, the time-convergence estimate gives a value of T
such that fT is a good enough approximation of π, and the mean-field system of [81] gives
an approximation of ft (and a fortiori of fT , hence of π), which is uniform for t in [0, T ].
Secondly, this analysis gives some rationale for the choice of the proposal distribution,
which is critical in all Metropolis-Hasting based methods. In [81], the best convergence
rate is obtained for Θµ(dy|x) = K ? µ(y)dy for a normalised symmetric observation ker-
nel K (typically gaussian) which approximates the Dirac distribution δ0. In this case,
at the particle level, the proposal distribution is a random perturbation with law K of
the state of another uniformly sampled particle. Other choices of proposal distributions
which produce good results in practice can be found in [81, Section 3].

In this example, the mean-field limit reduces the analysis of a complex particle system
to the analysis of a (hopefully) simpler PDE. Another example of such idea can be found in
[202] where an algorithm similar to the one in [81] is studied. The main difference is that
at each time step, the proposals are accepted or rejected globally for the N particles and
not individually. In other words, the algorithm is a simple Metropolis-Hasting algorithm
on a product space EN with a tensorized target distribution π⊗N . When E = R, under a
proper diffusive time-rescaling, each component of the chain (i.e. each particle) satisfies
the propagation of chaos property when N → +∞. The limit nonlinear process is a
McKean-Vlasov diffusion process whose law satisfies the Fokker-Planck equation

∂tft = ∂x

{
G(ft)V

′ft + Γ(ft)∂xft

}
,

where G and Γ are explicit functions of ft and V, V ′, V ′′ and V is a Gibbs potential such
that π = e−V . The long-time convergence analysis of the solution can be found in [201]
using also the entropy-dissipation properties of the equation.
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Ensemble Kalman Sampling.

A common inverse problem is to estimate a parameter x ∈ Rd from a noisy observation
y ∈ Rk which is given by:

y = G(x) + η,

where the model is given by a function G : Rd → Rk and a covariance matrix Γ such
that the noise η is a Gaussian random variable N (0,Γ). In the present setting, the model
parameters G and Γ are known, usually given by the underlying physical setting, but in
some cases one can also optimise them (for instance trying several noise amplitudes), in
order to fit at best some experimental data. In the Bayesian framework, the parameter x
that we want to estimate is assumed to be a priori distributed according to a distribution
π0 on Rd (called the prior distribution). Then, after an observation y, our knowledge of x
is updated: the posterior distribution of x knowing the observation y is computed using
Bayes’ formula. For a given model G and Γ, the posterior distribution of x is equal to

π(x) ∝ exp(−Φ(x))π0(x),

where the likelihood function e−Φ is the Gibbs potential of the loss function:

Φ(x) :=
1

2
|y − G(x)|2Γ = 〈y − G(x),Γ−1/2(y − G(u))〉.

To keep things simple, we will assume that π0 is a centered Gaussian law with covariance
matrix Γ0. The target posterior distribution is thus (up to a normalisation constant):

π(x) ∝ exp(−ΦR(x)), ΦR(x) := Φ(x) +
1

2
|x|2Γ0

. (149)

In order to reconstruct x, one can either draw samples from the posterior distribution
π or compute the points which maximise π, this method being known as the Maximum
A Posteriori (MAP). The recent Ensemble Kalman Inversion (EKI) methods propose
various metaheuristic diffusion interacting particle schemes to solve these sampling and
optimization problems. Unlike the Metropolis-Hasting algorithm, these methods exploit
the specific form of the target distribution.

When the target distribution is in Gibbs form (149), a simple diffusion process with
stationary distribution π, called the Langevin dynamics, is given by the SDE:

dXt = −∇ΦR(Xt)dt+
√

2dBt.

The law ft of Xt solves the Fokker-Planck equation:

∂tft = ∇ · (ft∇ΦR) + ∆ft.

Similarly to the Metropolis-Hasting case, it is possible to simply simulate a Langevin
dynamics and use its ergodic properties to get samples from π. Note, however, that on
a computer it is not possible to construct a time-continuous process and in practice the
method thus relies on a discretization scheme which introduces a bias in the stationary
distribution. For this reason, rather than being used as a direct sampling method, the
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discretized Langevin dynamics is more often plugged into the proposal distribution of a
Metropolis-Hastings algorithm in order to correct this bias (it is then called the Metropolis
Adjusted Langevin Algorithm). Moreover, the Langevin dynamics requires to evaluate the
gradient of ΦR which can be impossible or very costly. In the present case the gradient
of the potential reads:

∇ΦR(x) = ∇G(x)Γ−1(G(x)− y) + Γ−1
0 u. (150)

In [159], the authors introduce the following modified Fokker-Planck equation in order
to speed up the convergence of the Langevin dynamics:

∂tft = ∇ · (ftCov[ft]∇ΦR) + Tr
(
Cov[ft]∇2ft

)
, (151)

where for µ ∈ P(E), Cov[µ] is the covariance matrix:

Cov[µ] :=

∫
Rd

(
x−m[µ]

)
⊗
(
x−m[µ]

)
µ(dx), m[µ] :=

∫
Rd
xµ(dx).

The nonlinear Fokker-Planck equation (151) is the formal mean-field limit of the following
McKean-Vlasov interacting particle system (called ensemble in this context):

dX i
t = −Cov

[
µXNt

]
∇ΦR(X i

t)dt+
√

2Cov
[
µXNt

]
dBi

t, (152)

for i ∈ {1, . . . , N} and where the Bi
t are N independent Brownian motions. In [159], the

system (152) is called the Ensemble Kalman Sampler (EKS) and the long-time behaviour
of (151) is studied using a gradient-flow approach. To obtain a derivative-free algorithm,
the authors also use the following approximation, for µ ∈ P(E),

Cov[µ]∇G(x) ' Cov[µ,G] :=

∫
Rd

(
x−m[µ]

)
⊗
(
G(x)− 〈µ,G〉

)
µ(dx). (153)

Using (150) and the approximation (153) the EKS (152) thus becomes derivative-free:

dX i
t = −Cov

[
µXNt ,G

]
Γ−1
(
G(X i

t)− y
)
dt− Cov

[
µXNt ,G

]
Γ−1

0 X i
tdt+

√
2Cov

[
µXNt

]
dBi

t.

(154)
Unfortunately, the approximation (153) is exact only when G is linear and in general, the
derivative-free EKS (154) does not converge towards the correct target distribution. In
the linear case the propagation of chaos for the system (152) is shown in [119]. Since the
covariance matrix is a quadratic quantity, the Lipschitz assumptions of McKean’s theorem
do not hold. One of the methods described in Section 3.1.2 might be used; however the
authors of [119] introduce a new bootstrapping method. The starting point is the classical
synchronous coupling of Sznitman. Then, Ding and Li prove the following properties.

1. If f0 has bounded moments of order p ≥ 2, then the nonlinear system and the particle
system also have bounded moments of order p ≥ 2 on any finite time interval, see
[119, Lemma 5.2] and [119, Proposition 5.4].
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2. Let Y i
t = X i

t −X
i

t. The crucial property [119, Lemma 5.4] states that if there exists
0 ≤ α < 1 such that

E
∣∣Y i
t

∣∣2 ≤ CN−α, (155)

then for any ε > 0,

E
∣∣∣Y i
t −

1

N

N∑
j=1

Y j
t

∣∣∣2 ≤ CN−1/2−α/2+ε. (156)

3. Under the hypothesis (155) and using (156), it is possible to prove [119, Lemma
5.5]:

E
∣∣Y i
t

∣∣2 ≤ CN−1/2−α/2+ε. (157)

The proof is based on Itō’s formula and an explicit control of the quantity

E
∥∥∥Cov

[
µXNt

]
− Cov

[
µXNt

]∥∥∥2

by N−1 and E
∣∣∣Y i
t − 1

N

∑N
j=1 Y

j
t

∣∣∣2 (see [119, Lemma B.2]).

4. From (157) and (155), by a bootstrapping argument starting from α = 0, it follows
that (157) holds with α = 1− 2ε, which gives the optimal convergence rate up to ε.

The proof crucially uses the linearity of G. In [118], the weakly nonlinear case where
G(x) = Ax+ g(x) for a small g is investigated as well as the corresponding time-discrete
algorithm. The present method as well as various other EKI methods are investigated
numerically in [262]. A new methodology for nonlinear settings can be found in [257].

Filtering problems.

The two previous examples focus on a static target. Filtering can be understood as a
“dynamic sampling” problem. An example of filtering problem which extends some of
the notions that we have discussed is the famous Kalman filter. The goal is to estimate
a time-evolving signal Xt ∈ Rd which evolves according to the following SDE

dXt = F (Xt)dt+ Σ
1/2
1 dB1

t ,

with known parameters F : Rd → Rd, Σ1 ∈Md(R) and B1
t a Brownian motion. The signal

is not measured directly and it is only observed through the noisy linear transformation
Yt ∈ Rk defined by:

dYt = GXt + Σ
1/2
2 dB2

t ,

with a known linear map G : Rd → Rk seen as a matrix, Σ2 ∈ Mk(R) and B2
t an

independent Brownian motion. The goal is to compute the conditional distribution πt of
Xt for any t ≥ 0 knowing the observed path Y[0,t], i.e. for any test function ϕ ∈ Cb(Rd),
the goal is to compute:

〈πt, ϕ〉 := E
[
ϕ(Xt)|Ft

]
,
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where Ft = σ(Ys, s ≤ t). In the linear case F (Xt) ≡ FXt with F : Rd → Rd a linear map

seen as matrix, the Bayes theorem implies that πt is a Gaussian law with mean X̂t and
covariance matrix Pt which satisfy the equations:

dX̂t = FX̂tdt+ PtG
TΣ−1

2 (dYt −GX̂tdt),

d

dt
Pt = FPt + PtF

T − PtGTΣ−1
2 GPt + Σ1.

The equation on Pt is a matrix-valued Riccati equation. The equation on X̂t is called the
Kalman-Bucy filter. Unfortunately, the solutions of these equations cannot be computed
easily in general so an approximation method is needed. The key observation is their link
with the conditional nonlinear McKean-Vlasov diffusion defined by:

dX t = FX tdt+ Σ
1/2
1 dWt + Cov[ft]C

TΣ−1
2

(
dYt −GX tdt− Σ

1/2
2 dVt

)
,

where Wt, Vt are independent Brownian motions and ft = Law(X t|Ft). Then it can be
shown that

X̂t = E[X t|Ft], Pt = Cov[ft].

This readily suggests that the solutions of the Kalman-Bucy filter and the Riccati equation
can be approximated by an interacting particle system, in this context called a particle
filter. The propagation of chaos thus appears as the crucial theoretical foundation of
the method. The lack of Lipschitz regularity and the fact that the law is only defined
conditionally to the random process Yt make things quite difficult and the result is not
already covered by a theorem in the present review. Rigorous results are proved by Del
Moral, Kurtzmann and Tugaut in [105] in the linear case and in [109] in the nonlinear
case. The methodology of the proofs is non standard and the complexity of the model
prevents us to give a faithful presentation here.

The time continuous Kalman-Bucy filter that has been presented is one example but
maybe not the most representative example of filtering problem. In practice, there are
only time discrete processes, because they are part of a numerical simulation or because
the signal is observed only at discrete times. A more traditional abstract filtering problem
in discrete time, also called a state-space model, is given by the two Markov chains with
transition kernels:

Xk+1 ∼ K(dx|Xk), Yk+1 ∼ g(dy|Xk),

The hidden Markov chain (Xk)k∈N is observed only through the observation process
(Yk)k∈N which is defined conditionally on (Xk)k. The goal is to compute the conditional
distribution πk|k for all k ∈ N, defined for all ϕ ∈ Cb(Rd) by:

〈πk|k, ϕ〉 = E[ϕ(Xk)|Y0:k],

where Y0:k = (Y0, . . . , Yk). Bayes theorem gives the recursion formula:

πk|k(dx) ∝ g(Yk|x)πk|k−1(dx), πk|k−1(dx) =

∫
Rd
πk−1|k−1(dz)K(dx|z).
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In general it is not possible to obtain the expression of πk|k in closed form. For this
reason, the class of Sequential Monte Carlo (SMC) methods, also known as particle filters
aim at approximating it by an empirical measure µXNk where XN

k is understood as a
time evolving particle system. Most often, the SMC methods rather rely on a weighted
empirical measure, where the weights of the particles are obtained using an importance
sampling method. The convergence of the approximating empirical measure or of the
importance weights is naturally related to propagation of chaos. The connection between
the two domains is due to Del Moral [106] at the end of the 90’s. Since then, SMC
methods have become increasingly popular with real-world applications in engineering,
signal processing and more recently in machine learning to cite a few. For further details,
we refer the interested reader to the short surveys [207, 85] for a practical introduction
to the subject and to the larger monographs [107, 108] and [123] for the theoretical
foundations, in particular the links with mean-field theory.

5.3.2 Agent Based Optimization

In its most abstract form, an optimization problem consists in finding the point x? ∈
E ⊂ Rd, assumed to be unique, which minimizes a given function G : E → R+. The
problem is notoriously difficult in high dimensional spaces or when G has many local
minima. In the 90’s, Kennedy and Eberhart [208] introduced a class of optimization
algorithms based on a swarm of interacting agents. The Particle Swarm Optimization
(PSO) methods are inspired by biological concepts: each agent (or particle) follows a
set of simple rules which is a mix between an individual exploration behaviour of the
state space and a collective exploitation of the swarm knowledge in order to efficiently
find and converge to the global minimum of G. From an algorithmic point of view, the
algorithm is appealing by its (relative) simplicity and its versatility as it does not requires
expensive computations like the gradient of G. In the last decades, many variants and
practical implementations of the original PSO algorithm have been proposed and a full
inventory of these Swarm Intelligence (SI) methods would go beyond the present review.
Although these algorithms have proved their efficiency for notoriously difficult problems,
their main drawback is their lack of theoretical mathematical foundations. Most of the SI
methods are based on metaheuristic principles which can hardly be turned into rigorous
convergence results, in particular when the number of agents involved becomes large.
Lately, there has been a growing interest for the convergence analysis of SI methods using
the tools developed in the kinetic theory community for mean-field particle systems in
Physics or Biology. At this point in the present review, it becomes blatantly clear that a
rigorous mean-field interpretation of SI methods could be of primary interest as it reduces
the difficult analysis of a many particle system into the analysis of a single PDE for which
many tools are already available to study its long-time convergence properties.

Following these ideas, a very simple though quite efficient method has recently been
introduced by Pinneau et al. [259]. This method called Consensus Based Optimization
(CBO) is based on the following McKean-Vlasov particle system:

dX i
t = −λ

(
X i
t − v

[
µXNt

])
Hε
(
G(X i

t)−G
(
v
[
µXNt

]))
dt+

√
2σ
∣∣X i

t − v
[
µXNt

]∣∣dBi
t, (158)
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where λ > 0, σ ≥ 0, Hε is a smoothened version of the Heaviside function H(u) = 1u≥0

and given µ ∈ P(Rd),

v[µ] :=
1

〈µ, ωα〉

∫
Rd
xωα(x)µ(dx), ωα(x) := exp(−αG(x)), α > 0.

The quantity v[µXNt ] is a weighted average of the positions of the particles. Particles
which are located near a minimum of G have a larger weight. The drift term is thus an
exploitation term: it is a standard gradient relaxation (for a quadratic potential) towards
the current weighted average position of the swarm. The diffusion term is an exploration
term which becomes as large as the particle is far from the current weighted average. To
better understand the particular choice of the weight ωα, recall the Laplace principle: it
states that if a probability measure f is absolutely continuous with respect to the Lebesgue
measure and if x? belongs to the support of f , then

lim
α→+∞

(
− 1

α
log〈f, ωα〉

)
= G(x?).

When applied to the mean-field limit solution of the Fokker-Planck equation:

∂tft(x) = −λ∇ ·
((
x− v[ft]

)
Hε
(
G(x)−G(v[ft])

)
ft

)
+ σ2∆

(
|x− v[ft]|2ft

)
, (159)

this result indicates that the Gibbs-like measure ωαft/〈ft, ωα〉 is close to δx? and the
weighted average of the particles is thus expected to satisfy

v
[
µXNt

]
−→

N→+∞
v[ft] ' x?.

Using this heuristics, the deterministic term in (158) drives the dynamics of the particle
system towards the current consensus point v

[
µXNt

]
which is always close to x? and which

keeps concentrating as particles get closer to it since the noise amplitude is lower when
the particles are close to x?. This informal reasoning at the particle level can be made
rigorous for the limit equation (159) whose solution is expected to be a good approximation
of the one-particle distribution as N → +∞. In particular, it is possible to prove that a
consensus is attained in the sense that ft → δx? as t→ +∞.

The analytical study of the PDE (159) and in particular the proof that a consensus is
attained can be found in [55]. However, the rigorous propagation of chaos result, which
would be necessary to conclude that the particle system converges towards δx? , remains
open in the general case. A rigorous result is available in [143] in the constrained case
where G is minimized over a compact submanifold of Rd. The proof follows the classical
Sznitman coupling approach. A crucial ingredient [143, Lemma 3.1] is the bound:

E
∣∣∣v[µXNt ]− v[ft]

∣∣∣2 ≤ CN−1,

where the system XN

t is i.i.d. with law ft. Note that this bound is actually a large
deviation estimate.
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Further developments on the CBO method can be found in [57] where a modification
of the diffusion coefficient is introduced in order to obtain dimension free convergence
results. A review and a comparison of recent SI methods, including the CBO method
and the original PSO algorithm, can be found in [288] and a numerical comparison can
be found in the short note [289]. We also quote the recent article [170] which gives a
more unifying framework for the mean-field interpretation of PSO and CBO methods. In
particular, a time-continuous mean-field interpretation of the original PSO algorithm is
introduced which, unlike (158), is based on a kinetic McKean-Vlasov diffusion system:

dX i
t = V i

t dt,

dV i
t = −γV i

t dt+ λ1(Y i
t −X i

t)dt+ λ2(Y min
t −X i

t)dt

+ σ1 diag(Y i
t −X i

t)dB
1,i
t + σ2 diag(Y min

t −X i
t)dB

2,i
t ,

dY i
t = ν(X i

t − Y i
t )1G(Xi

t)≤G(Y it )dt,

Y min
t = argmin

{
G(Y 1

t ), . . . , G(Y N
t )
}
,

where (X i
t , V

i
t ) is the couple position-velocity, Y i

t is the best position of particle i and Y min
t

is the best position of the whole system. The evolution of the velocity is a combination
of a (technical) friction force, two drift forces towards the best positions Y i

t and Y min
t and

two noise terms with a norm which depends on the distance to the best positions.

5.3.3 Overparametrized Neural Networks

Training neural networks can be understood as an optimization task. Should the com-
monly used algorithms converge to the good optimum is in many cases still an open
question. Recent independent works [228, 265, 272, 76] have shown that the training
process of neural networks possesses a natural mean-field interpretation which gives new
insights towards a rigorous theoretical justification to this convergence problem.

For k ∈ N, let (Xk, Yk) ∈ Rp × R be a sequence of i.i.d. π-distributed random
variables called the training data set, where π ∈ P(Rp × R) is an unknown distribution.
The random variable Xk is an object (e.g. an image) and Yk is its label. A (single
hidden layer) neural network composed of N neurons is characterised by N parameters
θN = (θ1, . . . , θN) ∈ (Rd)N . The training task of the neural network consists in finding
the parameters which minimize the risk functional:

RN(θN) := EX,Y∼π
[
`
(
Y, ŷ(X,θN)

)]
,

where for a data x ∈ Rp, the predicted label ŷ is of the form:

ŷ(x,θN) :=
〈
µθN , σ(x, ·)

〉
.

The function σ : Rp×Rd → R is a given function called the activation function. The loss
function ` : R×R→ R+ is taken equal to `(y, ŷ) := |y− ŷ|2. Note that the risk functional
depends only on the empirical measure so it can actually be rewritten RN(θN) = R(µθN ),
where the risk functional R is defined on the whole set P(Rd) by

∀µ ∈ P(Rd), R(µ) :=

∫∫
Rp×R

`
(
y, 〈µ, σ(x, ·)〉

)
π(dx, dy).
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Since the distribution π is unknown, the parameters of the neural network are updated
sequentially each time a new π-distributed data pair object-label is given. The most com-
mon updating rule is the (noisy) Stochastic Gradient Descent (SGD), which updates each
parameter i ∈ {1, . . . , N} at iteration k by following the gradient of the risk functional:

θik+1 = θik + 2sk
(
Yk − ŷ(Xk,θ

N
k )
)
∇θσ(Xk, θ

i
k) +

√
2sk
β
W i
k. (160)

where sk ∈ R+ is a step size, β ∈ (0,+∞] and W i
k are independent standard Gaussian

random variables. In the noisy case β < +∞, it is customary to add a confinement
potential to the risk functional in order to ensure good convergence properties. We do
not add it here to keep the presentation as light as possible. The whole point is to interpret
(160) as the time discretization of a McKean-Vlasov particle system, where the particles
are the parameters of the neural network θik. Since the (Xk, Yk) are assumed to be i.i.d.,
the CLT suggests the approximation:

−2
(
Yk − ŷ(Xk,θ

N
k )
)
∇θσ(Xk, θ

i
k) = N∇θi`

(
Yk, ŷ(Xk,θ

N
k )
)

' N∇θiR
N(θNk ) + Σ1/2

(
θik, µθNk

)
W̃ i
k, (161)

where W̃ i
k is a standard d-dimensional Gaussian random variable and the covariance ma-

trix is defined by:

Σ
(
θik, µθNk

)
:= N2EX,Y∼π

[
∇θi`

(
Y, ŷ(X,θNk )

)
∇θi`

(
Y, ŷ(X,θNk )

)T
]

= EX,Y∼π
[∣∣∂ŷ`(Y, ŷ(X,θNk )

)∣∣2∇θσ(X, θik)∇θσ(X, θik)
T
]
.

Since RN is actually a function of the empirical measure, the SGD dynamics (160) can
be rewritten with our usual notations:

θik+1 = θik + skb
(
θi, µθNk

)
+
√
skσk

(
θik,θ

N
k

)
Gi
k, (162)

where Gi
k is a standard Gaussian random variable,

σk
(
θik,θ

N
k

)
:=

(
skΣ

(
θik, µθNk

)
+

2

β
Id

)1/2

,

and
b
(
θi, µθNk

)
= −N∇θiR

N(θNk ) = −EX,Y∼π
[
∂ŷ`
(
Y, ŷ(X,θNk )

)
∇θσ(X, θik)

]
.

Finally, taking a time-step sk = εξ(εk) for ξ a smooth function and ε > 0 small, the
Equation (162) becomes the standard Euler-Maruyama discretization of the (time inho-
mogeneous) McKean-Vlasov particle system:

dθit = ξ(t)b
(
θi, µθNk

)
dt+

√
2ξ(t)

β
dBi

t (163)
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The main difference with (3) is the time dependent coefficient ξ(t) but it does not affect
the argument of most of the techniques investigated in Section 3. In particular, the
propagation of chaos results implies that in the limit N → +∞ and ε→ 0 the distribution
ft of the neurons satisfies the Fokker-Planck equation:

∂tft(θ) = −ξ(t)∇θ · (b(θ, ft)ft) + ξ(t)∆θft. (164)

This informal derivation is made rigorous in the following works.

1. In [228], the authors prove the simultaneous double limit N → +∞ and ε →
0 from the rescaled empirical measure µθNbt/εc

of the discrete SGD (160) to the

time-continuous solution of (164), without directly using the approximating time-
continuous particle system (163). The key estimate [228, Lemma 7.2 and Lemma 7.6]
is a concentration inequality which controls the discrepancy between the rescaled
SGD and a synchronously coupled system of nonlinear McKean-Vlasov diffusion
processes. The Azuma-Hoffding inequality gives a quantitative bound for the anal-
ogous of the approximation (161) in this case. In this time-discrete framework, the
synchronous coupling is obtained by taking the Gaussian random variables in (160)
equal to the integral of the Brownian motion of the coupled McKean-Vlasov diffu-
sion on each time step. The parameter ε ≡ εN in the time step is linked to N : it
can be taken equal to any inverse power εN = N−γ, γ > 0. A very similar coupling
approach is used in [95] with the difference that the authors prove the propagation
of chaos for the time-continuous particle system (163) only. In the regime where
the next order approximation in (161) is kept, the final diffusion matrix depends on
Σ. Both works are based on the global Lipschitz and boundedness assumptions of
McKean’s Theorem 3.1.

2. In [272], the authors use a compactness argument with ad hoc estimates to prove
the convergence of the rescaled empirical measure of the SGD, without using the
time continuous approximation (163). The proof is non quantitative and is written
in the case β = +∞ but it can accommodate more singular cases, without global
Lipschitz assumptions but with the assumption of bounded moments for π and the
initial distribution.

3. In [76], the authors solve a more general problem: using the fact that the functional
RN(θN) ≡ R(µθN ) defines a gradient flow on (Rd)N , they prove that asN → +∞ the
empirical measure of this gradient flow converges towards the Wasserstein gradient
flow defined by the risk functional R on P2(Rd). The proof is quite similar in
spirit to what has been presented in Section 3.3.2 (i.e. a compactness argument
for curves using Ascoli’s theorem) but it is relatively simpler in this case because
the framework is entirely deterministic (in particular, the empirical measure is a
deterministic object).

Of course, proving the propagation of chaos is only a first step (and in a sense the easiest
one) towards the rigorous analysis of the optimization problem outlined above. As illus-
trated many times in this section, the goal is now to exploit the long-time convergence
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properties of the limit Fokker-Planck equation (164). When `(y, ŷ) = |y − ŷ|2 a key ob-
servation is that this equation has a gradient flow structure. Using the fact that in this
case:

R(µ) = R0 + 2

∫
Rd
V (θ)µ(dθ) +

∫∫
Rd×Rd

W (θ, θ′)µ(dθ)µ(dθ′),

where R0 = EX,Y∼π[Y 2] and defining the potentials

V (θ) := −EX,Y∼π[Y σ(X, θ)], W (θ, θ′) := EX,Y∼π[σ(X, θ)σ(X, θ′)],

then for θ ∈ Rd and µ ∈ P(Rd), the drift function is equal to

b(θ, µ) = −∇θ
δR(µ)

δµ
(θ),

so that (164) is an evolutionary PDE in the sense of Definition I-4.4 and thus a gradient
flow. This gradient flow structure is exploited in [76] and [228] to prove the long-time
convergence of the SGD (160) and of the solution of (164) towards a global minimizer of
R.

5.4 Beyond propagation of chaos

In this last section, we give a glimpse on some results which extend or complete the
question of propagation of chaos. We discuss two natural directions: the fluctuation
theory when the propagation of chaos property holds (Section 5.4.1) and another other
type of many-particle limit when the propagation of chaos does not hold (Section 5.4.2).

5.4.1 Fluctuations

Propagation of chaos can be interpreted as a kind of law of large numbers where the
empirical process µXNt converges towards the deterministic limit ft. The next stage is to
consider the asymptotic behaviour when N → +∞ of the fluctuation process

ηNt :=
√
N
(
µXNt − ft

)
, (165)

thus giving a form of Central Limit Theorem. The first problem is to identify a suitable
space to which ηNt and its (potential) limit belong. From its definition, ηNt belongs to
the space of signed measures. It may not be the case for the limit and as we shall see,
the “good” point of view is to look at ηNt as an element of a space of distributions. In
this subsection, we denote by H ′ this space, defined as the dual of a space H of test
functions. Then, the second problem is to identify and characterise the limit as a process
in H ′. A choice is to study the limit of the finite dimensional distributions(

〈ηNt1 , ϕ
1〉, 〈ηNt2 , ϕ

2〉, . . . , 〈ηNtk , ϕ
k〉
)
∈ Rk, (166)

for ϕ1, . . . , ϕk ∈ H and (t1, . . . , tk) ∈ Rk
+. If the limit exists, the finite dimensional

distributions characterise a process (ηt)t ∈ C([0, T ],H ′). Another approach is the study
of the asymptotic behaviour of the pathwise characteristic function

E
[
ei〈η

N
[0,T ]

,Φ〉
]
, (167)
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where Φ is a test function on a suitable subset of the path space. The final step is to
find the SDE (in H ′) which governs the evolution of the limit process ηt. The expected
behaviour is a kind of infinite dimensional Ornstein-Uhlenbeck process.

In the following, we briefly review the main results for the two classes of models studied
before, the Boltzmann models and the mean-field McKean models.

Boltzmann models.

The study of fluctuations for Boltzmann models has been initiated by Kac and McKean
for McKean’s 2-speed caricature of a Maxwellian gas [205, 227]. The case of the three
dimensional hard-sphere gas is also discussed in [227], within the framework of [172]. The
one-dimensional Kac model (Example I-13) is studied by Tanaka [279] in the equilibrium
case and by Uchiyama [294] in the non equilibrium case. This last work is based on the
following chain of arguments.

(1) Using the generator of the particle system, identify formally the limit generator of
the real-valued process h(〈ηNt , ϕ〉), where h ∈ C∞c (R) and ϕ ∈ S (R) belongs to the
Schwartz space of functions rapidly decaying at infinity and ηNt ∈ S ′(R) is seen as a
tempered distribution.

(2) Show that the sequence of laws of the processes (ηNt )N is tight in the space P(D([0, T ],S ′
δ(R)))

where S ′
δ(R) ⊂ S ′(R) is a subset of the space of tempered distributions. Check that

any limit point concentrates on P(C([0, T ],S ′
δ(R))).

(3) Identify any limit point as the solution of a martingale problem using the expression
derived in the first step.

This method is then applied to a more realistic three-dimensional (cutoff) model in [293]
(see also [281]). The method of Uchiyama is extended to more general Boltzmann models
in [137]. The limit of the characteristic functions (167) is studied for a Boltzmann model
with simultaneous jumps in a countable state space in [296].

Mean-field models.

The fluctuations of the simple one-dimensional McKean-Vlasov diffusion b(x, µ) = −λx,
λ > 0 and σ = Id are studied in [282]. The starting point is the proof that for the pathwise
version of (167) has an explicit limit:

lim
N→+∞

E
[
ei〈η

N
[0,T ]

,ξ〉
]

= e−Q(ξ)/2, (168)

for an explicit functional Q(ξ), where ξ belongs to a subspace of the space of test functions
on C([0, T ],R) built using the finite-dimensional polynomial functions:

ξ(ω) = ϕk(ω(t1), . . . , ω(tk)),

where ϕk is a polynomial. Then a SDE which governs the “gaussian random field” with
characteristic function (168) is obtained in an appropriate space of distributions. The
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general linear case with b(x, µ) = b̃ ? µ(x) is investigated in [280]. Tanaka uses a method
originally due to Braun and Hepp in a deterministic case which consists in studying the
(pathwise) “fluctuation field” :

〈
ηN[0,T ], ξ

〉
=
√
N

(
1

N

N∑
i=1

ξ
(
X i,N

[0,T ]

)
−
〈
f[0,T ], ξ

〉)
,

where f[0,T ] ∈ P(C([0, T ],Rd)) and ξ is a smooth function on the path space for a specific

notion of differentiability. The idea is to write X i,N
[0,T ] as the flow of a SDE which depends

on µXN
[0,T ]

. Then, under smoothness assumptions, a theorem due to Braun and Hepp which

is generalised in [280] implies the convergence of the finite dimensional distributions (166)
and/or of the (pathwise) characteristic function. A large deviation principle with an
explicit rate function I is also obtained.

The differentiability assumptions of [280] are weakened by Sznitman in [274] using
a Girsanov transform argument. The result is valid in Rd and in a bounded domain
with reflecting boundary conditions. The method of Sznitman is employed in [271] for a
mean-field jump process.

Following the ideas and results of Sznitman, Hitsuda and Mitoma [188] prove the
tightness of the fluctuation process in a space of distributions (using a trajectorial rep-
resentation and a synchronous coupling argument) and derive a SDE for the limit. The
model is studied in dimension one only. The result is improved in [138] where the authors
identify a minimal (in a certain sense) space of distributions for the fluctuation process
(a weighted negative Sobolev space). This approach is then carried out for a moderate
interaction model in [203] and for a very general jump-diffusion model in [230]. A detailed
presentation can be found in Méléard’s course [229, Section 5].

5.4.2 Measure-valued limits: an example

As explained many times in this review, the propagation of chaos property is equivalent
to the convergence of the empirical process towards a deterministic limit. It means that
the law of the limit is a Dirac delta. In some cases, propagation of chaos does not hold
but the empirical process still has a limit when N → +∞. This limit is thus a (random)
measure-valued process with a law which is not a Dirac delta. A classical reference on
measure-valued processes is Dawson’s course [90].

To give a flavour of the subject, let us give a semi-informal derivation of the most
important measure-valued process, the famous Fleming-Viot process, starting from the
toy example of Section I-4.3.2. We recall here its construction and highlight the differences
which lead from the propagation of chaos to a measure valued limit. A similar presentation
can be found in Dawson’s course [90].

• We assume that E is compact, say E = Td the torus in dimension d and that the
motion is a pure jump process, without deterministic drift (for simplicity).

• Instead of a constant jump rate λ ≡ 1, we speed up the process and take a jump
rate λN = N which depends on the number of particles. Compared to our usual
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setting in the Boltzmann case, it means that each pair of particles update its state
in average O(1) times during one unit of time. To prove the propagation of chaos,
we assumed that each particle updates its state in average O(1) times during one
unit of time.

• The jump is still sampled from a linear jump transition measure: for µ ∈ P(E) and
x ∈ E, Pµ(x, dy) = KN ? µ(dy) where KN : E → E is a symmetric kernel. We
assume this time that KN is a smooth mollifier when N → +∞, in the sense that
there is σ > 0 such that for all x ∈ E and all smooth φ on E, we have the Taylor
expansion: ∫

E

ϕ(y)KN(y − x)dy = ϕ(x) +
σ

N
∆ϕ(x) +O

(
1

N2

)
, (169)

With these modifications, the empirical process (µXNt )t is a measure-valued Markov
process with generator

L̂NΦ(µ) = N2

∫∫
E×E

{
Φ

(
µ− 1

N
δx +

1

N
δy

)
− Φ(µ)

}
(KN ? µ)(dy)µ(dx), (170)

where we assume that the test function Φ ∈ Cb(P(E)) is a polynomial function

Φ(µ) = 〈µ⊗k, ϕk〉,

with k ∈ N and ϕk ∈ Cb(Ek). We recall that since E is compact, the set of polynomial
functions on P(E) is dense in Cb(P(E)). Note that a polynomial function can be extended
to the space of signed measures. Following Dawson’s course [90], the first order derivative
of the polynomial Φ (seen as a function on signed measures) at µ ∈ P(E) is defined as
the function on E :

δΦ(µ)

δµ
: x ∈ E 7→ lim

ε→0

Φ(µ+ εδx)− Φ(µ)

ε

=
k∑
j=1

∫
Ek−1

ϕk(x
1, . . . , xj−1, x, xj+1, . . . , xk)

∏
` 6=j

µ
(
dx`
)
∈ R, (171)

and similarly,

δΦ2(µ)

δ2µ
: (x, y) ∈ E2 7→ ∂2

∂ε1∂ε2

Φ(µ+ ε1δx + ε2δy)
∣∣∣
ε1=ε2=0

∈ R. (172)

Similarly to what we have presented in Section I-4.3.4, the goal is to write an expansion
of the generator (170) as N → +∞. This time we work on the space of polynomials and
we use the notion differentiability defined above. Reporting (169), (171) and (172) into
(170), a direct computation gives the expansion as N → +∞ :

L̂NΦ(µ) = LFVΦ(µ) +RN ,
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where |RN | = O(1/N) and LFV is the Fleming-Viot generator defined by:

LFVΦ(µ) := σ

∫
E

∆

(
δΦ(µ)

δµ

)
(x)µ(dx) +

∫∫
E×E

δΦ2(µ)

δ2µ
(x, y)Qµ(dx, dy), (173)

where Qµ(dx, dy) := µ(dx)⊗ δx(dy)− µ(dx)⊗ µ(dy). It can be proved that the Fleming-
Viot generator (173) defines a P(E)-valued Markov process, called the Fleming-Viot pro-
cess, which can also be characterised using the various points of view developed in the
previous sections: the convergence of the N -particle semi-group, the infinite system of
moment measures, the solution of a martingale problem. Everything is well detailed in
Dawson’s course [90, Sections 2.5 to 2.9] in the slightly different situation where KN = δ0

but the particles are subject to a Brownian noise between the jumps. The properties of
the Fleming-Viot process are studied in the reference articles [94, 121].

In population dynamics, the space E is the space of types (or alleles) and each jump is
interpreted as the simultaneous death of an individual and the birth of a new individual
with a type sampled uniformly among the population with a mutation given by KN .
The particle model is called the Moran model. The state space is often a discrete space.
Historically, Fleming and Viot [141] derived the measure-valued limit using a suitable
discretatization of the continuous state space and taking the limit in a martingale problem
when both N → +∞ and the discretization step goes to zero. Alternatively to the Moran
particle process, the Fleming-Viot process is also the measure-valued limit of the famous
Wright-Fisher model. The main difference with the Moran process is that all the N
particles update their state at the same time. For an introduction to the limit N → +∞
in this case using martingale arguments, see [136, Chapter 10, Section 4] and the references
therein. Finally, the lectures [134] and [135] contain more recent references on the subject
as well as many applications in mathematical biology.

A Generator estimates against monomials

Generators estimates are required in particular in Section I-4.3.3 and for compactness
methods in Section 3.3.1 and Section 4.3. For some polynomials µ 7→ 〈µ⊗k, ϕk〉, the
purpose is to compare the generator LN [Rϕk ◦µN ] of the empirical Markov process to the
composition L∞[Rϕk ◦ µN ], where the empirical map is µN : xN 7→ µxN . The generator
L∞ of the limit measure-valued process was defined in section I-4.3.3. This latter generator
requires most of the time a specific formalism to be computed. We consider here the case
of tensorized functions ϕk = ϕ1 ⊗ . . . ⊗ ϕk : this relies on combinatorial and symmetry
arguments, in a way which is reminiscent of [193]. The first and most important example
is k = 2 (see the compactness methods, where it is a key result). For mean-field generators
of the form (2), the target generator against degree-2 monomials reads

L∞[Rϕ1⊗ϕ2 ◦ µN ] = RLµN
ϕ1⊗ϕ2 ◦ µN +Rϕ1⊗LµN

ϕ2 ◦ µN ,

as in Section I-4.3.3.
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Lemma A.1 (Quadratic estimates for mean-field generators). Let LN be a mean-field
generator of the form (2). Let ϕ1, ϕ2 ∈ Dom(Lµ) such that ϕ1ϕ2 ∈ Dom(Lµ) for all
µ ∈ P(E). Then it holds that

LN [Rϕ1⊗ϕ2 ◦ µN ] = RLµN
ϕ1⊗ϕ2 ◦ µN +Rϕ1⊗LµN

ϕ2 ◦ µN +
1

N

〈
µN ,ΓLµN

(
ϕ1, ϕ2

)〉
.

Proof. Starting from LN [Rϕ1⊗ϕ2 ◦ µN ] at xN = (x1, . . . , xN) ∈ EN , let us compute

LN [Rϕ1⊗ϕ2 ◦ µN ]
(
xN
)

=
N∑
i=1

Lµ
xN
�i
[
xN 7→

〈
µxN , ϕ

1
〉〈
µxN , ϕ

2
〉](

xN
)

=
N∑
i=1


1

N2
Lµ

xN

[
ϕ1ϕ2

](
xi
)

+
1

N2

N∑
j=1
j 6=i

ϕ2
(
xj
)
Lµ

xN
ϕ1
(
xi
)

+ ϕ1
(
xj
)
Lµ

xN
ϕ2
(
xi
)

=
1

N2

N∑
i=1

{
Lµ

xN

[
ϕ1ϕ2

](
xi
)
− ϕ2

(
xi
)
Lµ

xN
ϕ1
(
xi
)
− ϕ1

(
xi
)
Lµ

xN
ϕ2
(
xi
)}

+
1

N2

N∑
i,j=1

ϕ1
(
xj
)
Lµ

xN
ϕ2
(
xi
)

+ ϕ2
(
xj
)
Lµ

xN
ϕ1
(
xi
)

=
1

N

〈
µxN ,ΓLµ

xN

(
ϕ1, ϕ2

)〉
+RLµ

xN
ϕ1⊗ϕ2(µxN ) +Rϕ1⊗Lµ

xN
ϕ2(µxN ),

and the last term is exactly the desired expression.

Once again, the carré du champ controls the quadratic quantities. Let us try now
to extend this estimate to any degree-k monomial. A possible goal of this is to control
the limit generator against polynomials, in order to approach its behaviour against any
function by density. Unfortunately this fails here since the bound obtained still requires
some growth comparison condition between k and N (see Section I-4.3.4).

Lemma A.2 (Extension to large-degree monomials). Fix N ≥ 2. For every j ≥ 0, let us

define the operators Γ
(j+2)
Lµ

: Cb(E
j+2)→ Cb(E) for µ ∈ P̂N(E) by:

Γ
(j+2)
LµN

(
ϕ1, . . . , ϕj+2

)
= LµN

[
ϕ1 . . . ϕj+2

]
−

j+2∑
i=1

ϕiLµN

j+2∏
`=1
`6=i

ϕ`, (174)

where we implicitly assume that any product of test functions belong to the domain of the
generator Lµ for all µ ∈ P̂N(E). For k ≥ 2, let us assume that for any 0 ≤ j ≤ k − 2,
there exists Cj > 0 such that for any {`1, . . . , `j+2} ⊂ {1, . . . , k},

sup
µ∈P̂N (E)

sup
‖ϕ1‖∞,...,‖ϕk‖∞≤1

〈
µ⊗k−1−j,Γ

(j+2)
Lµ

(
ϕ`1 , . . . , ϕ`j+2

)
⊗ ϕ`j+3 ⊗ . . .⊗ ϕ`k

〉
≤ Cj, (175)
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where {`j+3, . . . , `k} = {1, . . . , k} \ {`1, . . . , `j+2}. Then for LN of the form (2), the
following generator estimate holds with ϕk = ϕ1 ⊗ . . .⊗ ϕk

LN [Rϕk ◦ µN ] =
k∑
i=1

Rϕ1⊗...⊗ϕi−1⊗LµN
ϕi⊗ϕi+1⊗...⊗ϕk ◦ µN +

1

N

k−2∑
j=0

(
k

j + 2

)
Cj
N j

.

In particular, if Cj = O(Cj) for a fixed C > 0, then the remainder is controlled by

O
(
N−1k2

(
1 + C

N

)k)
.

Note that for j = 0, the usual carré du champ operator Γ
(2)
Lµ

xN
= ΓLµ

xN
is recovered.

Proof. Let us consider a tensorized k-particle test function ϕk = ϕ1 ⊗ . . . ⊗ ϕk and
xN ∈ EN . The generator LN is of the form (2) so we have

LN [Rϕk ◦ µN ]
(
xN
)

=
N∑
i=1

Lµ
xN
�i
[
xN 7→

〈
µ⊗k
xN
, ϕ1 ⊗ . . .⊗ ϕk

〉](
xN
)
.

We then use the linearity of Lµ
xN

and the fact that it vanishes on constants. To compute

the Lµ
xN
�i [·] term, it is sufficient to develop the µ⊗k

xN
-sum and to discriminate on how

many times xi appears. If there are j occurrences, this leads to the sum

N−k
∑

{`1,...,`j}
⊂{1,...,k}

∑
i`j+1

,...,i`k
i/∈{i`j+1

,...,i`k}

Lµ
xN

[
ϕ`1 . . . ϕ`j

](
xi
) ∏
`∈{`j+1,...,`k}

ϕ`
(
xi`
)
,

where we recall that for a given {`1, . . . , `j} ⊂ {1, . . . , k}, we write {`j+1, . . . , `k} =
{1, . . . , k}\{`1, . . . , `j}. The term Lµ

xN
�i [·] is then obtained by summing over 1 ≤ j ≤ k.

Summing then over i gives

LN [Rϕk ◦ µN ]
(
xN
)

=
k∑
j=1

Skj (µxN ), (176)

using the shortcut

Skj (µxN )

:= N−k
∑

{`1,...,`j}
⊂{1,...,k}

∑
i`j ,...,i`k

i`j /∈{i`j+1
,...,i`k}

Lµ
xN

[
ϕ`1 . . . ϕ`j

](
xi`j
) ∏
`∈{`j+1,...,`k}

ϕ`
(
xi`
)
.

Introduce now for 1 ≤ j ≤ k

Rk
j (µxN )

:= N−k
∑

{`1,...,`j}
⊂{1,...,k}

∑
i`j ,...,i`k

i`j∈{i`j+1
,...,i`k}

Lµ
xN

[
ϕ`1 . . . ϕ`j

](
xi`j
) ∏
`∈{`j+1,...,`k}

ϕ`
(
xi`
)
,
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so that

Skj (µxN ) +Rk
j (µxN )

= N−k
∑

{`1,...,`j}
⊂{1,...,k}

∑
i`j ,...,i`k

Lµ
xN

[
ϕ`1 . . . ϕ`j

](
xi`j
) ∏
`∈{`j+1,...,`k}

ϕ`
(
xi`
)
.

Moreover Rk
k(µxN ) = 0 and

Sk1 (µxN ) +Rk
1(µxN ) = N−k

k∑
`1=1

∑
i`1 ,...,i`k

Lµϕ
`1
(
xi`j
) ∏
`∈{`2,...,`k}

ϕ`
(
xi`
)

=
k∑
i=1

ϕ1 ⊗ . . .⊗ ϕi−1 ⊗ Lµ
xN
ϕi ⊗ ϕi+1 ⊗ . . .⊗ ϕk(µxN )

=
k∑
i=1

Rϕ1⊗...⊗ϕi−1⊗Lµ
xN

ϕi⊗ϕi+1⊗...⊗ϕk(µxN ). (177)

An alternative way to write Rk
j (µxN ) is

Rk
j (µxN )

= N−k
∑

{`1,...,`j+1}
⊂{1,...,k}

∑
i`j+1

,...,i`k

j+1∑
m=1

ϕ`mLµ
j+1∏
n=1
n6=m

ϕ`n


(
xi`j
) ∏
`∈{`j+2,...,`k}

ϕ`
(
xi`
)
.

Using the j-carré du champ (174), we have the telescopic expression for 1 ≤ j < k :

Skj+1 +Rk
j+1 −Rk

j

= N−k
∑

{`1,...,`j+1}
⊂{1,...,k}

∑
i`j+1

,...,i`k

Γ
(j+1)
Lµ

xN

(
ϕ1, . . . , ϕj+1

)(
xi`j+1

) ∏
`∈{`j+2,...,`k}

ϕl
(
xi`
)

= N−j
∑

{`1,...,`j+1}
⊂{1,...,k}

〈
µ⊗k−j
xN

,Γ
(j+1)
Lµ

xN

(
ϕ`1 , . . . , ϕ`j+1

)
⊗ ϕ`j+2 ⊗ . . .⊗ ϕ`k

〉
.

We then sum this expression over 1 ≤ j ≤ k − 1, we add Sk1 + Rk
1 and we use that

Rk
k(µxN ) = 0. From (176) and (177), we conclude that LN [Rϕk ◦ µN ]

(
xN
)

is equal, up to
a remainder, to the expected generator

k∑
i=1

Rϕ1⊗...⊗ϕi−1⊗Lµ
xN

ϕi⊗ϕi+1⊗...⊗ϕk(µxN ),

the remainder being

k−2∑
j=0

N−1−j
∑

{`1,...,`j+2}
⊂{1,...,k}

〈
µ⊗k−1−j
xN

,Γ
(j+2)
Lµ

xN

(
ϕ`1 , . . . , ϕ`j+2

)
⊗ ϕ`j+3 ⊗ . . .⊗ ϕ`k

〉
.
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The final estimate then follows using the boundedness assumption (175), the number of
combinations {`1, . . . , `j} ⊂ {1, . . . , k} and the binomial expansion.

Consider now the situation of the Boltzmann models. The Boltzmann generator is
described in Section I-2.3.1:

LNϕN =
1

N

∑
1≤i<j≤N

L(2) �i,j ϕN

where L(2) reads

L(2)ϕ2

(
x1, x2

)
= λ

(
x1, x2

) ∫
E2

[
ϕ2

(
x′1, x′2

)
− ϕ2

(
x1, x2

)]
Γ(2)
(
x1, x2, dx′1, dx′2

)
,

where λ and Γ(2) satisfy Assumption 1. The symmetry properties imply a nice shape for
the symmetrized version of L(2)

L(2)
symϕ2

(
x1, x2

)
=
L(2)ϕ2(x1, x2) + L(2)ϕ2(x2, x1)

2

=
λ(x1, x2)

2

∫
E2

{
ϕ2

(
x′1, x′2

)
+ ϕ2

(
x′2, x′1

)
− ϕ2

(
x1, x2

)
− ϕ2

(
x2, x1

)}
Γ(2)
(
x1, x2, dx′1, dx′2

)
,

this implies L
(2)
sym[ϕ1 ⊗ ϕ2] = L

(2)
sym[ϕ2 ⊗ ϕ1] for every ϕ1, ϕ2 ∈ F . For the limit generator,

this symmetry suggests to define Lµ as

∀ϕ ∈ F ,∀x ∈ E, Lµϕ(x) :=
〈
µ, L(2)

sym[ϕ⊗ 1](x, ·)
〉

=
〈
µ, L(2)

sym[ϕ⊗ 1](·, x)
〉
,

and equivalently ϕ⊗ 1 can be taken instead of 1⊗ϕ in the above definition. The needed
estimate is now the following.

Lemma A.3 (Quadratic estimates for Boltzmann collisions). The quadratic estimate for
degree-2 monomials reads

LN [Rϕ1⊗ϕ2 ◦ µN ] = RLµN
ϕ1⊗ϕ2 ◦ µN +Rϕ1⊗LµN

ϕ2 ◦ µN +
1

N
R
L
(2)
sym[ϕ1⊗ϕ2]

◦ µN

+
1

N

〈
µN ,ΓLµ

xN

(
ϕ1, ϕ2

)〉
.

Note that compared to Lemma A.1, an additional symmetrizing term appears.

Proof. It is a direct computation. Let us start with

LN [Rϕ1⊗ϕ2 ◦ µN ]
(
xN
)

=
1

N

∑
1≤i<j≤N

L(2) �i,j
[
xN 7→

〈
µxN , ϕ

1
〉〈
µxN , ϕ

2
〉](

xN
)
.
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We then develop the expression inside the term L(2) �i,j [·]. Since L(2)[1⊗ 1] = 0, the only
remaining terms are (up to a factor N−2)

ϕ1ϕ2
(
xi
)

+ ϕ1ϕ2
(
xj
)

+ ϕ1
(
xi
)
ϕ2
(
xj
)

+ ϕ1
(
xi
)
ϕ2
(
xj
)

+
[
ϕ1
(
xi
)

+ ϕ1
(
xj
)] ∑

k 6=i,j

ϕ2
(
xk
)

+
[
ϕ2
(
xi
)

+ ϕ2
(
xj
)] ∑

k 6=i,j

ϕ1
(
xk
)
.

Applying L(2)�i,j, the total expression is now (up to a factor N−3) the sum over 1 ≤ i <
j ≤ N of the terms

L(2)
[
ϕ1ϕ2 ⊗ 1

]
+ L(2)

[
1⊗ ϕ1ϕ2

]
+ L(2)

[
ϕ1 ⊗ ϕ2

]
+ L(2)

[
ϕ2 ⊗ ϕ1

]
+
[
L(2)

[
ϕ1 ⊗ 1

]
+ L(2)

[
1⊗ ϕ1

]] ∑
k 6=i,j

ϕ2
(
xk
)

+
[
L(2)

[
ϕ2 ⊗ 1

]
+ L(2)

[
1⊗ ϕ2

]] ∑
k 6=i,j

ϕ1
(
xk
)
,

where all the functions are evaluated at the point (xi, xj). The property λ(x, x) = 0
implies ∑

1≤i<j≤N

[
L(2)

[
ϕ1 ⊗ 1

]
+ L(2)

[
1⊗ ϕ1

]]
=

N∑
i,j=1

L(2)
sym

[
ϕ1 ⊗ 1

]
.

Note also that up to a factor N−3, RLµ
xN

ϕ1⊗ϕ2
(µxN ) + Rϕ1⊗Lµ

xN
ϕ2

(µxN ) equals the sum

(evaluated at the point (xi, xj)) over 1 ≤ i, j ≤ N of

L(2)
sym

[
ϕ1 ⊗ 1

] ∑
k 6=i,j

ϕ2
(
xk
)

+ L(2)
sym

[
ϕ2 ⊗ 1

] ∑
k 6=i,j

ϕ2
(
xk
)

+
[
ϕ2
(
xi
)

+ ϕ2
(
xj
)]
L(2)

sym

[
ϕ1 ⊗ 1

]
+
[
ϕ1
(
xi
)

+ ϕ1
(
xj
)]
L(2)

sym

[
ϕ2 ⊗ 1

]
.

In the same way,
〈
µxN ,ΓLµ

xN
(ϕ1, ϕ2)

〉
equals up to a factor N−2 the sum (evaluated at

the point (xi, xj)) over 1 ≤ i, j ≤ N of

L(2)
sym

[
ϕ1ϕ2 ⊗ 1

]
−
[
ϕ2
(
xi
)

+ ϕ2
(
xj
)]
L(2)

sym

[
ϕ1 ⊗ 1

]
−
[
ϕ1
(
xi
)

+ ϕ1
(
xj
)]
L(2)

sym

[
ϕ2 ⊗ 1

]
.

At the end of the day, summing everything with the adequate power of N , one gets

LN [Rϕ1⊗ϕ2 ◦ µN ] = RLµN
ϕ1⊗ϕ2 ◦ µN +Rϕ1⊗LµN

ϕ2 ◦ µN +
1

N
R
L
(2)
sym[ϕ1⊗ϕ2]

◦ µN

+
1

N

〈
µN ,ΓLµ

xN

(
ϕ1, ϕ2

)〉
.
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B A combinatorial lemma

This combinatorial lemma is used in Section 3.3.1 to control the jumps of the limit process.

Lemma B.1. Let (Ω,F , P ) be a probability space, and consider two integers 2 ≤ p ≤ N .
Let (Ai)1≤i≤N be a sequence of events in F such that P (Ai) > 1/p, and assume the
existence of an integer q ≥ 1 such that any intersection involving (q + 1) of the Ai is
P -negligible. Then

N

p
< q.

As a corollary, from an infinite sequence (An)n≥1 of events such that P (An) > 1/p (for
a given p ≥ 2), it is possible to build a non-negligible intersection involving an arbitrary
large number of An.

Proof. For 1 ≤ j ≤ q, consider the set of j-intersections

Aj =

{
j⋂
`=1

Ai` , i1, . . . , ij ∈ {1, . . . , N} pairwise distinct and P

(
j⋂
`=1

Ai`

)
> 0

}
.

From this, we construct a partition of
⋃

1≤i≤N Ai which is composed of j intersections.
Let us first define the class of sets which are intersections of at most j subsets.

Rj :=

{
a ∩

( ⋃
k≥j+1

⋃
a′∈Ak

a′

)c

, a ∈ Aj

}
.

The intersections a within
⋃

1≤j≤qRj are pairwise disjoint, because the recovering of two
j-intersections belongs at least to a (j+1)-intersection. Then, by definition of q,

⋃
1≤i≤N Ai

is P -a.s. covered by
⋃

1≤j≤q
⋃
a∈Rj a. As a consequence,

P

( ⋃
1≤i≤N

Ai

)
=

q∑
j=1

∑
a∈Rj

P (a). (178)

For any i and a ∈ Rj, define now the contribution of Ai to a as fi(a) := P (a ∩ Ai). Since

∀1 ≤ k ≤ j, P

(
Aik ∩

j⋂
l=1

Ail

)
= P

(
j⋂
l=1

Ail

)
it is straightforward to check that

fi(a) =

{
0 if a ∩ Ai = ∅
P (a) if a ∩ Ai 6= ∅

(179)

From the definition of Rj, exactly j of the Ai positively contribute to an intersection
a ∈ Rj. Using this and (179), it follows that

∀a ∈ Rj,

N∑
i=1

fi(a) = jP (a).
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We sum this relation over a ∈ Rj, then divide by j, and eventually sum over 1 ≤ j ≤ q.
Injecting this into (178) gives

N∑
i=1

q∑
j=1

1

j

∑
a∈Rj

fi(a) = P

( ⋃
1≤i≤N

Ai

)
≤ 1. (180)

Since Ak ⊂
⋃

1≤i≤N Ai for every 1 ≤ k ≤ q, the mass P (Ai) shall be recovered as

P (Ai) =
∑

a∈
⋃

1≤j≤qRj

P (a ∩ Ai) =

q∑
j=1

∑
a∈Rj

fi(a),

using the previous partition of
⋃

1≤i≤N Ai. Since 1
j

remains bigger than 1
q
, (180) then leads

1

q

N∑
i=1

P (Ai) ≤ 1.

The conclusion follows by the definition of p.

C Convergence in the Skorokhod space and tightness

criteria

This section gathers the classical and less classical convergence results which are used in
Section 3.3 and Section 4.3 to prove propagation of chaos via compactness arguments.
Probability remainders on the Skorokhod space, martingales, semimartingales and D-
semimartingales can be found in Appendix I-A.2 and Appendix I-A.3.

The following criterion due to Aldous [4] is the most classical result to prove the
tightness of the laws of a sequence of càdlàg processes.

Theorem C.1 (Aldous criterion). For each n ∈ N, let (Xn
t )t be an adapted càdlàg process

on the filtered probability space (Ω,F , (Ft)t,P). Assume that the sequence of processes
satisfies the following conditions.

(i) For all N ∈ N and for all ε > 0 there exist n0 ∈ N and K > 0 such that

n ≥ n0 ⇒ P
(

sup
t≤N
|Xn

t | > K

)
≤ ε.

(ii) For all N ∈ N and for all ε > 0 it holds that

lim
θ↓0

lim sup
n

sup
S,T∈TN :S≤T≤S+θ

P(|Xn
T −Xn

S | ≥ ε) = 0, (181)

where TN denotes the set of all (Ft)t-stopping times that are bounded by N .

Then the sequence of processes (Xn
t )t is tight.
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Proof. See [197, Chapter VI, Section 4a] or [136, Chapter 3, Theorem 8.6].

This criterion can be extended to a more general Polish space (E, ρ) by replacing the
first condition by the tightness of (Xn

t )n≥0 for each t in a dense subset of R+. In the second
condition (181), the norm |Xn

T −Xn
S | has to be replaced by the distance ρ(Xn

T , X
n
S ).

The following theorem reduces the question of tightness in P(D([0, T ],E )) for an
arbitrary space E to the simpler question of tightness in P(D([0, T ],R)).

Theorem C.2 (Jakubowski). Let E be a completely regular topological space with metris-
able compacts. Let F be a family of continuous functions on E which satisfies the following
properties.

(i) F separates points in E .

(ii) F is closed under addition, i.e. if Φ1,Φ2 ∈ F , then Φ1 + Φ2 ∈ F .

Let T ∈ (0,+∞]. Let (µn)n∈N a family of probability measures in P(D([0, T ],E )). Then
the family (µn)n∈N is tight if and only if the following properties hold.

(i) For all ε > 0 and for all t > 0 there exists a compact set Kt,ε ⊂ E such that for all
n ∈ N,

µn(D([0, t], Kt,ε)) > 1− ε,

and we can consider only t = T when T < +∞.

(ii) The family (µn)n∈N is F-weakly tight in the sense that for all Φ ∈ F , the family

of probability measures (Φ̃#µn)n∈N is tight in P(D([0, T ],R)) where Φ̃ denotes the
natural extension of Φ on D([0, T ],E ) :

Φ̃ : D([0, T ],E )→ D([0, T ],R), ω 7→ Φ ◦ ω.

Proof. See [198, Theorem 3.1 and Theorem 4.6].

Theorem C.2 is used in this review with E = P(E) and F the family of linear functions
Φ(µ) = 〈ϕ, µ〉 with ϕ ∈ Cb(E). In this case, a similar result also appears in [264, Theorem
2.1].

The following theorem gives a necessary and sufficient condition for the weak limit of
a sequence of càdlàg processes to be almost surely continuous.

Theorem C.3 (Continuity mapping in D). Given the Polish space (E, ρ), let us define
for x in D([0, T ], E),

J(x) :=

∫ +∞

0

e−t
[
1 ∧ sup

0≤s≤t
ρ(x(s−), x(s))

]
dt.

Let
(
(Xn

t )t
)
n

be a sequence of adapted E-valued càdlàg processes which converges in law
towards a càdlàg process X. Then X is a.s. continuous if and only J(Xn) converges in
law towards 0.
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Proof. See [136, Chapter 3, Theorem 10.2].

The basic tightness criterion for semimartingales is due to Rebolledo.

Theorem C.4 (Rebolledo criterion). Let
(
(Xn

t )t≥0

)
n≥0

be a sequence of càdlàg square in-

tegrable semimartingales. Let us write the decompositoin Xn
t = Ant +Mn

t , where (Mn
t )t≥0

is a local square integrable martingale and (Ant )t≥0 is an adapted finite variation paths pro-
cess. If the two following conditions are fulfilled, then the sequences of processes (Mn

t )t≥0,
([Mn]t)t≥0 and (Xn

t )t are tight.

(i) For every t within a dense subset of R+, (Mn
t )n≥0 and (Ant )n≥0 are tight sequences.

(ii) Both processes (〈Mn〉)n≥0 and (An)n≥0 satisfy condition (181).

Proof. See [199, Theorem 2.3.2, Corollary 2.3.3].

Finally, based on the Rebolledo criterion, a useful tightness criterion forD-semimartingales
is proved in [199]. This result is based on the following three assumptions. In the following(
(Xn

t )t≥0

)
n≥0

is a sequence of Rd-valued D-semi-martingales and we use the notations of
Definition I-A.18 and Lemma I-A.19.

Assumption 12. There exist a constant C > 0 and a sequence of positive adapted pro-
cesses such that (Cn

t )t≥0 a.s. (recall that b and a are random processes):

∀t ≥ 0,∀xd ∈ Rd, ‖b(xd, t)‖2 + Tr a(xd, t) ≤ Cn
t

(
C + ‖xd‖2

)
,

and for every T > 0,

sup
n≥0

sup
0≤t≤T

E[Cn
t ] < +∞, lim

r→+∞
sup
n≥0

P
(

sup
0≤t≤T

Cn
t > r

)
= 0. (182)

Assumption 13. The initial sequence (Xn
0 )n≥0 of random variables is such that

sup
n≥0

E‖Xn
0‖2 < +∞.

These two first assumptions are necessary to guaranty a L2 Gronwall-like bound on
Xn
t proved in [199, Lemma 3.2.2]. The next one is more technical but not difficult to

check in practise.

Assumption 14. There exist a positive function α on R+ and a decreasing sequence of
numbers (ρn)n such that limt→0+ α(t) = 0 and limn→+∞ ρn = 0, and for all 0 < s < t and
n ≥ 0,

An(t)− An(s) ≤ α(t− s) + ρn.

This assumption implies that the jumps of An are smaller than ρn. Throughout
the applications in the present article, we consider that A(t) = t so this assumption is
automatically fulfilled.
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Theorem C.5 (Joffe-Metivier criterion). If Assumptions 12, 13 and 14 are verified,
then the sequence ((Xn

t )t≥0)n≥0 of D-semimartingales is tight. If moreover convergence in
law is assumed for the initial sequence in Assumption 13, then the canonical process is
continuous in probability under the law of any limit point of the sequence.

Proof. See [199, Proposition 3.2.3] and [199, Theorem 3.3.1]. Under additional assump-
tions, this latter theorem also characterizes any limit point of the sequence as the solution
of a martingale problem.
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[16] R. J. Berman and M. Önnheim, Propagation of Chaos for a Class of First Order
Models with Singular Mean Field Interactions, SIAM J. Math. Anal., 51 (2019),
159–196, https://epubs.siam.org/doi/10.1137/18M1196662.
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de France), in Lecture given at Tor Vergata, 2010, 1–59.

[47] P. Cardaliaguet, F. Delarue, J.-M. Lasry and P.-L. Lions, The Master Equation and
the Convergence Problem in Mean Field Games, no. 201 in Annals of Mathematics
Studies, Princeton University Press, 2019, http://www.jstor.org/stable/10.

2307/j.ctvckq7qf.

[48] E. Carlen, M. C. Carvalho, P. Degond and B. Wennberg, A Boltzmann model for
rod alignment and schooling fish, Nonlinearity, 28 (2015), 1783–1803.

[49] E. Carlen, R. Chatelin, P. Degond and B. Wennberg, Kinetic hierarchy and
propagation of chaos in biological swarm models, Phys. D, 260 (2013), 90–111,
https://linkinghub.elsevier.com/retrieve/pii/S0167278912001492.

[50] E. Carlen, P. Degond and B. Wennberg, Kinetic limits for pair-interaction driven
master equations and biological swarm models, Math. Models Methods Appl. Sci.,
23 (2013), 1339–1376.

[51] R. Carmona, Lectures on BSDEs, Stochastic Control, and Stochastic Differential
Games with Financial Applications, SIAM, 2016.

[52] R. Carmona and F. Delarue, Probabilistic Theory of Mean Field Games with
Applications I, Mean Field FBSDEs, Control, and Games, no. 83 in Probability
Theory and Stochastic Modelling, Springer International Publishing, 2018.

[53] R. Carmona and F. Delarue, Probabilistic Theory of Mean Field Games with Appli-
cations II, Mean Field Games with Common Noise and Master Equations, no. 84
in Probability Theory and Stochastic Modelling, Springer International Publishing,
2018.

[54] K. Carrapatoso, Propagation of chaos for the spatially homogeneous Landau
equation for Maxwellian molecules, Kinet. Relat. Models, 9 (2015), 1–49, http:

//www.aimsciences.org/journals/displayArticlesnew.jsp?paperID=11811.

[55] J. A. Carrillo, Y.-P. Choi, C. Totzeck and O. Tse, An analytical framework for
consensus-based global optimization method, Math. Models Methods Appl. Sci.,
28 (2018), 1037–1066, https://www.worldscientific.com/doi/abs/10.1142/

S0218202518500276.

[56] J. A. Carrillo, M. Fornasier, G. Toscani and F. Vecil, Particle, kinetic, and
hydrodynamic models of swarming, in Mathematical Modeling of Collective Be-
havior in Socio-Economic and Life Sciences (eds. G. Naldi, L. Pareschi and
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[81] G. Clarté, A. Diez and J. Feydy, Collective Proposal Distributions for Non-
linear MCMC samplers: Mean-Field Theory and Fast Implementation, preprint,
arXiv:1909.08988,

[82] M. Coghi and F. Flandoli, Propagation of chaos for in-
teracting particles subject to environmental noise, Ann. Appl.
Probab., 26 (2016), 1407–1442, https://projecteuclid.org/

journals/annals-of-applied-probability/volume-26/issue-3/

Propagation-of-chaos-for-interacting-particles-subject-to-environmental-noise/

10.1214/15-AAP1120.full.

[83] R. Cortez and J. Fontbona, Quantitative propagation of chaos for generalized Kac
particle systems, Ann. Appl. Probab., 26 (2016), 892–916, http://projecteuclid.
org/euclid.aoap/1458651823.

[84] R. Cortez and J. Fontbona, Quantitative Uniform Propagation of Chaos for Maxwell
Molecules, Commun. Math. Phys., 357 (2018), 913–941, http://link.springer.
com/10.1007/s00220-018-3101-4.

[85] D. Crisan and A. Doucet, A survey of convergence results on particle filtering
methods for practitioners, IEEE Trans. Signal Process., 50 (2002), 736–746, http:
//ieeexplore.ieee.org/document/984773/.

[86] I. Csiszár, Sanov Property, Generalized I-Projection and a Conditional Limit The-
orem, Ann. Probab., 12 (1984), 768–793, https://projecteuclid.org/euclid.

aop/1176993227.

[87] F. Cucker and S. Smale, On the mathematics of emergence, Jpn. J. Math., 2
(2007), 197–227, http://link.springer.com/10.1007/s11537-007-0647-x.

[88] P. Dai Pra and F. den Hollander, McKean-Vlasov limit for interacting random
processes in random media, J. Stat. Phys., 84 (1996), 735–772.
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[160] J. Gärtner, On the McKean-Vlasov limit for Interacting Diffusions, Math. Nachr.,
137 (1988), 197–248.

[161] G. Giacomin, K. Pakdaman and X. Pellegrin, Global attractor and asymptotic
dynamics in the Kuramoto model for coupled noisy phase oscillators, Nonlinearity,
25 (2012), 1247–1273.

[162] C. R. Givens and R. M. Shortt, A class of Wasserstein metrics for probability
distributions., Michigan Math. J., 31 (1984), 231–240, https://projecteuclid.

org/journals/michigan-mathematical-journal/volume-31/issue-2/

A-class-of-Wasserstein-metrics-for-probability-distributions/10.

1307/mmj/1029003026.full.
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Stat., 51 (2015), 965–992, https://projecteuclid.org/journals/

annales-de-linstitut-henri-poincare-probabilites-et-statistiques/

volume-51/issue-3/Propagation-of-chaos-for-a-subcritical-KellerSegel-model/

10.1214/14-AIHP606.full.
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[169] C. Graham and S. Méléard, Stochastic particle approximations for generalized
Boltzmann models and convergence estimates, Ann. Probab., 25 (1997), 115–132.

[170] S. Grassi and L. Pareschi, From particle swarm optimization to consensus based
optimization: stochastic modeling and mean-field limit, Math. Models Methods
Appl. Sci., 31 (2021), 1625–1657.

179

https://epubs.siam.org/doi/10.1137/19M1251655
https://projecteuclid.org/journals/michigan-mathematical-journal/volume-31/issue-2/A-class-of-Wasserstein-metrics-for-probability-distributions/10.1307/mmj/1029003026.full
https://projecteuclid.org/journals/michigan-mathematical-journal/volume-31/issue-2/A-class-of-Wasserstein-metrics-for-probability-distributions/10.1307/mmj/1029003026.full
https://projecteuclid.org/journals/michigan-mathematical-journal/volume-31/issue-2/A-class-of-Wasserstein-metrics-for-probability-distributions/10.1307/mmj/1029003026.full
https://projecteuclid.org/journals/michigan-mathematical-journal/volume-31/issue-2/A-class-of-Wasserstein-metrics-for-probability-distributions/10.1307/mmj/1029003026.full
https://projecteuclid.org/journals/annales-de-linstitut-henri-poincare-probabilites-et-statistiques/volume-51/issue-3/Propagation-of-chaos-for-a-subcritical-KellerSegel-model/10.1214/14-AIHP606.full
https://projecteuclid.org/journals/annales-de-linstitut-henri-poincare-probabilites-et-statistiques/volume-51/issue-3/Propagation-of-chaos-for-a-subcritical-KellerSegel-model/10.1214/14-AIHP606.full
https://projecteuclid.org/journals/annales-de-linstitut-henri-poincare-probabilites-et-statistiques/volume-51/issue-3/Propagation-of-chaos-for-a-subcritical-KellerSegel-model/10.1214/14-AIHP606.full
https://projecteuclid.org/journals/annales-de-linstitut-henri-poincare-probabilites-et-statistiques/volume-51/issue-3/Propagation-of-chaos-for-a-subcritical-KellerSegel-model/10.1214/14-AIHP606.full
http://arxiv.org/abs/1301.5494


[171] L. Greengard and V. Rokhlin, A fast algorithm for particle simulations, J. Comput.
Phys., 73 (1987), 325–348, https://linkinghub.elsevier.com/retrieve/pii/

0021999187901409.
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[283] M. Tomašević, Propagation of chaos for stochastic particle systems with singular
mean-field interaction of Lp-Lq type, hal preprint: hal-03086253.
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