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ABSTRACT
In this paper, we propose a unified framework for Ensemble Block

Co-clustering (EBCO), which aims to fusemultiple basic co-clusterings
into a consensus structured affinity matrix. Each co-clustering to

be fused is obtained by applying a co-clustering method on the

same document-term dataset. This fusion process reinforces the

individual quality of the multiple basic data co-clusterings within

a single consensus matrix. Besides, the proposed framework en-

ables a completely unsupervised co-clustering where the number

of co-clusters is automatically inferred based on the non trivial

generalized modularity. We first define an explicit objective func-

tion which allows the joint learning of the basic co-clusterings

aggregation and the consensus block co-clustering. Then, we show

that EBCO generalizes the one side ensemble clustering to an en-

semble block co-clustering context. We also establish theoretical

equivalence to spectral co-clustering and weighted double spher-

ical 𝑘-means clustering for textual data. Experimental results on

various real-world document-term datasets demonstrate that EBCO
is an efficient competitor to some state-of-the-art ensemble and

co-clustering methods.

CCS CONCEPTS
• Computing methodologies → Unsupervised learning; En-
semble methods; Cluster analysis; • Information systems→
Clustering and classification; • Mathematics of computing →
Probability and statistics.
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1 INTRODUCTION
Clustering is the process of organizing similar objects into meaning-

ful clusters. This approach is essential in many fields, including data

science, machine learning, information retrieval, bio-informatics

and computer vision, to deal with massive data. The clustering

problem has been extensively addressed by different communities

and many different approaches have been developed from various

perspectives with various focuses. Although the purpose of cluster-

ing may seem simple, it is however an inherently difficult problem;

different clustering algorithms and even multiple trials of the same

algorithm may produce different results due to the fact that the

initialization is not deterministic. To overcome the resulting insta-

bility and improve clustering performance, the ensemble clustering
approach became an interesting alternative and therefore emerged

as an important extension of the classical clustering problem. It

refers to the following problem: given a number of different (input)

clusterings that have been generated from a dataset, find a single

final (consensus) clustering that is a better fit in some sense than

the existing clusterings [28].

Ensemble clustering has been extensively studied and many dif-

ferent approaches have been developed from various perspectives

with various focuses [3, 9, 19, 30, 33–35, 38]. The main contribution

of the co-association method is the redefinition of the consensus

clustering problem as a classical graph partition problem. Thereby,

Strehl and Ghosh [28] developed three graph-based algorithms

for consensus clustering. Fred and Jain [10] applied the agglom-

erative hierarchical clustering. In addition, there are some other

interesting approaches for the ensemble clustering, such as the

ones based on Information theoretic method [30], EM algorithm

with a finite mixture of multinomial distributions [31], Matrix fac-

torization based method [18, 19, 35], and kernel-based methods

[33], respectively. Recently, Liu et al. [20] proposed a spectral en-

semble clustering method, which ran spectral clustering on the

co-association matrix and transformed it as a weighted 𝑘-means

problem to achieve high efficiency. Tao et al. [29] proposed a uni-

fied framework to simultaneously learn a robust representation for

the co-association matrix and find the final consensus partition.

However, existing ensemble techniques are primarily designed for

one side clustering methods, and few research efforts have been

reported for ensemble co-clustering methods. For datasets arising

in text mining and bioinformatics where the data is represented in

a very high dimensional space, clustering both dimensions of data

matrix simultaneously is often more desirable than traditional one

side clustering. Co-clustering [1, 11, 17, 26] which is a simultaneous

clustering of objects and features of data matrix consists generally

in interlacing object clusterings with feature clusterings at each

iteration; co-clustering exploits the duality between objects and

https://doi.org/10.1145/3340531.3412058
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features which allows to effectively deal with high dimensional

data. In this way, co-clustering algorithms aim to reorganize the

initial data matrix into homogeneous co-clusters
1
or biclusters, that

can therefore be seen as subsets characterized by a set of observa-

tions and a set of features. Furthermore, co-clustering implicitly

performs an adaptive dimensionality reduction at each iteration,

leading to better object clustering accuracy compared to one side

clustering methods.

The success on one hand of ensemble methods in classification

and clustering, and on the other hand of co-clustering techniques

to deal with high dimensional and sparse data, provides the main

motivations for applying ensemble methods in document-term ma-

trix co-clustering. In this work, we propose a novel Ensemble Block

Co-clustering (EBCO) framework in which the input is a collection

of document-term matrix co-clusterings. The output of the frame-

work is a consensus block co-clustering. The Figure 1 illustrates

the detailed conceptual framework of the EBCO method.

Figure 1: EBCO Framework: 𝑎) From a document-term ma-
trix, let be a collection of 𝑚 co-clusterings or co-partitions
(Z𝑙 ,W𝑙 ); 𝑙 = 1, . . . ,𝑚 obtained by a given co-clustering al-
gorithm. 𝑏) Construct a combined affinity matrix which in-
tegrates information from all basic co-clusterings by M =
1

𝑚

∑𝑚
𝑙=1

M𝑙 where M𝑙 = Z𝑙W⊤𝑙 . 𝑐) Factorize the matrix M into
a common consensus block co-clustering Q = ZW⊤.

This paper provides a unified view on combining multiple co-

clusterings by studying connections among various consensus and

co-clustering criteria. The contribution of this paper is four-fold:

• We first tackle the problem of combining multiple co-clust-

erings as a bipartite graph co-clustering problem from a new

perspective.

• Then, we propose an explicit objective function to generate

and supervise the basic co-clusterings, and to determine the

final co-clustering.

• We show the connections between various consensus and

co-clustering criteria. In particular, we demonstrate that the

proposed method employs a generalized co-association ma-

trix to find the consensus co-partition and equivalently re-

sults in a weighted 𝑘-means co-clustering, which decreases

the time and space complexity.

1
Each co-cluster determines a submatrix of the original data matrix with some desired

properties.

• Finally we propose a method to assess the number of co-

clusters. To the best of our knowledge, this is first time an

ensemble co-clustering is considered while estimating the

number of co-clusters.

The rest of the article is organized as follows: Section 2 discusses the

related work; Section 3 details the EBCO framework for ensemble

co-clustering; Section 4 investigates gateways and connections to

some state-of-the-art consensus and co-clustering techniques for

textual data. Section 5 shows experimental evaluations and results

analysis; and, finally, Section 6 concludes the paper and discusses

future work.

2 RELATEDWORK
Co-clustering, under various names, has been successfully used in

a wide range of application domains where the co-clusters can take

different forms [32]. If it has become popular, it is mainly through its

numerous applications in different domains. For instance, in bioin-

formatics co-clustering, referred to as biclustering [21], is used

to cluster genes and experimental conditions simultaneously. In

collaborative filtering [5], it is used to group users and items simul-

taneously, and in text mining [2, 12] to group terms and documents

simultaneously. If there are many works on ensemble clustering,

few of them are devoted to co-clustering. To improve the perfor-

mance of popular biclustering methods devoted to microarrays data,

in [13] the authors proposed to adapt the approach of bagging to

biclustering problems and in [14] they formalized the ensemble

biclustering through a problem of binary triclustering. However,

by contrast with our proposal, these approaches are unfortunately

not appropriate for textual data due the nature of the data and the

objective of the biclustering algorithms considered.

On the other hand, several approaches, inspired by the spectral

clustering principle leading to a subspace on which 𝑘-means is ap-

plied, have been proposed. For instance, Huang et al. [15] designed
a spectral co-clustering ensemble algorithm (SCCE) formulated as a

bipartite graph partition problem. More specifically, let X be a data

matrix (𝑛 objects described by 𝑑 features). A SVD is performed on

the (𝑛 + 𝑑) × (𝑛 + 𝑑) adjacency matrix, then 𝑘-means is applied on

the obtained subspace. More recently, Xianxue et al. [39] proposed
a co-clustering ensemble algorithm (CoCE) which, unlike SCCE, first
evaluates the quality of the base co-clusters by measuring feature-

to-object relevance, and then the consensus process relies on the

resulting hybrid graph. To obtain the object and feature clusters,

𝑘-means is performed separately on the obtained subspace by per-

forming a SVD on a small graph Laplacian matrix. In fact, CoCE is
formulated as a trace minimization problem and introduces a block-

wise matrix multiplication technique to perform the optimization.

The adjacency matrix is reduced from an (𝑛 + 𝑑) square matrix to

an 𝑛 by 𝑑 matrix. As a result, CoCE is distinct from SCCE and has a

lower time complexity. Yet, the CoCE time complexity still remains

considerably high, in particular when dealing with text data, that

are generally sparse and high dimensional.

As we will see in detail, EBCO differs from the above-mentioned

approaches at three stages; 1) Our consensus approach is based on

multiple co-clusterings while remaining in the spirit of a double

𝑘-means-like algorithm. It has therefore a considerably lower com-

putational complexity. 2) Our approach focuses on text data and



takes into account the nature of the data which exhibits directional
characteristics. 3) The evaluation of the number of co-clusters is

addressed in our proposal unlike in all the approaches cited above.

3 ENSEMBLE BLOCK CO-CLUSTERING (EBCO)
As we focus on document-term matrices, let X = (𝑥𝑖 𝑗 ) be a data
matrix of size 𝑛 ×𝑑 , where 𝑥𝑖 𝑗 ∈ N denotes the frequency of term 𝑗

in document 𝑖 . The 𝑖𝑡ℎ row (document) of this matrix is represented

by a vector x𝑖 = (𝑥𝑖1, . . . , 𝑥𝑖𝑑 )⊤, where ⊤ denotes the transpose.

The partition of the set of documents 𝐼 into 𝑔 clusters can be repre-

sented by a classification matrix Z = (𝑧𝑖𝑘 ) ∈ {0, 1}𝑛×𝑔 satisfying

∀𝑖,∑𝑔

𝑘=1
𝑧𝑖𝑘 = 1. In the same way, we adopt the same notation for

the partition of the set of terms 𝐽 by considering a classification

matrixW = (𝑤 𝑗𝑘 ) ∈ {0, 1}𝑑×𝑔 satisfying ∀𝑗,∑𝑔

𝑘=1
𝑤 𝑗𝑘 = 1.

3.1 Problem definition
The techniques related to seriation aim to reorganize 𝐼 and 𝐽 accord-

ing to a diagonal block correspondence [22]. This objective, called

the block seriation problem, can be addressed by finding optimal

partitions described by Z andW of 𝐼 and 𝐽 respectively. This task

can be carried out by a co-clustering method or relying on a block

seriation relation Q = (q𝑖 𝑗 ) defined on 𝐼 × 𝐽 by Q = ZW⊤ where

q𝑖 𝑗 = 1 if document 𝑖 is in the same block as attribute 𝑗 and q𝑖 𝑗 = 0

otherwise. Then,

q𝑖 𝑗 =
𝑔∑

𝑘=1

z𝑖𝑘w𝑗𝑘 = (ZW⊤)𝑖 𝑗 . (1)

The matrix Q represents a block seriation relation (see [22] for

further details), then it must respect the following properties,

- Binarity. q𝑖 𝑗 ∈ {0, 1},∀(𝑖, 𝑗) ∈ 𝐼 × 𝐽 .

- Assignment constraints. These constraints ensure the bi-
jective correspondence between classes of two partitions,

meaning that each class of the partition of 𝐼 has one and one

corresponding class of the partition 𝐽 , and conversely, these

constraints are expressed linearly as follows,{ ∑
𝑗 ∈𝐽 q𝑖 𝑗 ≥ 1 ∀𝑖 ∈ 𝐼∑
𝑖∈𝐼 q𝑖 𝑗 ≥ 1 ∀𝑗 ∈ 𝐽 .

- Triad impossible. The role of these constraints is to en-

sure the blocks disjoint structure which is expressed by the

following system inequality,
q𝑖 𝑗 + q𝑖 𝑗 ′ + q𝑖′ 𝑗 ′ − q𝑖′ 𝑗 − 1 ≤ 1

q𝑖′ 𝑗 ′ + q𝑖′ 𝑗 + q𝑖 𝑗 − q𝑖 𝑗 ′ − 1 ≤ 1

q𝑖′ 𝑗 + q𝑖 𝑗 + q𝑖 𝑗 ′ − q𝑖′ 𝑗 ′ − 1 ≤ 1

q𝑖 𝑗 ′ + q𝑖′ 𝑗 ′ + q𝑖′ 𝑗 − q𝑖 𝑗 − 1 ≤ 1.

Furthermore, note that these constraints generalize the transitivity

for non symmetric data. In the case where 𝐼 = 𝐽 , it is easy to show

that the block seriation relation Q becomes an equivalence relation,

i.e. Q = ZZ⊤ or Q = WW⊤ .

Notice that the block seriation defined in Eq. (1) is not balanced

by the row and column cluster size, meaning that a cluster might

become small when affected by outliers. Thus we propose a new

scaled block seriation relation that considers both row and column

cluster sizes as follows,

q̃𝑖 𝑗 =
𝑔∑

𝑘=1

z𝑖𝑘w𝑗𝑘√z.𝑘w.𝑘

=

𝑔∑
𝑘=1

z̃𝑖𝑘 w̃𝑗𝑘 = (Z̃W̃𝑇 )𝑖 𝑗 (2)

where the cluster sizes of Z andW are on the diagonal ofDz = Z⊤Z
and Dw = W⊤W, respectively. Thereby we have Z̃ = ZD−0.5z and

W̃ = WD−0.5w .

3.2 Objective function
The problem of combining multiple co-clusterings can be described

as follows. Let M = {(Z𝑙 ,W𝑙 ); 𝑙 = 1, ...,𝑚} be a set of 𝑚 co-

partitions
2
obtained by a given co-clustering algorithm. Each co-

cluster can be modeled as a scaled block seriation relation in this

way M̃𝑙 = Z̃𝑙W̃⊤𝑙 , 𝑙 = 1, . . . ,𝑚. As the purpose is to obtain a final

co-clustering having the properties of Q̃ = (q̃𝑖 𝑗 ), we propose to
rely on a consensus structured affinity matrix Q̃ such that each M̃𝑙

can be modeled as M̃𝑙 = Q̃ + 𝐸𝑙 , 𝑙 = 1, . . . ,𝑚. This leads us to the

following optimization problem.

min

Q̃

𝑚∑
𝑙=1

𝐷 (M̃𝑙 , Q̃) (3)

where 𝐷 is a cost function that allows us to quantify the quality of

the approximation of M̃𝑙 by Q̃;𝐷 can be, for instance, the Frobenius

norm. This measure minimizes the disagreements between each

basic co-clustering M̃𝑙 and the consensus co-clustering Q̃; it can be

solved by minQ̃
∑𝑚
𝑙=1
| |M̃𝑙 − Q̃| |2𝐹 . On the other hand, it is easy to

show that optimal solution Q̃∗ is the consensus (average) affinity

matrixM = 1

𝑚

∑𝑚
𝑙=1

M̃𝑙 . Hence, givenM, the objective function to

optimize becomes

min

Q̃
J𝐸𝐵𝐶𝑂 (M, Q̃) ≡ min

Q̃
| |M − Q̃| |2𝐹 . (4)

Proposition 3.1. LetM and Q̃ be 𝑛 × 𝑑 matrices, we have,

min

Q̃
| |M − Q̃| |2𝐹 ≡ max

Q̃
𝑇𝑟 (MQ̃⊤) ≡ max

Z̃,W̃
𝑇𝑟 (Z̃⊤MW̃) (5)

Proof. Let us expand the left term in (5),

| |M − Q̃| |2𝐹 = | |M| |2𝐹 + ||Q̃| |
2

𝐹 − 2𝑇𝑟 (MQ̃⊤) (6)

First of all, | |M| |2
𝐹
is known, and does not depend on Q̃. On the

other hand, as regards | |Q̃| |2
𝐹
, it is easy to show that

| |Q̃| |2𝐹 = 𝑇𝑟 (Q̃Q̃⊤) = 𝑇𝑟 (Z̃⊤Z̃W̃⊤W̃) = 𝑇𝑟 (I) = 𝑔

where 𝑔 is the number of co-clusters that is assumed to be known

(its assessment will be discussed later). Hence, due to (6) and the

property 𝑇𝑟 (𝐴𝐵) = 𝑇𝑟 (𝐵𝐴) provided that the product is possible,

we have,

min

Q̃
| |M − Q̃| |2𝐹 ≡ max

Q̃
𝑇𝑟 (MQ̃⊤) ≡ max

Z̃,W̃
𝑇𝑟 (MW̃Z̃⊤)

≡ max

Z̃,W̃
𝑇𝑟 (Z̃⊤MW̃) .

□
2
By co-partition, we mean a set of mutually exclusive and collectively exhaustive

co-clusters such that each document and term are in one and only one co-cluster. Note

that a co-partition is a block seriation relation.



In the following, wewill see the interest of this formulation of the

objective function both in terms of optimization and connections

with other algorithms.

3.3 Optimization and algorithm
Before solving (5), note that using both properties𝑇𝑟 (𝐴𝐵) = 𝑇𝑟 (𝐵𝐴)
and 𝑇𝑟 (𝐴⊤) = 𝑇𝑟 (𝐴), if 𝐴 is a square matrix, it easy to show that,

(𝑎) 𝑇𝑟 (Z̃⊤MW̃) = 𝑇𝑟 (Z⊤MW̃D−0.5z ) = ⟨MW̃,Z⟩D−0.5z
(7)

(𝑏) 𝑇𝑟 (Z̃⊤MW̃) = 𝑇𝑟 (W⊤M⊤Z̃D−0.5w ) = ⟨M⊤Z̃,W⟩D−0.5w
. (8)

The two terms ⟨MW̃,Z⟩D−0.5z
and ⟨M⊤Z̃,W⟩D−0.5w

in (7) and (8) sug-

gest to replace the maximization of 𝑇𝑟 (Z̃⊤MW̃) by the alternated

maximization of

max

Z
⟨MW̃,Z⟩D−0.5z

and max

W
⟨M⊤Z̃,W⟩D−0.5w

.

Given an initial guess of W and Z, we iteratively update the model

parameters,

Update of Z:whenW is fixed, Z can be obtained by maximizing

⟨MW̃,Z⟩D−0.5z
=
∑
𝑖,𝑘 𝑧𝑖𝑘

1√
𝑧.𝑘

w̃⊤
𝑘
m𝑖 . Then the update of Z is given

by ∀𝑖, 𝑧𝑖𝑘 = argmax𝑘′
1√
𝑧.𝑘′

w̃⊤
𝑘′
m𝑖 ∈ {0, 1}, this leads to

Z = 𝐵𝑖𝑛𝑚𝑎𝑥3 (MW̃D−0.5z ). (9)

Update ofW:whenZ is fixed,W can be obtained bymaximizing

⟨M⊤Z̃,W⟩D−0.5w
=

∑
𝑗,𝑘 𝑤 𝑗𝑘

1√
𝑤.𝑘

z̃⊤
𝑘
m𝑗

. Then the update of W is

given by ∀𝑗,𝑤 𝑗𝑘 = argmax𝑘′
1√
𝑤.𝑘′

z̃⊤
𝑘′
m𝑗 ∈ {0, 1}. This leads to

W = 𝐵𝑖𝑛𝑚𝑎𝑥 (M⊤Z̃D−0.5w ) . (10)

Note that the update rules show the mutual interaction between

the set of documents and the set of terms. In the sequel, we give

the details of the alternating procedure of EBCO in Algorithm 1.

Algorithm 1 Ensemble Block Co-Clustering (EBCO).

Input:M = {(Z𝑙 ,W𝑙 ); 𝑙 = 1, . . . ,𝑚} a collection of co-partitions,
𝑔 number of co-clusters,

Output: co-partition (Z,W)
Initialization:

a) Compute M
b) Random initialization ofW and Z4.

repeat
1. Assignment of documents (9)

• Z← 𝐵𝑖𝑛𝑚𝑎𝑥 (MW̃D−0.5z )
2. Assignment of terms (10)

•W← 𝐵𝑖𝑛𝑚𝑎𝑥 (M⊤Z̃D−0.5w )
until convergence of 𝐽𝐸𝐵𝐶𝑂 (M, Q̃) = | |M − Q̃| |2

𝐹
(4)

Note that MW̃D−0.5z and M⊤Z̃D−0.5w are the projections of docu-

ments and words in the low-dimensional space. Furthermore, we

3
Let A = (𝑎𝑖𝑘 ) ∈ {0, 1}𝑛×𝑔 with ∀𝑖,∑𝑘 𝑎𝑖𝑘 = 1 and B = (𝑏𝑖𝑘 ) ∈ R𝑛×𝑔 , then
A← 𝐵𝑖𝑛𝑚𝑎𝑥 (B) means ∀𝑖, 𝑎𝑖𝑘 = argmax𝑘′ 𝑏𝑖𝑘′ , 𝑘

′ = 1, . . . , 𝑔.
4
InitialW and Z can be obtained, for instance, by using spherical 𝑘-means.

observe the conscience mechanism principle [6]
5
thanks to the role

played by the diagonal matrices D−0.5z and D−0.5w . Besides, EBCO is
computationally efficient and its complexity can be shown to be

𝑂 (𝑛 · 𝑖𝑡 · (2𝑔)) where 𝑖𝑡 is the number of iterations, which is small

(about few dozens).

4 RELATIONS AMONG DIFFERENT
CONSENSUS AND CO-CLUSTERING
FUNCTIONS

Wedetail in this section the connections with various criteria. In par-

ticular, we highlight the equivalence relation between our proposal

and other state-of-the-art consensus and co-clustering methods de-

voted to text data – namely one side ensemble clustering, spectral

co-clustering, NMTF and double spherical 𝑘-means –. The mathe-

matical details of derivation on the connections are presented in

the rest of this section.

4.1 Connection to ensemble clustering
First of all, we show that the proposed framework for ensemble

co-clustering is a natural generalization of the well studied one side

ensemble clustering. In fact, the proposed optimization problem in

Eq. (4) generalizes the ensemble clustering objective based on the

co-association matrix. Indeed, the consensus co-clustering modeled

by a scaled Block seriation relation Q̃ = Z̃W̃⊤ which is defined on

𝐼 × 𝐽 , generalizes the scaled equivalence relation Ỹ = Z̃Z̃⊤, which
is defined on 𝐼 × 𝐼 . Let us consider the objective function of EBCO,

min

Q̃

𝑚∑
𝑙=1

| |M̃𝑙 − Q̃| |2𝐹 ≡ min

Q̃
| |M − Q̃| |2𝐹 .

When 𝐼 ≡ 𝐽 , Q̃ becomes Ỹ and M takes the following form S =
1

𝑚

∑𝑚
𝑙=1

Z̃𝑙 Z̃⊤𝑙 . Thereby, the objective function optimized by EBCO is
reduced to the objective of one side ensemble clustering as follows,

min

Ỹ

𝑚∑
𝑙=1

| |̃S𝑙 − Ỹ| |2𝐹 ≡ min

Ỹ
| |S − Ỹ| |2𝐹 ≡ max

Z̃⊤Z̃=I
𝑇𝑟 (Z̃⊤SZ̃) .

Note that the combined co-affinity matrixM can be viewed as an

extension of S which is central in the ensemble clustering context.

Furthermore, all the connections which will be discussed below

remain valid in the context of ensemble clustering.

4.2 Connection to spectral co-clustering
In the optimization problem of Eq. (4), we relax the non-negativity

constraint on both Z̃ and W̃. Therefore, we have,

min

Q̃
J𝐸𝐵𝐶𝑂 (Q̃) ≡ max

Z̃⊤Z̃=I,W̃⊤W̃=I
𝑇𝑟 (Z̃⊤MW̃)

where Z̃ = ZD−0.5z and W̃ = WD−0.5w . It is easy to verify that Z̃ and

W̃ satisfy the orthogonality constraint, i.e. Z̃⊤Z̃ = I and W̃⊤W̃ = I.
This optimization problem can be performed by Lagrange mul-

tipliers into eigenvalue problem. Then, given 𝑠𝑣𝑑 (M) = Z̃ΣW̃⊤,
the discrete co-clustering is obtained by performing 𝑘-means on

5
When the clusters are by nature very unbalanced, the conscience mechanism has

a regularizing effect that makes it possible to escape poor locally optimal solutions

where some clusters are very big/small or even empty.



the concatenated data

[
Z̃ W̃

]⊤
. This is equivalent to the spectral

co-clustering method proposed in [7].

4.3 Connection to NMTF
In a similar way, we can establish a connection with Non-negative

Matrix Tri-Factorization (NMTF) [23, 36, 37] that consists in ap-

proximating X by ZDW⊤. Let us consider the weighting diagonal

matrix D(𝑔×𝑔) = (d𝑘𝑘 ) defined by D = D−0.5z D−0.5w ; d𝑘𝑘 = 1√
𝑧.𝑘𝑤.𝑘

depends on a geometric mean of documents and words cluster sizes

in co-cluster 𝑘𝑘 , then we have

min

Z,W
| |X − ZD−0.5z D−0.5w W⊤ | |2𝐹 ≡ min

Z,W,D=D−0.5z D−0.5w

| |X − ZDW⊤ | |2𝐹

≡ max

Z,W,D
𝑇𝑟 (Z⊤XWD)

≡ max

Q̃
J𝐸𝐵𝐶𝑂 (X, Q̃).

Thereby, the criterion optimized by Fast NMTF proposed in [37]

applied on X with an additional constraint on the centroid matrix

D is equivalent to EBCO applied on X.

4.4 Connection to double weighted spherical
k-means

Note that as M can be written in vector form in two ways: M =

[m1, . . . ,m𝑛]⊤ orM = [m1, . . . ,m𝑑 ], we can derive two expres-

sions of 𝑇𝑟 (Z̃⊤MW̃) = ⟨MW̃,Z⟩D−0.5z
= ⟨M⊤Z̃,W⟩D−0.5w

. Indeed

from Eq. (7) and Eq. (8) respectively we have,

⟨MW̃,Z⟩D−0.5z
=
∑
𝑖,𝑘

𝑧𝑖𝑘
1

√
𝑧.𝑘

w̃⊤
𝑘
m𝑖 =

∑
𝑖,𝑘

1

√
𝑧.𝑘

𝑧𝑖𝑘𝑐𝑜𝑠 (w̃𝑘 ,m𝑖 ),

⟨M⊤Z̃,W⟩D−0.5w
=
∑
𝑗,𝑘

𝑤 𝑗𝑘

1

√
𝑤 .𝑘

z̃⊤
𝑘
m𝑗 =

∑
𝑗,𝑘

1

√
𝑤 .𝑘

𝑤 𝑗𝑘𝑐𝑜𝑠 (̃z𝑘 ,m𝑗 ) .

From both formulations, we can observe that EBCO looks like a

double weighted spherical 𝑘-means with a conscience mechanism

devoted to document clustering and referred to as DCC [26]. Both
criteria are weighted by 1/√𝑧.𝑘 and 1/√𝑤 .𝑘 whose role here is

to discourage larger clusters to absorb new rows or columns and

therefore, to avoid empty clusters. However, unlike DCC, with EBCO
the norms of z̃𝑘 , w̃𝑘 , m𝑗

and m𝑖 are not necessarily equal to 1.

5 UNSUPERVISED BASIC CO-CLUSTERINGS
SELECTION AND ASSESSMENT OF THE
NUMBER OF CO-CLUSTERS

A challenging problem in co-clustering is the inference of the num-

ber of co-clusters which is often assumed to be known by the user.

In this section, we present a method to determine this parameter

based on the work of [17], where the authors rely on modularity

criterion to deal with co-clustering of categorical data.

5.1 EBCO objective versus Modularity criterion
Given the affinity matrix M defined on 𝐼 × 𝐽 , to tackle the co-

clustering we consider the following generalized modularity mea-

sure J𝑀𝑜𝑑 defined in [17],

J𝑀𝑜𝑑 (Q) =
1

2|𝐸 |

𝑛∑
𝑖=1

𝑛∑
𝑗=1

(𝑚𝑖 𝑗 −
𝑚𝑖 .𝑚. 𝑗

2|𝐸 | )q𝑖 𝑗 . (11)

where 2|𝐸 | = ∑
𝑖, 𝑗 𝑚𝑖 𝑗 =𝑚.. is the total weight of edges and𝑚𝑖 . =∑

𝑗 𝑚𝑖 𝑗 - the degree of 𝑖 and𝑚. 𝑗 =
∑
𝑖𝑚𝑖 𝑗 - the degree of 𝑗 . This

Modularity measure takes the following matrix trace form,

J𝑀𝑜𝑑 (Q) =
1

2|𝐸 |𝑇𝑟 [(M − 𝛿)
⊤Q] where 𝛿𝑖 𝑗 =

𝑚𝑖 .𝑚. 𝑗

𝑚..
. (12)

As the objective function in Eq. (12) is linear with respect to Q
and as the constraints that 𝑍 must respect linear equations, we can

theoretically solve the problem using an integer linear program-

ming solver. However, this problem is 𝑁𝑃 hard; as result we use

heuristics in practice for dealing with large datasets.

In Eq. (12), if we set 𝛿 = 0 and consider the scaled Block seriation

Q̃ instead of the binary Block seriation Q, J𝑀𝑜𝑑 is equivalent to

J𝐸𝐵𝐶𝑂 . Then, when 𝛿 = 0, EBCO can be viewed as a relaxation of

the modularity criterion which considers the size of row clusters

and column clusters, and leads to a tractable optimization problem.

5.2 Assessing of the number of co-clusters
Since modularity objective is not a trivial criterion, we co-cluster

each data set into different number of co-clusters varying from 2 to

K. For each fixed number of co-clusters, the co-clustering modular-

ity is computed and the optimal number of co-clusters is considered

to correlate well with the maximum modularity value. Unlike to

known spectral clustering methods, in [2] authors show that the

modularity measure allows natural co-clusters identification, i.e.

the maximum value of modularity correlates well with the optimal

number of co-clusters. EBCO enables a modularity-based evaluation

of the number of co-clusters at the step denoted as Option 2 in

Figure 1.

5.3 Unsupervised selection of relevant basic
co-clusterings

Given a collection of basic co-clusterings generated on the same

dataset, the co-clustering modularity is computed for each basic

co-clustering and the selection of relevant co-clusterings in the final

collection is considered based on the modularity value. We consider

only basic co-clusterings with high modularity value (modularity

value greater than a fixed threshold), i.e the relevance of a co-

clustering correlate well with the maximummodularity value. EBCO
enables a modularity-based selection of the basic co-clusterings at

the step denoted as Option 1 in Figure 1.

6 EXPERIMENTS
We performed extensive experiments on a wide range of real-world
text datasets. Our results demonstrate the high performance of

EBCO . In particular, we compare our approach with four effec-

tive diagonal and non-diagonal co-clustering algorithms that are

very competitive in the field of text co-clustering, namely DCC [26],

CoClustMod [1, 2], CoClustSpecMod [17] and CROINFO [11, 12].



We also compare EBCO to CoCE [39], a recent and competitive

co-clustering ensemble algorithm. For CROINFO6, CoClustMod and

CoClustSpecMod, we used the implementation and default param-

eters of the CoClust Python package [25]. For CoCE, we used the

Matlab source code proposed by the authors
7
. EBCO and DCC were

implemented in Python. Note that in [1, 2], through extensive ex-

periments on text datasets, the authors showed that CoclusMod
outperforms several other notable co-clustering methods that we

do not retain in our comparisons. Similarly, as the competitiveness

of CoCE was extensively demonstrated in [39], we do not include

the approaches outperformed by CoCE in our experiments.

6.1 Benchmark datasets
For our evaluations, we consider 7 benchmark document-term

datasets that are popular for the document clustering task, namely

SPORTS, TR45, PUBMED10, LA12, CLASSIC4, CSTR and CLASSIC3 (Ta-
ble 1). Each document-term data matrix X can be viewed as a con-

tingency table (or a two-way frequency table) where 𝑥𝑖 𝑗 indicates

the number of occurrences of word 𝑗 in document 𝑖 . Together, these

datasets embed several challenging situations such as different de-

grees of cluster balance, diverse cluster sizes and various degrees

of cluster overlap. These datasets cover a wide range of imbalance

strength as can be seen from their Balance coefficient (Table 1),

which is the ratio of the minimum cluster size to the maximum clus-

ter size. As is frequently the case in document-term co-clustering,

the labels of benchmark datasets are only known for documents

and not the words. Yet, as the words partition is inherently associ-

ated with the document partition, we expect that the quality of the

document clustering is informative about the quality of the word

clustering.

Table 1: Description of Datasets

Datasets

Characteristics

#documents #words g Sparsity (%) Balance

SPORTS 8580 14870 7 99.14 0.036

TR45 690 8261 10 96.60 0.088

PUBMED10 15565 22437 10 99.72 0.093

LA12 6279 31472 6 99.52 0.281

CLASSIC4 7094 5896 4 99.41 0.323

CSTR 475 1000 4 96.60 0.399

CLASSIC3 3891 4303 3 98.95 0.710

6.2 Experimental settings
Wenormalized each document-termmatrix using the TF-IDFweight-

ing scheme (term-frequency times inverse document frequency) as
implemented in the scikit-learn Python package. The EBCO re-
sults are averaged over 10 different runs. Each run involves the

generation of an ensemble matrix M based on several basic co-

clusterings with a growing number of co-clusters (Fig. 1, steps (𝑎)
& (𝑏)) and a final co-clustering on the ensemble matrix M with 10

different initializations and 100 iterations (Fig. 1, step (𝑐)). For each
run, the final co-clustering that corresponds to the best algorithm

6CROINFO and ITCC [8] are equivalent, they optimise the same objective function.

Further, CROINFO is a new formulation of ITCC in the spirit of clustering algorithms,

both are linked to a restricted Poisson Latent Block Model [12]

7
http://mlda.swu.edu.cn/codes.php?name=CoCE.

criterion is automatically retained. Furthermore, to avoid poor local

solution that could be induced by early hard word assignments in

the iteration, we perform stochastic column assignments during

the first 70 iterations, as described in [27].

6.3 Evaluation metrics
To evaluate the performance of EBCO and the competitive text

co-clustering methods (DCC, CoClustMod, CoClustSpecMod and

CROINFO), we compare the document clustering of their bi-partitions

with the original document labels. The comparisons are made by

computing the Adjusted Rand Index (ARI) [16] and the Normalized
Mutual Information (NMI) [28], which are two widely used mea-

sures that assess the similarity between the estimated clusters and

the true clustering. In particular, NMI evaluates how the estimated

clustering is informative about the known clustering, and ARI quan-

tifies the agreement between the estimated clustering and the true

labels. NMI, unlike ARI, is less sensitive to cluster splitting or merg-

ing. For both metrics, we used the implementation provided by the

scikit-learn Python package.

In Section 6.4, we first evaluate the EBCO performance on a com-
plete collection of 𝑠 = 24 basic co-clusterings with a growing number

of co-clusters from 2 to 25 and using the original document cluster

number 𝑔 as final number of co-clusters. We compare these evalua-

tions to the results obtainedwith several recent and competitive text

co-clustering methods, namely DCC, CoClustMod, CoClustSpecMod
and CROINFO. Then, in Section 6.5, we evaluate the EBCO perfor-

mance on a partial collection where the basic co-clusterings are

automatically selected based on modularity (𝑠 < 24; Fig. 1, Op-

tion (1)). Finally, we evaluate in Section 6.6 the fully unsupervised

version of EBCO, when the final number of co-clusters is also auto-

matically learned based on modularity (Fig. 1, Option (2)).

6.4 Complete co-clusterings collection ensemble
As detailed in Section 6.1, only the document labels are known and

are used to evaluate the different approaches in this section. We first

obtained a collection of basic co-clusterings, {(Z𝑙 ,W𝑙 )}𝑙 ∈[2...25] .
Then, these co-clusterings are merged into M, before repeating

the final co-clustering alternating steps until the convergence of

the objective function J𝐸𝐵𝐶𝑂 (Algorithm 1). While the number

of co-clusters for each basic co-clustering varies from 2 to 25, the

final number of co-clusters is set to the known number 𝑔 for each

benchmark document-text dataset. The NMI and ARI results are

average over 10 trials. Table 2 summarizes the comparative results

of EBCO for the 7 datasets.

As can be seen fromTable 2, our co-clustering ensemble approach

outperforms the other methods on all datasets with a significant

margin. Interestingly, EBCO outperforms both the ARI and NMI of

the other approaches, with an average ARI and NMI increase of

0.128 and 0.098 respectively. These improvements, in particular

for ARI, shows the good capacity for EBCO to handle imbalanced

clusters.

In figure 2 we note the high performance of EBCO as compared

to CoCE in terms of clustering. Furthermore, it should also be re-

membered that unlike EBCO having a linear complexity, the com-

putational complexity of CoCE is dominated by the execution of



Table 2: Mean±sd clustering NMI and ARI. Bold values indi-
cate the best result over all methods.

Datasets DCC CoClustMod CoClustSpecMod CROINFO EBCO

SPORTS

NMI 0.57 ± 0.01 0.53 ± 0.04 0.45 ± 0.00 0.57 ± 0.03 0.59 ± 0.01
ARI 0.39 ± 0.01 0.45 ± 0.06 0.30 ± 0.00 0.45 ± 0.04 0.47 ± 0.06

TR45

NMI 0.69 ± 0.02 0.49 ± 0.03 0.71 ± 0.02 0.54 ± 0.03 0.75 ± 0.01
ARI 0.56 ± 0.04 0.42 ± 0.02 0.66 ± 0.05 0.44 ± 0.06 0.69 ± 0.02

PUBMED10

NMI 0.56 ± 0.01 0.49 ± 0.02 0.36 ± 0.00 0.56 ± 0.03 0.63 ± 0.01
ARI 0.44 ± 0.01 0.44 ± 0.04 0.18 ± 0.00 0.46 ± 0.04 0.52 ± 0.02

LA12

NMI 0.52 ± 0.02 0.42 ± 0.02 0.35 ± 0.00 0.45 ± 0.04 0.59 ± 0.01
ARI 0.45 ± 0.03 0.41 ± 0.03 0.17 ± 0.00 0.38 ± 0.05 0.57 ± 0.02

CLASSIC4

NMI 0.72 ± 0.00 0.67 ± 0.03 0.41 ± 0.00 0.66 ± 0.06 0.77 ± 0.01
ARI 0.71 ± 0.01 0.61 ± 0.05 0.22 ± 0.00 0.58 ± 0.11 0.78 ± 0.01

CSTR

NMI 0.68 ± 0.01 0.66 ± 0.05 0.76 ± 0.00 0.69 ± 0.02 0.79 ± 0.00
ARI 0.61 ± 0.05 0.70 ± 0.05 0.80 ± 0.00 0.70 ± 0.07 0.83 ± 0.01

CLASSIC3

NMI 0.94 ± 0.00 0.94 ± 0.00 0.91 ± 0.00 0.94 ± 0.00 0.96 ± 0.00
ARI 0.97 ± 0.00 0.97 ± 0.00 0.94 ± 0.00 0.96 ± 0.00 0.98 ± 0.00

(a) NMI (b) ARI

Figure 2: Comparative evaluations for CoCE and EBCO on text
datasets.

SVD; which is 𝑂 (𝑒𝑁𝑛𝑑), where 𝑒 = ⌈log
2
𝑔⌉ and 𝑁 is the number

of 50 Lanczos iteration steps as mentioned in [39]. Such complexity

makes the use of CoCE quite prohibitive for high dimensional text

data.

6.5 Partial co-clusterings collection ensemble
Using the complete basic co-clusterings collection already provides

a significant improvement of EBCO as compare to alternative text

co-clustering approaches or ensemble co-clustering methods (Sec-

tion 6.4). However, not all the basic co-clusterings are necessary to

build the joint matrixM. In fact, based on a modularity criteria, one

can identify the best basic co-clustering from the whole collection

and its closest co-clusterings that could bring valuable information.

Specifically, taking the highest modularity of the collection, we can

select a partial collection of models that reach a modularity equal

or greater than 95%, 90%, 85%, 80%, 75%, 50% or 25% the maximum

modularity. The Figure 3a exemplifies this selection for CLASSIC4
(horizontal dashed lines).

Figure 3b to Figure 3f illustrate the evolution of NMI and ARI

when increasing the partial collection up to the complete collection

for several benchmark datasets. Our experiments indicate that a

partial collection of models with a modularity value of at least

80% of the maximum modularity would be sufficient to reach the

maximum NMI and ARI. Therefore, we would generally advice this

percentage for other studies.

Interestingly, one can see from Figure 3a that even if the basic

co-clusterings infer a number of co-clusters of 5 instead of 4 for the

CLASSIC4 dataset, the fully unsupervised version of EBCO ultimately

(a) CLASSIC4 partial collections (b) CLASSIC4

(c) TR45 (d) PUBMED10

(e) LA12 (f) SPORTS

Figure 3: (𝑎), Partial collection selection for CLASSIC4 using
modularity. Dashed lines indicate the maximum modular-
ity percentage required. (𝑏) to (𝑒), Mean±sd clustering NMI
and ARI by percentage ofmaximummodularity. Gray anno-
tations give the range of co-cluster number.

infer the expected number of co-clusters (see Section 6.6, Table 3).

This reinforce the idea that beyond the model that maximizes the

modularity, closest models should also be considered in an ensemble

approach as they can bring relevant information.

6.6 Fully unsupervised ensemble co-clustering
We evaluate in this section the ability of EBCO to run as a fully

unsupervised approach (Fig. 1, EBCO with Option 1 and Option

2). Specifically, EBCO can automatically infer the best number of

co-clusters based on modularity (Fig. 1, Option (2)). Table 3 gives
the NMI and ARI results for EBCO and the inferred number of co-

clusters 𝑔★ for the 7 benchmark datasets. As empirically suggested

by our experiments, we have set the partial collection with models

having at least 80% of the maximum modularity value.

As can be seen in Table 3, EBCO infers a number of co-clusters

𝑔★ that is equal or closed to the expected number 𝑔 for almost

all benchmark datasets. For one dataset, PUBMED10, the number

of co-clusters is more strongly underestimated. We hypothesis

that for this dataset the inferred number of co-clusters 𝑔★ better

reflects the actual co-cluster number as several document topics are

inherently intertwined. We specifically discuss this point in details

in Section 6.7.



Table 3: Mean±sd clustering NMI and ARI. Basic co-
clusterings modularity is at least 80% of the maximum col-
lection modularity.

Datasets EBCO80% 𝑔★ Expected 𝑔

CLASSIC3

NMI 0.95 ± 0.00
3.0 3

ARI 0.97 ± 0.00

CSTR

NMI 0.79 ± 0.00
4.0 4

ARI 0.83 ± 0.01

CLASSIC4

NMI 0.76 ± 0.02
4.1 4

ARI 0.76 ± 0.06

LA12

NMI 0.61 ± 0.02
5.7 6

ARI 0.59 ± 0.03

SPORTS

NMI 0.59 ± 0.02
6.0 7

ARI 0.51 ± 0.06

TR45

NMI 0.76 ± 0.02
8.5 10

ARI 0.70 ± 0.04

PUBMED10

NMI 0.64 ± 0.02
7.1 10

ARI 0.58 ± 0.03

(a) Evaluations on CSTR (b) Reorganized matrix

(c) Evaluations on PUBMED10 (d) Reorganized matrix

Figure 4: (𝑎) & (𝑐). Mean±sd clustering NMI and ARI for sev-
eral partial basic co-clustering collections. Gray datapoint
annotations give the inferred co-clusters number. (𝑏) & (𝑑).
EBCO reorganized documents × terms matrices.

In Figures 4a & 4c, we give for CSTR and PUBMED10 the inferred

number of co-clusters (gray datapoint annotation) while increasing

the size of the partial collection. We also provide the evolution of

the NMI and ARI. For both datasets, the EBCO co-clustering provides
a clear partitioning of the input document-term matrices, as can be

seen from Figures 4b & 4d.

6.7 Evaluating topic and word clusterings
In the following, we first analyse the co-clusters top terms for

PUBMED10 [4]. We then study the distribution of document topics

in the co-clusters and make the link with their top terms. In par-

ticular, we study the evolution of the topics distribution when the

number of co-clusters varies from 10 (the known document labels)

to 7 (the EBCO estimation). PUBMED10 is based on approximately

15, 000 biomedical abstracts downloaded from Medline database

that cover 10 diseases and that were published between 2000 and

2008. Each document is originally labeled with the corresponding

disease (Table in Figure 5). Our results suggest that EBCO infers

a number of co-clusters (𝑔★ = 7) that reflects actual biomedical

relationships between diseases (Figure 5, bottom line).

6.7.1 EBCO co-clusters top terms. Identifying the most represen-

tative terms of each co-clustering that indicate the main topics is

a challenging task. It is usual to provide a simple ordering of the

co-cluster words in decreasing order of their frequency and select

the most frequent words to characterize the co-cluster topics. Yet,

this option can favor the appearance of none informative terms

among the top terms, such as adverbs or pronouns.

We propose an improvement over the frequency orderingmethod

that is based on the Normalized Pointwise Mutual Information

(NPMI) to reorder the most frequent co-cluster words. The NPMI

ranges between−1 and+1, and is formally defined asNPMI(𝑤𝑖 ,𝑤 𝑗 ) =
PMI(wi,wj)/log(𝑝 (𝑤𝑖 ,𝑤 𝑗 )), where the PMI between words𝑤𝑖 and

𝑤 𝑗 is defined as log

(
𝑝 (𝑤𝑖 ,𝑤 𝑗 )/𝑝 (𝑤𝑖 )𝑝 (𝑤 𝑗 )

)
. We use the NPMI

through a k-nn-like (𝑘 nearest neighbors) approach to compute for

each word a NPMI𝑖 score defined a,

NPMI𝑖 =
1

|Ω𝑖 |
∑

𝑤𝑗 ∈Ω𝑖

NPMI(𝑤𝑖 ,𝑤 𝑗 ) (13)

where Ω𝑖 is the set of 𝑘 words𝑤 𝑗 having the highest NPMI score

with𝑤𝑖 . Therefore, the NPMI𝑖 quantifies the membership of a word

in a cluster based on its relationships with its 𝑘 most closest NPMI

neighbors. The Table 4 gives the top NPMI𝑖 words for PUBMED10
word clusters (𝑘 = 5 neighbors among the 30 most frequent terms)

for the fully unsupervised EBCO co-clustering (𝑔★=7). Probabilities

are derived from the whole English Wikipedia, using a NPMI im-

plementation proposed by Röder et al. [24]. Therefore, the NPMI𝑖

scores are independent of the input document-term data.

As can be seen from Table 4, the top NPMI𝑖 terms contain words

that are coherent with the main topics. For instance, theHay Fever
10 top terms now include immunotherapy – a seasonal allergy

treatment – and oesinophil – a marker in seasonal allergic rhinitis

–, while the frequency-based approach rank these terms at the 24
𝑡ℎ

and 25
𝑡ℎ

position respectively. The word pneumonia can be found in
theOtitis top terms at the 2

𝑛𝑑
position – instead of 19

𝑡ℎ
based only

on frequency – which is coherent with the fact that Streptococcus
pneumoniae is the most common microbial agent found in otitis.

Finally, theAMD 10 top terms are enriched with diabetic – an AMD

risk factor –, and edema – a symptom of macular degeneration.

6.7.2 Distribution of document topics in EBCO co-clusters. The Fig-
ure 5 summarizes the topics distribution for EBCO co-partitions with
a number of co-clusters between 𝑔′ = 10 (top) and 𝑔′ = 7 (bottom).

Pie charts gives the percentage of disease-documents associated
to EBCO co-clusters. As can be seen, several co-clusters are stable
and keep a clear predominant topic when changing the number of

co-clusters, such as AMD (gray pie charts), Otitis (blue pie charts),
Migraine (light green pie charts without Raynaud Disease) and
Hay Fever (brown pie charts).

We can observe a stable co-cluster with two main topics, namely

HepatitisA andChickenpox (Fig. 5, purple and orange pie charts).



Table 4: NPMI𝑖 scores within top frequent word clusters for the fully unsupervised EBCO (𝑔★ = 7)
Kidney Calculi

AMD Otitis Migraine
Migraine

Hay FeverJaundice AMD Hepatitis A
Gout NPMI𝑖 NPMI𝑖 NPMI𝑖 NPMI𝑖 Raynaud Disease NPMI𝑖 NPMI𝑖 Chickenpox NPMI𝑖

uric 0.52 macular 0.61 otitis 0.48 placebo 0.34 mutation 0.42 allergic 0.55 varicella 0.57

kidney 0.46 degeneration 0.47 pneumonia 0.44 efficacy 0.33 gene 0.39 rhinitis 0.55 zoster 0.56

urinary 0.46 retinal 0.46 antibiotics 0.39 adverse 0.33 allele 0.39 allergy 0.54 virus 0.48

urine 0.45 edema 0.37 bacterial 0.38 treatment 0.33 genetic 0.39 asthma 0.51 vzv 0.48

oxalate 0.44 acuity 0.37 acute 0.38 dose 0.32 polymorphism 0.37 allergen 0.51 hepatitis 0.46

renal 0.44 diabetic 0.37 chronic 0.37 drug 0.31 disease 0.27 immunotherapy 0.40 infection 0.43

calcium 0.39 optic 0.33 influenza 0.32 headache 0.30 migraine 0.24 nasal 0.38 viral 0.42

serum 0.38 visual 0.30 recurrent 0.32 effect 0.30 affect 0.23 pollen 0.38 antibodies 0.36

acid 0.37 vision 0.27 effusion 0.32 pain 0.29 factor 0.23 symptom 0.34 immune 0.35

gout 0.36 eye 0.26 complication 0.31 triptan 0.25 identify 0.19 skin 0.28 prevalence 0.32

obstruction 0.32 injection 0.26 ear 0.29 treat 0.24 associate 0.19 exposure 0.25 incidence 0.28

jaundice 0.30 laser 0.23 pathogenic 0.28 severe 0.23 analysis 0.18 cell 0.25 estimate 0.27

lithotripsy 0.30 amd 0.22 resistant 0.25 medical 0.23 evidence 0.18 eosinophil 0.25 detect 0.22

patient 0.29 therapy 0.21 isolate 0.20 prevention 0.23 suggest 0.18 airway 0.23 outbreak 0.21

calculi 0.28 risk 0.21 membrane 0.20 trial 0.22 blood 0.15 seasonal 0.23 sample 0.17

Disease #doc.

Gout 543

Chickenpox 732

Raynaud’s disease 343

Jaundice 503

Hepatitis A 796

Hay Fever 1517

Kidney Calculi 1549

AMD 3283

Migraine 3703

Otitis 2596

Figure 5: PUBMED10 topic distribution in the original dataset (left) and with EBCO co-clusterings (right; 𝑔′ ∈ [10..7]).

The biomedical literature gives an explanation for this balanced

association, as hepatitis has been found in several studies to be a

severe complication of chickenpox in adult, with possibly lethal

outcome. The association of these two topics corresponds to an

actual biomedical fact, that is clearly reflected by the word parti-

tion. In Table 4 (last column), top terms contain varicella, hepatitis,
infection and outbreak.

The Figure 5 also shows the gathering of several topics when 𝑔′

is reduced. As an example, Kidney Calculi and Gout are associ-
ated when 𝑔′ = 10, and are then associated with Jaundice when
𝑔′ ∈ [9, 8, 7]. This topics gathering expresses a medical reality as

Kidney stone disease is commonly seen in patients with underlying

metabolic disorders such a Gout. Furthermore, Gout disease results

in elevated levels of uric acid that can lead to crystals precipitating

in the kidneys, inducing stone formation. In Table 4 (first column),

the corresponding top terms are uric, acid, oxalate, calcium, kidney
and gout. Several studies have demonstrated clinical associations

between renal failure and obstructive jaundice – jaundice that re-

sults from abnormal retention of bile in the liver–. Specifically, the

retention of bile constituents (eg. bilirubin) has deleterious effect

on cardiovascular function, which in turn can induce kidney failure

and tubular necrosis. As can be seen in Table 4, the top terms also

contain obstruction and jaundice.

The Figure 5 also highlights the association between Migraine
and Raynaud’s disease for 𝑔′ ∈ [10..7], and with AMD when

𝑔′ = 7. This again corresponds to biomedical facts. Specifically, Ray-

naud’s disease patients hyper-react to phenomenom that constrict

blood vessels (eg. cold, vibration, stress) leading to a lack of blood

and oxygenation in digits and body parts. It has been established

that Raynaud’s is a frequent comorbid condition with Migraine.

Some Migraine treatments are efficient on Raynaud’s, such as cal-

cium channel blockers. Yet, the most effective Raynaud’s treatments,

that are based on blood vessels dilatation are not recommended

for migraineurs. Furthermore, studies have revealed genetic predis-

position for Raynaud’s disease, in particular an association with

a polymorphism in the NOS1 gene which is known for its role in

cold induced vascular responses. Among the top terms from Table 4

(fifth column), mutation, gene or polymorphism clearly support this

specificity of Raynaud’s disease. These terms also strongly contrast

with the top terms of the other co-cluster that hasMigraine as main

topic (Table 4,Migraine column). Finally, the constriction of blood

vessels – frequently found in Raynaud’s disease – that nourish

the retina, is one of the AMD risk factors. This could explain the

association of AMD to this co-cluster when 𝑔′ = 7.

All in all, it appears that the co-clustering proposed by the fully

unsupervised EBCO (with 𝑔★ = 7) brings interesting biomedical

indications on several actual disease relationships.



7 CONCLUSION
In unsupervised learning, ensemble clustering is a beneficial alterna-
tive to improve the quality of clustering. In our proposal, we have

shown that this approach is undoubtedly useful to be extended in

the context of text data co-clustering. Thereby, we have not only

achieved this objective in terms of co-clustering quality and ease

of co-clusters interpretation but we have also been able to address

the crucial problem of choosing the number of co-clusters. This has

been demonstrated on several datasets and compared to competi-

tive co-clustering algorithms devoted to the same task. The EBCO
is therefore tailored for document-term matrices and offers even a

unified framework which can be exploited for other types of data.

It is worth noting that the high time and space complexity of CoCE
prevents handling large-scale data co-clustering; its computational

cost is dominated by the execution of SVD on the 𝑛 by 𝑑 adjacency

matrix. By contrast, EBCO uncovers an equivalence relationship with
weighted double spherical 𝑘-means that dramatically decreases the

time and space complexity to roughly linear complexity.

On the other hand, we have shown how our approach can be

converted to an ensemble clustering approach. Furthermore, in

terms of algorithmic or criterion, we established interesting connec-

tions with NMTF, spectral clustering and double weighted spherical

𝑘-means with conscience mechanism. These connections open up

new prospects for investigation for other types of datasets.
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