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#### Abstract

We investigate random walks on the integer lattice perturbed at the origin which maximize the entropy along the path or equivalently the entropy rate. Compared to usual simple random walks which maximize the entropy locally, those are a complete paradigm shift. For finite graph, they have been introduced as such by Physicists in [BDLW09] and they enjoy strong localization properties in heterogeneous environments. We first give an extended definition of such random walks when the graph is infinite. They are not always uniquely defined contrary to the finite situation. Then we introduce our model and we show there is a phase transition phenomenon according with the magnitude of the perturbation. We obtain either Bessel-like or asymmetric random walks and we study there scaling limits. In the subcritical situation, we get the classical three-dimensional Bessel process whereas in the supercritical one we get a recurrent reflected drifted Brownian motion. We produce a unify proof relying on the equivalence between submartingale problems and reflected stochastic differential equations obtained in [KR17]. Finally, we remark that applying our results to a couple of particles subject to the famous Pauli exclusion principle, we can recover the electrostatic force assuming only the maximal entropy principle. Also, we briefly explain how to retrieve those results in the macroscopic situation without go through the microscopic one by using the Kullback-Leibler divergence and the Girsanov theorem.
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## 1 Introduction

The most popular way to randomly explore a given locally finite graph $G$, without any further information, is to assume that the walker sitting at a node of out degree $k$ jumps onto any neighboring node with uniform probability $1 / k$, and that independently at every time .This Markov process is called a Generic Random Walk (GRW) and this choice among all the random walks we can consider is that maximizing the entropy production at each step.

The concept of entropy introduced by Ludwig Boltzmann 1870s is fundamental in the fields of Statistical Physics and Thermodynamics but also in the field of Information Theory developed by Claude Shannon in the 1940s. We refer to their groundbreaking papers [SM15, Sha48]. Here, all we need to known is that the entropy of a distribution $\mu$ on a countable set $E$ is defined by

$$
\begin{equation*}
H(\mu)=-\sum_{x \in E} \mu(x) \ln (\mu(x)) \in[0, \infty] \tag{1.1}
\end{equation*}
$$

When $X$ is a random variable on $E$, the quantity $H(X)$ has to be understood as the entropy of the distribution of $X$. Besides, if $N=\operatorname{card}(E)$ is finite, the maximum of $H(\mu)$ is achieved when $\mu$ is the uniform probability measure on $E$ and it is equal to $\ln (N)$. Regarding the Markov chain theory on a countable state space $E$, a quantity of particular interest is the entropy rate

$$
\begin{equation*}
h=\lim _{n \rightarrow \infty} \frac{H\left(X_{0}, \cdots, X_{n}\right)}{n}=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{c \in \mathcal{C}_{n}} \mu_{n}(c) \ln \left(\mu_{n}(c)\right), \tag{1.2}
\end{equation*}
$$

where $\mu_{n}$ denotes the distribution of the Markov chain trajectory $\left(X_{0}, \cdots, X_{n}\right) \in \mathcal{C}_{n}$. When the latter is irreducible and positive recurrent, $h$ does not depend on the distribution of $X_{0}$ and it can be written from its invariant probability measure $\pi$ and its transition kernel $(p(x, y))_{x, y \in E}$ as

$$
\begin{equation*}
h=-\sum_{x, y \in E} \pi(x) p(x, y) \ln (p(x, y)) \tag{1.3}
\end{equation*}
$$

When the stochastic process is stationary, that is when $X_{0}$ is distributed as $\pi$, it has to be noted that the sequence in the right-hand-side of (1.2) is constant. Concerning Markov chain and entropy we refer to [Khi57, EC93] for instance. Besides, since for an irreducible GRW on a finite lattice, the probability of finding the particle at node $x$ is proportional to the outer degree $d(x)$ in the stationary state, it comes

$$
\begin{equation*}
h_{G R W}=\frac{\sum_{x \in E} d(x) \ln (d(x))}{\sum_{x \in E} d(x)} . \tag{1.4}
\end{equation*}
$$

The Maximum Entropy Random Walks (MERWs) are somehow a paradigm shift, from local to global. Roughly speaking, we are looking for irreducible random walks on a graph maximizing
the path entropy or, equivalently, the entropy rate. This formulation has been introduced recently in [Dud12, BDLW10, BDLW09]. Among others results, the authors highlight strong localization phenomenon of MERWs for slightly disordered environments, which is particularly relevant in Quantum Mechanics when we study the phenomenon of Anderson localization. We refer for instance to [Kï6] for a mathematical survey. Also, this notion of MERW is very close to that of Parry measure for sub-shifts of finite type defined in [Par64]. Also, it has a hand with the iteration of matrices, it appears between the lines in [Het84, AGD94], and it could be useful to study complex networks as in [SGGnL+ 11, DL11, DM05].

Indeed, when the graph is finite and irreducible, the Perron-Frobenius theorem insures that such random walk exists and is unique. Its Markov kernel and invariant probability measure is given by

$$
\begin{equation*}
p(x, y)=A(x, y) \frac{\psi(y)}{\rho \psi(x)} \quad \text { and } \quad \pi(x)=\psi^{2}(x) \tag{1.5}
\end{equation*}
$$

where $A$ is the adjacency matrix of $G, \rho$ its spectral radius and $\psi$ the associated $\ell^{2}(G)$-normalized positive eigenfunction. In that case the entropy rate is nothing but $h_{M E R W}=\ln (\rho)$. Surprisingly, or not, all the trajectories of length $n$ between two given points $x$ and $y$ are of the probability given by $\psi(y) / \rho^{n} \psi(x)$. Even if the path distributions are not uniform, conditionally on the their length and the extreme stated they are. Hence we can glimpse all the combinatorial features that can result from MERWs. Besides, the kernel in (1.5) reminds the well-known Doob $h$-transform appearing in particular when stochastic processes are conditioned to stay in a given domain. We can refer to [Doo01] and [KS10].

The positive eigenfunction $\psi$ is well-known when we classify the influence of nodes in complex networks, it is used in the eigenvector centrality (see [ASGD] for instance). For the Physicists, it can be viewed as a wave function and, more precisely, it is the ground state of a discrete Schrödinger equation whose potential $V$ is given by the opposite of the degree, that is

$$
\begin{equation*}
-\Delta \psi(x)+V(x) \psi(x)=-\rho \psi(x), \tag{1.6}
\end{equation*}
$$

where $\Delta$ is the discrete Laplacian on the graph and $V(x)=-\sum_{y \in G} A(x, y)$. One can easily generalized such construction replacing the adjacency matrix by a weighted one and we can even add some energetic constrains as it is explained in [Dix15]. However, the mathematical framework of MERW has to be inquired further and a lot remains to be done.

To begin with, there is stil few solvable models in which the spectral radius and the associated wave function are explicit. We allude to [OB12] dealing with Cayley trees for instance. Of course, when the graph size is small enough, one can compute them numerically in order to make computer simulations of the MERW but it is not always the case. Furthermore, and it is the main topic of this paper, in the case of infinite lattices, there is no consistent results as far as our knowledge. An infinite periodic lattice is mentioned in [BDLW10] and some diffusion coefficient is compute but many questions had not been raised yet.

- What could be the right definition of the MERW in an infinite lattice?
- Is there existence and uniqueness of such MERW ?
- What can be said about scaling limits of MERWs compared with those for GRWs ?

One of our purpose is to show that many classical continuous-time processes can be reinterpreted as scaling limits of some MERW. The scaling limits archetype are the famous Donsker's results, initiated in [Don51], which gave rise to a fruitful literature helping us to understand how we go from some microscopic states to macroscopic ones. Originally, Donsker's Theorem states
under suitable assumptions that scaling limits of GRWs lead to Brownian motions.
Outline of the article In this paper we define MERWs on some general infinite lattice in section 2.1. Then we consider our model in section 2.2 : the natural number lattice $\mathbb{N}_{0}=$ $\{0,1,2, \cdots\}$ perturbed at the origin with some weight $\gamma \geq 0$. We refer to Figure 1. We highlight a phase transition phenomenon on the spectral radius and we show in 2.3 when $\gamma=0$ that the MERW can be viewed as a the usual random walk conditioned to stay positive. In section 2.4 we state the functional scaling limits we obtain. When $\gamma=1$ the limit stochastic process is the standard reflected Brownian motion whereas when $0 \leq \gamma<1$ it is the celebrated threedimensional Bessel process (2.25). It can be viewed as a Brownian motion conditioned to stay positive and it can be obtain by a Doob $h$-transform of the Brownian motion. We can allude to [Wil74, Pit75] and to [Lam62, Ale11] regarding Bessel-like random walks. Those Markov processes are transient and thus we say that the origin is repulsive in the subcritical case. In the supercritical situation, when $\gamma=1+\lambda / \sqrt{n}$, we obtain the ergodic reflected diffusion (2.26). As an application, we study a pair of particle in subject to the Pauli exclusion principle and the maximal entropy principle. We can interpret the electrostatic repulsion as an entropic force as in [Wan10]. We point out that such questions are raised in [Dud12]. Furthermore, we explain in the much more tedious situation of continuous-time stochastic processes how it is possible to directly interpret the latter diffusions as those which maximize some pathwise entropy. Finally, we prove the functional scaling limits in section 3 .


Figure 1: The model

## 2 Results

### 2.1 General framework

In order to introduced the MERWs we investigate, we begin with defined the spectral radius analogue to the finite situation. We refer to [VJ67] for more details about infinite positive matrix and especially to Theorem B, p. 364.
Definition 2.1 (Combinatorial spectral radius). Let $A$ be the weighted adjacency matrix of a (possibly infinite) irreducible weighted graph $\mathcal{G}$ such that $V(x)=\sum_{y \in G} A(x, y)$ is uniformly bounded. Let $x, y$ be any state in $G$. The combinatorial spectral radius $\rho$ is the inverse of the positive radius of convergence of the resolvent $\sum_{n=0}^{\infty} A^{n}(x, y) z^{n}$ It does not depend on $x, y$.

Roughly speaking, the combinatorial spectral radius $\rho$ means that the leading asymptotic of the weighted-number of $n$-step trajectories from $x$ to $y$ is of order $\rho^{n}$.

Definition 2.2 (MERW). Let $G$ be a graph satisfying the assumptions of Definition 2.1 with the same notations. $A$ MERW on $G$ is any random walk whose transition probabilities can be write as

$$
\begin{equation*}
p(x, y)=A(x, y) \frac{\psi(y)}{\rho \psi(x)}, \tag{2.7}
\end{equation*}
$$

where $\psi$ a positive eigenvector of $A$ associated with $\rho$. There exists at least one MERW.
We have to note that contrary to the finite situation, there exist a unique or an infinity of MERWs. A simple example can be explained when $G=\mathbb{Z}$ with the usual nearest neighbors relations $A(x, x \pm 1)=1$ for every $x \in \mathbb{Z}$ and the loops $A(x, x)=1$ excepted when $x=0$. In that case it can showned that $\rho=3$ and $\psi_{+}(x)=1+x \mathbb{1}_{\{x \geq 0\}}$ and $\psi_{-}(x)=\psi_{+}(-x)$ are two positive eigenfunctions. As a matter of facts, any positive eigenfunction with $\psi(0)=1$ can be written as a convex combination $\lambda \psi_{+}+(1-\lambda) \psi_{-}$with $0 \leq \lambda \leq 1$. The eigenfunctions $\psi_{ \pm}$are extremal. This is close to the theory of positive harmonic functions and the Martin or Poisson boundary. See for instance [Doo01]. However, one a sufficient criterion for the uniqueness which can be found again in [VJ67].

Proposition 2.1 ( $R$-recurrence). With the same assumptions on $G$ as in the latter definitions, if $A$ is $R$-recurrent, that is when $\sum_{n \geq 0} A^{n}(x, y) \rho^{-n}=\infty$ for any or some $x, y \in G$, then there exists a unique MERW. In this case, it is positive-recurrent.

### 2.2 The model

Let $\gamma \geq 0$ be and consider the nearest neighborhood weighted lattice on $\mathbb{N}_{0}$ given by the weighted adjacency matrix $A$ defined by $A_{0,0}=\gamma, A_{0,1}=1$ and $A_{n, n \pm 1}=1$ for every $n \geq 1$. When $\gamma=1$ the graph is regular since every vertex is of degree 2 . Otherwise, the degree of the origin is less or greater than 2. The latter can be called repulsive or attractive as we shall explain in the sequel. We first note there is a phase transition phenomenon regarding the combinatorial spectral radius.

Proposition 2.2. The combinatorial spectral radius satisfies

$$
\rho= \begin{cases}2, & \text { if } \gamma \leq 1  \tag{2.8}\\ \gamma+\frac{1}{\gamma}, & \text { if } \gamma \geq 1\end{cases}
$$

Proof. First assume that $0 \leq \gamma \leq 1$. One has $C_{n} \leq A_{0,0}^{2 n} \leq 4^{n}$ where $C_{n}$ is the $n$-th Catalan number. Note that $A_{0,0}^{n}$ as soon as $n$ is an odd number. Since $C_{n} \sim \pi^{-1 / 2} n^{-3 / 2} 4^{n}$, we obtain that $\rho=2$. Finally, assume that $\gamma>1$. Set $a_{n}=A_{0,0}^{n}$ and thereafter

$$
\begin{equation*}
G(z)=\sum_{n=0}^{\infty} a_{n} z^{n} \quad \text { and } \quad S(z)=\sum_{n=0}^{\infty} C_{n} z^{2 n}=\frac{1-\sqrt{1-4 z^{2}}}{2 z^{2}} . \tag{2.9}
\end{equation*}
$$

Let $R=1 / \rho$ be the radius of convergence of $G$ Following the powerful methods of algebraiccombinatorics, illustrated in particular in [Fla80, Ban01, BF02] for instance, one has

$$
\begin{equation*}
G(z)=\frac{1}{1-\gamma z-z^{2} S(z)}, \tag{2.10}
\end{equation*}
$$

for any $|z|<R$. One can see that these two terms are equal as formal power series to

$$
\begin{equation*}
\sum_{k \in \mathbb{N}} \sum_{\substack{n-1, n_{0}, n_{1} \ldots \\ \sum_{i=-1}^{\infty} n_{i}=k}}\binom{k}{n_{-1}, n_{0}, n_{1}, \ldots} \gamma^{n_{-1}}\left(\prod_{i=0}^{\infty} a_{i}^{n_{i}}\right) z^{n_{-1}+\sum_{i=0}^{\infty} n_{i}(i+2)} . \tag{2.11}
\end{equation*}
$$

Indeed, it follows directly from the power series expansion of $(1-X)^{-1}$ and the multinomial theorem that the right-hand-side of (2.10) is equal to (2.11). Concerning the left-hand-side, we can describe any trajectory from 0 to 0 with some numbers $n_{0}, n_{1}, \cdots$ of trajectories into
$\{1,2, \cdots\}$, whose respective length are $0,1, \cdots$, starting and ending to 1 , after the walker moves from 0 to 1 and followed by a return to 0 . To complete the description, we also need to count the number $n_{-1}$ of times the edge $(0,0)$ is taken. The length of the trajectory is nothing but than $n_{-1}+\sum_{i \geq 0} n_{i}(i+2)$ whereas $k=n_{-1}+n_{0}+n_{1}+\cdots$ is the number of sub-trajectories in the decomposition which can rearrange as many times as the multinomial coefficient in the later expression does.

In particular, since all the coefficients involved are non-negative, the power series (2.11) is absolutely convergent on $\left[0, R\left[\right.\right.$ as $G$ but also, as the right-hand side of (2.10), on $\left[0, x_{*}[\right.$ where $x_{*}$ is the maximal positive number for which $0 \leq \gamma x+x^{2} S(x)<1$. One can easily check that $x_{*}=(\gamma+1 / \gamma)^{-1}$. It is then straightforward to see that $R=x_{*}$ and thus $\rho=\gamma+1 / \gamma$.

Proposition 2.3. Given $\gamma \geq 0$ there exists a unique $M E R W$ on the non-negative integer. Let $P$ be its probability transitions.

1. If $\gamma<1$ then

$$
\begin{equation*}
P_{n, n+1}=\frac{1}{2} \frac{2-\gamma+(1-\gamma) n}{1+(1-\gamma) n}, \quad P_{n, n-1}=\frac{1}{2} \frac{\gamma+(1-\gamma) n}{1+(1-\gamma) n} \quad \text { and } \quad P_{0,0}=\frac{\gamma}{2} . \tag{2.12}
\end{equation*}
$$

Here $n, n+1, n-1$ belong to $\mathbb{N}_{0}$. Besides, the MERW is transient and $\pi_{n}=(1+(1-\gamma) n)^{2}$ is an invariant measure for this Markov chain.
2. If $\gamma=1$ then the transition probabilities are still given by (2.12) and thus $P_{n, n+1}=1 / 2$ and $P_{n, n-1}=1 / 2$ for every $n \geq 1$ and $P_{0,0}=1 / 2$. It is null-recurrent and its invariant measure is up to some multiplicative constant the counting measure on $\mathbb{N}_{0}$.
3. If $\gamma>1$ then

$$
\begin{equation*}
P_{n, n+1}=\frac{1}{1+\gamma^{2}}, \quad P_{n, n-1}=\frac{\gamma^{2}}{1+\gamma^{2}} \quad \text { and } \quad P_{0,0}=\frac{\gamma^{2}}{1+\gamma^{2}} . \tag{2.13}
\end{equation*}
$$

Furthermore, the MERW is positive recurrent and its invariant probability measure is given by the geometric distribution on $\mathbb{N}_{0}$ of parameter $1-1 / \gamma^{2}$, that is

$$
\begin{equation*}
\pi_{n}=\frac{1}{\gamma^{2 n}}\left(1-\frac{1}{\gamma^{2}}\right) . \tag{2.14}
\end{equation*}
$$

Remark 2.1. When $0 \leq \gamma<1$ the $M E R W$ is a particular case Bessel-like random walk as they are defined in [Ale11].

Proof. We are looking for solutions $\psi: \mathbb{N}_{0} \longrightarrow(0, \infty)$ of

$$
\left\{\begin{array}{l}
\psi_{n+1}+\psi_{n-1}=\rho \psi_{n}, n>0 .  \tag{2.15}\\
\psi_{1}+\gamma \psi_{0}=\rho \psi_{0} .
\end{array}\right.
$$

It follows from the boundary conditions that $\psi_{0}$ being fixed, say for instance $\psi_{0}=1, \psi_{1}$ is uniquely defined as all the $\psi_{n}, n \in \mathbb{N}_{0}$. This proves the uniqueness of the associated MERW. If $\gamma \leq 1$, it suffices to solved the characteristic polynomial $X^{2}-\rho X+1=0$ and to used the boundary condition to get the latter expressions. When $\gamma>1$, the same method applies but it is more tedious. Solving the characteristic polynomial $X^{2}-(\gamma+1 / \gamma) X+1=0$ we get that any solution takes the form

$$
\begin{equation*}
\psi_{n}=\lambda \gamma^{n}+\mu \frac{1}{\gamma^{n}} . \tag{2.16}
\end{equation*}
$$

Since $\psi_{1}=(1 / \gamma) \psi_{0}$ it comes that $\lambda=0$ and this leads to (2.13).
Regarding the recurrence or transience properties, we begin with $\gamma=0$. Recall that $A_{0,0}^{2 n}=$ $C_{n}$ is the $n$-th Catalan number. It follows that the corresponding MERW is transient since

$$
\begin{equation*}
\sum_{n \geq 0} P_{0,0}^{n}=\sum_{n \geq 0} \frac{C_{n}}{4^{n}}<\infty . \tag{2.17}
\end{equation*}
$$

More generally, when $\gamma<1$, we use the generating function $G$ in (2.9). As previously, one can check that $G$ satisfies (2.10) on $[0,1 / 2]$. Since $A_{0,0}^{2 n} \geq C_{n}$ the radius of convergence $R$ of $G$ is equal to $1 / 2$ and we obtain

$$
\begin{equation*}
G(1 / 2)=\sum_{n \geq 0} P_{0,0}^{n}=\frac{2}{1-\gamma}<\infty . \tag{2.18}
\end{equation*}
$$

Similarly, when $\gamma=1, G(1 / 2)=\infty$ and we deduce the recurrence of the MERW. The latter is null recurrent since the invariant measure is $\psi_{i}^{2}=(1+i)^{2}$. When $\gamma>1$ one has $\psi_{i}^{2}=\gamma^{-2 i}$ and this completes the proof.

### 2.3 A random walk conditioned to stay positive

Proposition 2.4. Let $\left\{S_{n}\right\}_{n \geq 0}$ be the simple symmetric random walk on $\mathbb{Z}$. Then the distribution of $S$ conditioned to stay in $\mathbb{N}_{0}$ is the MERW when $\gamma=0$.

Remark 2.2. It is well-known that a Brownian conditioned to stay positve is nothing but a threedimensional Bessel process (see [Pit75]) for instance). Furthermore, functional scaling limits of random walks conditioned to stay positive have also been investigated since [Igl74, Bol\%6] and lead to the same limit under suitable assumptions. Even if Proposition (2.4) must be well-known, we do not find any reference and we present an elementary proof.

Proof. Let us introduce $\tau=\inf \left(\left\{n \geq 0: S_{n}=-1\right\}\right)$. One has

$$
\begin{equation*}
\mathbb{P}_{x}(\tau=n)=\frac{x+1}{n} \mathbb{P}_{0}\left(S_{n}=x+1\right) . \tag{2.19}
\end{equation*}
$$

Indeed, we first write

$$
\begin{align*}
& \mathbb{P}_{x}\left(S_{1}>-1, \cdots, S_{n-2}>-1, S_{n-1}=0, S_{n}=-1\right)= \\
& \frac{\mathbb{P}_{0}\left(S_{n-1}=x\right)-\mathbb{P}_{0}\left(S_{n-1}=x, \exists 0 \leq k \leq n-1 S_{k}=x+1\right)}{2} .
\end{align*}
$$

Then applying the reflexion principle, we get

$$
\begin{equation*}
\mathbb{P}_{x}(\tau=n)=\frac{\mathbb{P}_{0}\left(S_{n-1}=x\right)-\mathbb{P}_{0}\left(S_{n-1}=x+2\right)}{2} . \tag{2.21}
\end{equation*}
$$

Besides, one can check that

$$
\begin{equation*}
\mathbb{P}_{0}\left(S_{n}=y\right)=\frac{1}{2^{n}}\binom{n}{\frac{n+y}{2}} \underset{n \rightarrow \infty}{\sim} \frac{1}{\sqrt{\pi n}}, \tag{2.22}
\end{equation*}
$$

when $n+y \in 2 \mathbb{Z}$ and $0 \leq n+y \leq 2 n$. Furthermore, we deduce from the latter asymptotic that

$$
\begin{equation*}
\mathbb{P}_{x}(\tau>n) \sim \frac{2(x+1)}{\sqrt{\pi n}} . \tag{2.23}
\end{equation*}
$$

Finally, given any path $x \rightarrow x_{1} \rightarrow \cdots \rightarrow x_{k-1} \rightarrow y$ into $\mathbb{N}_{0}$, one can write

$$
\begin{align*}
& \mathbb{P}_{x}\left(S_{1}=x_{1}, \cdots, S_{k-1}=x_{k-1}, S_{k}=y \mid \tau>n\right) \\
& \quad=\mathbb{P}_{x}\left(S_{1}=x_{1}, \cdots, S_{k-1}=x_{k-1}, S_{k}=y\right) \frac{\mathbb{P}_{y}(\tau>n-k)}{\mathbb{P}_{x}(\tau>n)} \\
& \underset{n \rightarrow \infty}{\sim} \frac{1}{2^{k}} \frac{y+1}{x+1} . \tag{2.24}
\end{align*}
$$

### 2.4 Functional scaling limits

Before introduce our main result, we need to introduce some continuous-time stochastic processes involved in the scaling limits and we briefly recall some elementary settings about functional convergence in distribution.

In the sequel, let $x \in\left[0, \infty\left[\right.\right.$ be fixed and denote by $\left\{B_{t}\right\}_{t \geq 0}$ a one dimensional standard Brownian motion. Also, we introduce a three-dimensional Bessel process $\left\{Y_{t}\right\}_{t \geq 0}$ starting at $x$. We recall that $Y$ takes its values in $[0, \infty[$ and satisfies the stochastic differential equation

$$
\begin{equation*}
d Y_{t}=d B_{t}+\frac{1}{Y_{t}} d t, \quad Y_{0}=x \tag{2.25}
\end{equation*}
$$

For these two stochastic processes and much more we refer to [RY99]. Note that $Y$ is transient and has for invariant measure $m(d x)=x^{2} d x$ on $\left[0, \infty\left[\right.\right.$. Also, we consider $W_{t}=\left|x+B_{t}\right|$ the reflecting Brownian motion starting from $x$. Finally, let $\lambda>0$ fixed and let $\left\{\left(Z_{t}, L_{t}\right)\right\}_{t \geq 0}$ be the solution of the following reflected stochastic differential equation

$$
\left\{\begin{array}{l}
d Z_{t}=d B_{t}-\lambda d t+d L_{t}  \tag{2.26}\\
Z_{0}=x \\
Z_{t} \geq 0
\end{array}\right.
$$

Here $L_{t}$ is a $B_{t}$-measurable non-decreasing stochastic process such that $L_{0}=0$ and

$$
\begin{equation*}
\int_{0}^{\infty} \mathbb{1}_{\left\{Z_{t}>0\right\}} d L_{t}=0 \tag{2.27}
\end{equation*}
$$

It is classical that such solution exists and is unique, one can refer to [Tan79] or [C9́8] for a more general setting. Besides, one can check that $Z$ is a strong Markov process which is positive recurrent and whose invariant probability distribution is the exponential distribution of parameter $2 \lambda$.

Finally, we endowed the space $\mathbb{D}$ of càdlàg real function on $[0, \infty)$ with the topology of uniform convergence on compact sets. In the sequel, we denote by $\Longrightarrow$ the convergence in distribution of stochastic processes in $\mathbb{D}$ with the associated Borel $\sigma$-field. We refer to [Bil99] or [Whi02] for a more extensive survey on functional convergences in distribution.
Theorem 2.1. Let $\left\{X_{k}\right\}_{k \geq 0}$ be the MERW given in (2.3). Assume $X_{0}=x_{0}^{n}$ is deterministic and depends on $n$ in such way

$$
\begin{equation*}
\frac{x_{0}^{n}}{\sqrt{n}} \xrightarrow[n \rightarrow \infty]{ } x \tag{2.28}
\end{equation*}
$$

Then, one has the following functional scaling limits.

1. If $\gamma<1$ then

$$
\begin{equation*}
\left\{\frac{X_{\lfloor n t\rfloor}}{\sqrt{n}}\right\}_{t \geq 0} \Longrightarrow{ }_{n \rightarrow \infty}\left\{Y_{t}\right\}_{t \geq 0} \tag{2.29}
\end{equation*}
$$

2. If $\gamma=1$ then

$$
\begin{equation*}
\left.\left\{\frac{X_{\lfloor n t\rfloor}}{\sqrt{n}}\right\}_{t \geq 0} \Longrightarrow \Longrightarrow W_{t}\right\}_{t \geq 0} . \tag{2.30}
\end{equation*}
$$

3. If $\gamma:=1+\frac{\lambda}{\sqrt{n}}$ then

$$
\begin{equation*}
\left\{\frac{X_{\lfloor n t\rfloor}}{\sqrt{n}}\right\}_{t \geq 0} \Longrightarrow \overline{n \rightarrow \infty}\left\{Z_{t}\right\}_{t \geq 0} . \tag{2.31}
\end{equation*}
$$

Remark 2.3. Since the increments of $\left\{X_{k}\right\}_{k \geq 0}$ are bounded, the same results hold replacing the stepwise constant stochastic processes by there continuous-times interpolations.

Remark 2.4. When $0 \leq \gamma<1$ this result can be obtained by using [Lam62]. However, we choose to present a more modern proof which relies on submartingale problems and which can be naturally extended to the critical situations when $\gamma=1$ or $\gamma=1+\lambda / \sqrt{n}$.

### 2.5 Application to some exclusion process

Let us consider the following two-bodies problem. We consider two particles on the integers we can only jump to the right or the left but which can not occupy the same site. This is the lattice structure of the usual exclusion process on the integers with only two particles. We refer to [Der98, Sch01] for reviews on this subject.

By symmetry, $\Psi(x, y)=1+(y-x)$ is clearly a positive eigenfunction of the exclusion lattice associated with the combinatorial spectral radius $\rho=4$. Here $x$ denotes the position of the first particle and $y$ the position of the second one and we suppose $x<y$. Such $\Psi$ is not necessarily unique, as the example below Definition 2.2 shows, but if we assume only jumps in one direction (the totally asymmetric situation) the latter is unique and it is then associated to the spectral radius $\rho=2$. Anyway, we get in the scaling limit

$$
\begin{equation*}
d\left(Y_{t}-X_{t}\right)=d B_{t}+\frac{d t}{Y_{t}-X_{t}}, \tag{2.32}
\end{equation*}
$$

where $X_{t}<Y_{t}$ denote the position of the particles at time $t$. Here the interesting point is we make appeared the usual electrostatic force assuming only the maximal entropy constrain.

### 2.6 Continuous-time counterpart of MERW

In the light of these scaling limits, we can ask whether the three-dimensional Bessel process, the reflected Brownian motion or the reflected drifted Brownian motion can be interpreted as maximal entropy stochastic processes without the intermediate of MERWs.

To go further, the distribution $\gamma_{n}$ of the first $n$-steps of the MERW when $\gamma=1$ is uniform since the latter is nothing but than a simple random walk on a regular graph. As a product, maximize the entropy in the right-hand side of (1.2) is equivalent to minimize the Kullback-Leibler divergence (also known as the relative entropy) $D_{\mathrm{KL}}\left(\mu_{n} \| \gamma_{n}\right)$. We recall that given two probability measures $\mu, \gamma$ such that $\mu$ is absolutely continuous with respect to $\gamma$,

$$
\begin{equation*}
D_{\mathrm{KL}}(\mu \| \gamma)=\int \ln \left(\frac{d \mu}{d \gamma}\right) d \mu, \tag{2.33}
\end{equation*}
$$

where $d \mu / d \gamma$ denotes the Radon-Nikodym derivative.
We still denote by $W$ the reflected Brownian motion on $[0, \infty)$. It is well-known it can be written as $W_{t}=B_{t}+L_{t}$ where $B$ is a standard brownian motion and $L_{t}$ is an increasing process which is $\sigma\left(B_{t}\right)$-measurable and such that $L_{0}=0$ and the Stieltjes random mesure $d L$ is carried
by $\left\{t \geq 0: W_{t}=0\right\}$. In addition, we denote by $\mathbb{P}_{x}$ the distribution of $W$ when $W_{0}=x$. This is a distribution on the canonical space $C([0, \infty[, \mathbb{R})$ endowed with the standard $\sigma$-field $\mathcal{F}$ generated by cylinder sets. To go further, we denote by $\mathcal{F}_{t}$ the standard filtration generated by the cylinder set up to the time $t$. Then, let $\varphi$ be an absolutely continuous non-negative function on $[0, \infty)$ such that $U=\{\varphi>0\}$ is an open set of $[0, \infty)$. Introduce $\tau=\inf \left\{s \geq 0: W_{s} \in U\right\}$ and set for every $t \geq 0$,

$$
\begin{equation*}
M_{t}=\exp \left(\int_{0}^{t} \frac{\varphi^{\prime}\left(W_{s}\right)}{\varphi\left(W_{s}\right)} d B_{s}-\frac{1}{2} \int_{0}^{t}\left(\frac{\varphi^{\prime}\left(W_{s}\right)}{\varphi\left(W_{s}\right)}\right)^{2} d s\right) \mathbb{1}_{\{t<\tau\}} \tag{2.34}
\end{equation*}
$$

Note that $\tau=\infty$ as soon as $\varphi$ is positive. By using the results in [FOT11, Chap. 6.3] one can see that $\left\{M_{t}\right\}_{t \geq 0}$ is an $\mathcal{F}_{t}$-martingale under $\mathbb{P}_{x}$ for all $x \in U$. Let $\mathbb{Q}_{x}$ be the distribution on $C([0, \infty), \mathbb{R})$ defined by

$$
\begin{equation*}
d \mathbb{Q}_{x}^{(t)}=M_{t} d \mathbb{P}_{x}^{(t)} \tag{2.35}
\end{equation*}
$$

where $\mathbb{Q}_{x}^{(t)}$ and $\mathbb{P}_{x}^{(t)}$ stand for the restriction of $\mathbb{Q}_{x}$ and $\mathbb{P}_{x}$ to $\mathcal{F}_{t}$. The law of $W$ under $\mathbb{Q}_{x}$ is a $\varphi^{2}(x) d x$-symmetric Markov process that never reaches $\partial U$ when $x \in U$. Furthermore, by using the Girsanov theorem, which can be found in [RY99] for instance, it comes that

$$
\begin{equation*}
\widetilde{B}_{t}=B_{t}-\int_{0}^{t} \frac{\varphi^{\prime}\left(W_{s}\right)}{\varphi\left(W_{s}\right)} d s \tag{2.36}
\end{equation*}
$$

defined a Brownian motion under $\mathbb{Q}_{x}$ and the stochastic process $W$ satisfies the refected stochastic differential equation

$$
\begin{equation*}
d \widetilde{W}_{t}=d \widetilde{B}_{t}+\frac{\varphi^{\prime}\left(\widetilde{W}_{t}\right)}{\varphi\left(\widetilde{W}_{t}\right)} d t+d \widetilde{L}_{t} \tag{2.37}
\end{equation*}
$$

where $\widetilde{W}_{0}=x$ and $\widetilde{L}$ is distributed as $L$ under $\mathbb{Q}_{x}$. We deduce that

$$
\begin{equation*}
D_{\mathrm{KL}}\left(\mathbb{Q}_{x}^{(t)} \| \mathbb{P}_{x}^{(t)}\right)=\mathbb{E}_{x}\left[\int_{0}^{t}\left(\frac{\varphi^{\prime}\left(\widetilde{W}_{s}\right)}{\varphi\left(\widetilde{W}_{s}\right)}\right)^{2} d s\right] \tag{2.38}
\end{equation*}
$$

However, when $\varphi^{2}(x) d x$ is not a finite measure, it can happen that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{t} D_{\mathrm{KL}}\left(\mathbb{Q}_{x}^{(t)} \| \mathbb{P}_{x}^{(t)}\right)=\infty \tag{2.39}
\end{equation*}
$$

Therefore, we are not able to retrieve the three-dimensional Bessel process only by minimizing the right-hand side of (2.38). On the contrary, we can state the following result whose proof is straighforward.

Lemma 2.1. Assume that $\pi(d x)=\varphi^{2}(x) d x$ is a probability measure on $U$. Then for every $x \in U$ and $s>0$ the relative rate entropy $h$ is equal to

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{t} D_{\mathrm{KL}}\left(\mathbb{Q}_{x}^{(t)} \| \mathbb{P}_{x}^{(t)}\right)=\int_{U}\left(\varphi^{\prime}(x)\right)^{2} d x=\frac{1}{s} D_{\mathrm{KL}}\left(\mathbb{Q}_{\pi}^{(s)} \| \mathbb{P}_{\pi}^{(s)}\right) \tag{2.40}
\end{equation*}
$$

Hence, if we assume that $\varphi(x)>0$ on $] 0, L[$ and $\varphi(x)=0$ otherwise for some $L>0$, and if we are looking for such function which minimizes (2.40), we obtain easily that

$$
\begin{equation*}
h=\left(\frac{\pi}{L}\right)^{2} \quad \text { and } \quad \varphi(x)=\sqrt{\frac{2}{L}} \sin \left(\frac{\pi}{L} x\right) \tag{2.41}
\end{equation*}
$$

Thereafter, we retrieve the three-dimensional Bessel process by letting $L$ goes to infinity since for all $x>0$,

$$
\begin{equation*}
\frac{\varphi^{\prime}(x)}{\varphi(x)} \underset{L \rightarrow \infty}{\sim} \frac{1}{x} \tag{2.42}
\end{equation*}
$$

Regarding the case when $\gamma=1+\frac{\lambda}{\sqrt{n}}$, we need to add constraints on $\varphi$. We still assume that $\varphi^{2}(x) d x$ is a probability distribution on $[0, \infty)$ but we require that

$$
\begin{equation*}
\int_{0}^{\infty} x \varphi^{2}(x) d x=\frac{1}{2 \lambda} \tag{2.43}
\end{equation*}
$$

Let $\varphi$ be such minimizer and let $\delta$ be a compactly supported smooth function with $\delta(0)=0$ and $\int_{0}^{\infty} \delta(x) d x=0$. Then by considering $\varphi+\varepsilon \delta$ for sufficiently small $\varepsilon>0$ and looking at the first and second order terms in front of $\varepsilon$ and $\varepsilon^{2}$, we obtain necessarily

$$
\begin{equation*}
-\varphi^{\prime \prime}(x)+x \beta \varphi(x)=-\alpha \varphi(x) \tag{2.44}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{\infty}\left(\delta^{\prime}(x)\right)^{2} d x+\beta \int_{0}^{\infty} x(\delta(x))^{2} d x+\alpha \int_{0}^{\infty}(\delta(x))^{2} d x \geq 0 \tag{2.45}
\end{equation*}
$$

Here $\alpha, \beta$ are some Lagrange multiplier and the latter ordinary differential equation as to be understand in a weak sense when $\varphi$ is not twice differentiable. Equation (2.44) is nothing but a Schrödinger equation in a linear (triangular if we symmetrise it) potential. When $\beta \neq 0$, solutions can be written as $A \operatorname{Ai}(z)+B \operatorname{Bi}(z)$ with $z=-\beta^{-1 / 3}(x+\alpha)$ and $A, B \in \mathbb{R}$ where Ai and Bi are the Airy functions of first and second kinds. This can be proved by power series expansions or Fourier transform for instance. However, (2.45) implies that $\alpha, \beta \geq 0$ since $\delta$ is an arbitrary perturbation. It turns out that $\operatorname{Ai}(z)$ and $\operatorname{Bi}(z)$ are oscillating around zero when $z$ goes to $-\infty$ in such way that no non-negative solutions exist when $\beta>0$. One has $\beta=0$ and then the unique non-negative normalized square integrable solution satisfying (2.43) is $\varphi(x)=\sqrt{2 \lambda} e^{-\lambda x}$ and we can check that

$$
\begin{equation*}
\frac{\varphi^{\prime}(x)}{\varphi(x)}=-\lambda . \tag{2.46}
\end{equation*}
$$

We retrieve the reflected diffusion (2.26).

## 3 Proof of Theorem 2.1

We prove this theorem following the usual scheme : to begin with, we prove the tightness, then we identify the limit by showing that it satisfies a martingale problem for which uniqueness holds. When $\gamma<1$ we choose to work with square of $X$ to remove the singularity in $1 / x$ appearing in the drift of the three-dimensional Bessel process.

### 3.1 Tightness

1. Case $0 \leq \gamma \leq 1$. We shall apply [EK86, Theorem 8.6 \& Remark 8.7, pp. 136-137]. We assume more generally that $X_{0} \in \mathbb{L}^{4}$ and

$$
\begin{equation*}
\frac{X_{0}^{2}}{n} \xrightarrow[n \rightarrow \infty]{\stackrel{\mathbb{L}^{2}}{\longrightarrow}} Y_{0} \tag{3.47}
\end{equation*}
$$

for some random variable $Y_{0}$. For the sake of readability, we omit the dependence on $n$. First, by using the discrete-time version of the Ito's formula which can be found in [Brfrm-e0, p. 180]
or [Nor98, p. 132] for instance, we write

$$
\begin{equation*}
\frac{X_{\lfloor n t\rfloor}^{2}}{n}=\frac{X_{0}^{2}}{n}+\frac{1}{n} \sum_{k=0}^{\lfloor n t\rfloor-1}(P-I) g\left(X_{k}\right)+M_{\lfloor n t\rfloor}, \tag{3.48}
\end{equation*}
$$

Where $I$ is the identity operator, $g(x)=x^{2}$ and $\left\{M_{n}\right\}_{n \geq 0}$ is some square integrable martingale with $M_{0}=0$. Besides, ones can check by using (2.12) that

$$
\begin{equation*}
(P-I) g(x)=\left(\frac{2(1-\gamma) x}{1+(1-\gamma) x}+1\right) \mathbb{1}_{x>0}+\left(1-\frac{\gamma}{2}\right) \mathbb{1}_{x=0} \in[0,3] . \tag{3.49}
\end{equation*}
$$

Set $\mathcal{F}_{n}=\sigma\left(X_{0}, \cdots, X_{n}\right)$. We obtain for any $t \geq 0$ and $n \geq 1$,

$$
\begin{equation*}
\mathbb{E}\left[\left.\frac{X_{\lfloor n t\rfloor}^{2}}{n} \right\rvert\, \mathcal{F}_{0}\right] \leq \frac{X_{0}^{2}}{n}+3 t . \tag{3.50}
\end{equation*}
$$

This implies the tightness of $\left\{X_{\lfloor n t\rfloor}^{2} / n\right\}_{n \geq 1}$ for any $t \geq 0$. To go further, let $0 \leq t \leq T$ and $0 \leq u \leq \delta$ with $T, \delta>0$. To go further, we shall bound

$$
\begin{equation*}
\mathbb{E}\left[\left.\left(\frac{X_{\lfloor n(t+u)\rfloor}^{2}}{n}-\frac{X_{\lfloor n t\rfloor}^{2}}{n}\right)^{2} \right\rvert\, \mathcal{F}_{\lfloor n t\rfloor}\right] . \tag{3.51}
\end{equation*}
$$

To this end, by using (3.48) note that the square in the latter expression can be bounded by

$$
\begin{equation*}
2\left(\frac{1}{n} \sum_{k=\lfloor n t\rfloor}^{\lfloor n(t+u)\rfloor-1}(P-I) g\left(X_{k}\right)\right)^{2}+\frac{2}{n^{2}}\left(M_{\lfloor n(t+u)\rfloor}-M_{\lfloor n t\rfloor}\right)^{2}=: \mathcal{S}_{1}+\mathcal{S}_{2} . \tag{3.52}
\end{equation*}
$$

Then, as previously, we easily obtain

$$
\begin{equation*}
\mathbb{E}\left[\mathcal{S}_{1} \mid \mathcal{F}_{\lfloor n t\rfloor}\right] \leq 18\left(\frac{\lfloor n \delta\rfloor+1}{n}\right)^{2} . \tag{3.53}
\end{equation*}
$$

In order to bound the second term, we use again (3.48) and we remark that

$$
\begin{equation*}
\mathbb{E}\left[\left(M_{k+1}-M_{k}\right)^{2} \mid \mathcal{F}_{k}\right]=\mathbb{V}\left(X_{k+1}^{2}-X_{k}^{2} \mid \mathcal{F}_{k}\right) \leq\left(4 X_{k}^{2}+1\right) . \tag{3.54}
\end{equation*}
$$

Here we use that $X_{k+1}-X_{k} \in\{ \pm 1\}$. It follows from the orthogonality of the increments of a square integrable martingale that

$$
\begin{equation*}
\mathbb{E}\left[\mathcal{S}_{2} \mid \mathcal{F}_{\lfloor n t\rfloor}\right] \leq \frac{4}{n} \sum_{k=\lfloor n t\rfloor}^{\lfloor n(t+u)\rfloor-1} \mathbb{E}\left[\left.\frac{X_{n k / n}^{2}}{n} \right\rvert\, \mathcal{F}_{\lfloor n t\rfloor}\right]+\frac{\lfloor n(t+u)\rfloor-\lfloor n t\rfloor}{n^{2}} . \tag{3.55}
\end{equation*}
$$

Therefore, by using (3.50) and the Markov property, we get that (3.51) is bounded by

$$
\begin{equation*}
18\left(\frac{\lfloor n \delta\rfloor+1}{n}\right)^{2}+\frac{4(\lfloor n \delta\rfloor+1)}{n} \sup _{0 \leq t \leq T} \frac{X_{\lfloor n t\rfloor}^{2}}{n}+\frac{(6\lfloor n \delta\rfloor+1)(\lfloor n \delta\rfloor+1)}{n^{2}}, \tag{3.56}
\end{equation*}
$$

which implies for all $n$ sufficiently large

$$
\begin{equation*}
\mathbb{E}\left[\left.\left(\frac{X_{\lfloor n(t+u)\rfloor}^{2}}{n}-\frac{X_{\lfloor n t\rfloor}^{2}}{n}\right)^{2} \right\rvert\, \mathcal{F}_{\lfloor n t\rfloor}\right] \leq K\left(\sup _{0 \leq t \leq T} \frac{X_{\lfloor n t\rfloor}^{2}}{n}+1\right) \delta(1+\delta), \tag{3.57}
\end{equation*}
$$

for some constant $K$. Applying the latter inequalities for $t=0$ and the Doob's martingale inequality, we get similarly

$$
\begin{equation*}
\mathbb{E}\left[\left(\sup _{0 \leq t \leq T} \frac{X_{\lfloor n t\rfloor}^{2}}{n}\right)^{2}\right] \leq 2 \mathbb{E}\left[\left(\frac{X_{0}^{2}}{n}\right)^{2}\right]+2 K\left(1+\mathbb{E}\left[\frac{X_{0}^{2}}{n}\right]\right) T(1+T) \tag{3.58}
\end{equation*}
$$

By setting

$$
\begin{equation*}
\gamma_{n}(\delta):=\sup _{0 \leq t \leq T} \sup _{0 \leq u \leq \delta} \mathbb{E}\left[\left.\left(\frac{X_{\lfloor n(t+u)\rfloor}^{2}}{n}-\frac{X_{\lfloor n t\rfloor}^{2}}{n}\right)^{2} \right\rvert\, \mathcal{F}_{\lfloor n t\rfloor}\right] \tag{3.59}
\end{equation*}
$$

we deduce that

$$
\begin{equation*}
\mathbb{E}\left[\left.\left(\frac{X_{\lfloor n(t+u)\rfloor}^{2}}{n}-\frac{X_{\lfloor n t\rfloor}^{2}}{n}\right)^{2} \right\rvert\, \mathcal{F}_{\lfloor n t\rfloor}\right] \leq \mathbb{E}\left[\gamma_{n}(\delta) \mid \mathcal{F}_{\lfloor n t\rfloor}\right] \tag{3.60}
\end{equation*}
$$

with

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \limsup _{n \geq 1} \mathbb{E}\left[\gamma_{n}(\delta)\right]=0 \tag{3.61}
\end{equation*}
$$

Hence [EK86, Theorem 8.6 \& Remark 8.7, pp. 136-137] apply and we obtain the tightness of the sequence $\left\{X_{\lfloor n t\rfloor} / \sqrt{n}\right\}_{t \geq 0}$ when $0 \leq \gamma \leq 1$.
2. Case $\gamma=1+\lambda / \sqrt{n}$. We keep the main notations of the case when $0 \leq \gamma \leq 1$. We shall prove the tightness by a submarginal argument which can be found in [SV06, Chapter 1.4.]. As a matter of facts, this method applies to continuous stochastic processes in [SV06] but it can be directly extended to càdlàg ones.

We first note that the drift of $X$ satisfies by using Proposition 2.3 the asymptotic

$$
\begin{equation*}
d(x)=\mathbb{E}\left[X_{k+1}-X_{k} \mid X_{k}=x\right] \underset{n \rightarrow \infty}{\sim}-\frac{\lambda}{\sqrt{n}} \mathbb{1}_{x>0}+\frac{1}{2} \mathbb{1}_{x=0} \tag{3.62}
\end{equation*}
$$

Let $f$ be a compactly supported non-negative smooth function on the real line. Set

$$
\begin{align*}
& \Delta f(x)=f\left(\frac{x+1}{\sqrt{n}}\right)-f\left(\frac{x-1}{\sqrt{n}}\right) \\
& \quad \text { and } \Delta^{2} f(x)=f\left(\frac{x+1}{\sqrt{n}}\right)-2 f\left(\frac{x}{\sqrt{n}}\right)+f\left(\frac{x-1}{\sqrt{n}}\right) . \tag{3.63}
\end{align*}
$$

Note that

$$
\begin{equation*}
|\Delta f(x)| \leq \frac{2\left\|f^{\prime}\right\|_{\infty}}{\sqrt{n}} \quad \text { and } \quad\left|\Delta^{2} f(x)\right| \leq \frac{\left\|f^{\prime \prime}\right\|_{\infty}}{n} \tag{3.64}
\end{equation*}
$$

To go further, one can check by using by the discrete-time version of Ito's formula

$$
\begin{align*}
& f\left(\frac{X_{\lfloor n t\rfloor}}{\sqrt{n}}\right)=f\left(\frac{X_{\lfloor n s\rfloor}}{\sqrt{n}}\right)+\sum_{k=\lfloor n s\rfloor}^{\lfloor n t\rfloor-1} \frac{1}{2}\left(\Delta^{2} f\left(X_{k}\right)+d\left(X_{k}\right) \Delta f\left(X_{k}\right)\right) \mathbb{1}_{X_{k}>0} \\
& \quad+\operatorname{card}\left(\left\{\lfloor n s\rfloor \leq k<\lfloor n t\rfloor: X_{k}=0\right\}\right) d(0)\left(f\left(\frac{1}{\sqrt{n}}\right)-f(0)\right)+M_{\lfloor n t\rfloor}-M_{\lfloor n s\rfloor} \tag{3.65}
\end{align*}
$$

where $M$ is some square integrable martingale. Thereafter, one can see that there exists $C$ depending only on $\left\|f^{\prime}\right\|_{\infty} \mid,\left\|f^{\prime \prime}\right\|_{\infty}$ and $\lambda$ such that for all integers $x, n \geq 1$,

$$
\begin{equation*}
\left|\frac{1}{2}\left(\Delta^{2} f(x)+d(x) \Delta f(x)\right) \mathbb{1}_{x>0}\right| \leq \frac{C}{n} \tag{3.66}
\end{equation*}
$$

Fix $\varepsilon>0$ and assume that $f(x) \equiv 0$ outside $]-\varepsilon, \varepsilon[$ and $f(x) \equiv 1$ on $[-\varepsilon / 2, \varepsilon / 2]$. In the following, for any $a \geq 0$ we set $f_{a}(x)=f(x-a)$. Then by using (3.66), (3.65) and the Markov property, we deduce that for all $a \geq 0$ and all $n \geq 1$ such that $1 / \sqrt{n} \leq \varepsilon / 2$,

$$
\begin{equation*}
\mathbb{E}\left[\left.f_{a}\left(\frac{X_{\lfloor n t\rfloor}}{\sqrt{n}}\right)-f_{a}\left(\frac{X_{\lfloor n s\rfloor}}{\sqrt{n}}\right) \right\rvert\, \mathcal{F}_{\lfloor n s\rfloor}\right] \geq-C(t-s)-\frac{C}{n} \tag{3.67}
\end{equation*}
$$

Here we use $d(0) \geq 0$ and $f_{a}(1 / \sqrt{n})-f_{a}(0) \geq 0$. Then, by slightly adapting the proof of [SV06, Theorem 1.4.11, p. 41] - in particular Lemmas 1.4.4 and 1.4.10 - we deduce the tightness. As a matter of facts, it implies the tightness of the sequence of linear piecewise interpolation of $t \longmapsto X_{\lfloor n t\rfloor} / \sqrt{n}$. However, it is well-known that in the space of càdlàg functions the Skorohod convergence is equivalent to the local-uniform one when the limit point is continuous, so both of the two-latter sequences of stochastic processes are tight or neither.

### 3.2 Limit process

We shall prove that any limit process is a solution to a submartingale problem in the spirit of [SV06, p. 144]. Submartingale arise naturally when we deal with reflected diffusions. As a matter of facts, we apply [KR17] to come down to a classical reflected stochastic differential equation for which existence and uniqueness is well known. The key point here is to show that the time spent at the boundary $x=0$ is 0 for any limit process. For that we will use the following lemma whose proof is postponed to the end of this paper.

Lemma 3.1. Let $\left\{X_{k}\right\}_{k \geq 0}$ be the MERW given in (2.3). Let $u, v, \eta>0$ be. There exists a positive constant $C_{v, \lambda}$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \mathbb{E}_{0}\left[\frac{\operatorname{card}\left(\left\{0 \leq k<\lfloor n u\rfloor: X_{k} \leq \eta \sqrt{n}\right\}\right)}{n}\right] \leq \frac{2 \lambda(u+v)\left(1-e^{-2 \lambda \eta}\right)}{C_{v, \lambda}} \tag{3.68}
\end{equation*}
$$

Besides, one can choose

$$
\begin{equation*}
C_{v, \lambda}=\mathbb{P}\left(U+\frac{V}{2 \lambda \sqrt{v}}+2 \lambda \sqrt{v} \leq 0\right) \tag{3.69}
\end{equation*}
$$

with $U \sim \mathcal{N}(0,1)$ and $V \sim \mathcal{E}(1)$ two independent random variables.
Let us introduce, at least informally, the infinitesimal generators associated with the Markov processes $Y, W$ and $Z$ involved in Theorem 2.1 and respectively given by

$$
\begin{equation*}
\mathcal{L}_{Y} f(x)=\frac{1}{2} f^{\prime \prime}(x)+\frac{1}{x} f^{\prime}(x), \quad \mathcal{L}_{W} f(x)=\frac{1}{2} f^{\prime \prime}(x) \quad \text { and } \quad \mathcal{L}_{Z} f(x)=\frac{1}{2} f^{\prime \prime}(x)-\lambda f^{\prime}(x) \tag{3.70}
\end{equation*}
$$

In each of these three cases, we shall prove that any limit point is a solution of a martingale or submartingale problem associated with the corresponding generator. To be more precise, we deal with the generator of the square of $Y$ given by

$$
\begin{equation*}
\mathcal{L}_{Y^{2}} f(x)=\frac{1}{2} 4 x f^{\prime \prime}(x)+3 f^{\prime}(x) . \tag{3.71}
\end{equation*}
$$

1. Case $0 \leq \gamma<1$. Let $f$ be some sufficiently smooth and bounded function. Similarly to (3.48) we begin with writing

$$
\begin{equation*}
f\left(\frac{X_{\lfloor n t\rfloor}^{2}}{n}\right)=f\left(\frac{X_{0}^{2}}{n}\right)+\frac{1}{n} \sum_{k=0}^{\lfloor n t\rfloor-1} L_{n} f\left(\frac{X_{k}^{2}}{n}\right)+M_{\lfloor n t\rfloor} \tag{3.72}
\end{equation*}
$$

where $M$ is some square integrable martingale and

$$
\begin{equation*}
L_{n} f(x)=n(P-I) g_{n}(\sqrt{n x}), \quad \text { with } \quad g_{n}(x)=f\left(\frac{x^{2}}{n}\right) . \tag{3.73}
\end{equation*}
$$

First, we shall prove that

$$
\begin{equation*}
L_{n} f(x) \underset{n \rightarrow \infty}{\longrightarrow} \mathcal{L}_{Y} g(\sqrt{x}), \quad \text { with } \quad g(x)=f\left(x^{2}\right), \tag{3.74}
\end{equation*}
$$

uniformly on compact subset of $(0, \infty)$ when $f$ is continuously twice differentiable with bounded derivatives. Note that

$$
\begin{equation*}
\mathcal{L}_{Y} g(\sqrt{x})=\mathcal{L}_{Y^{2}} f(x) . \tag{3.75}
\end{equation*}
$$

As for (3.62) one can compute the drift of the corresponding MERW which is given by

$$
\begin{equation*}
d(x)=\frac{(1-\gamma)}{1+(1-\gamma) x} \mathbb{1}_{x \geq 1}+\left(1-\frac{\gamma}{2}\right) \mathbb{1}_{x=0} . \tag{3.76}
\end{equation*}
$$

Then, one can check for every $x \in\left\{1 / n, 2^{2} / n, 3^{2} / n, \cdots\right\}$ that $L_{n} f(x)=A_{n} f(x)+B_{n} f(x)$ with

$$
\begin{align*}
& A_{n} f(x)=\frac{1}{2} \frac{f\left(x+\frac{1}{n}+2 \frac{\sqrt{x}}{\sqrt{n}}\right)+f\left(x+\frac{1}{n}-2 \frac{\sqrt{x}}{\sqrt{n}}\right)-2 f(x)}{1 / n} \\
& \text { and } \quad B_{n} f(x)=\frac{d(\sqrt{n x})}{2} \frac{f\left(x+\frac{1}{n}+2 \frac{\sqrt{x}}{\sqrt{n}}\right)-f\left(x+\frac{1}{n}-2 \frac{\sqrt{x}}{\sqrt{n}}\right)}{1 / n} . \tag{3.77}
\end{align*}
$$

Besides, simple asymptotic expansion leads to

$$
\begin{equation*}
A_{n} f(x)=\frac{1}{2} 4 x f^{\prime \prime}(x)+f^{\prime}(x)+\mathcal{O}\left(\frac{1}{\sqrt{n}}\right), \tag{3.78}
\end{equation*}
$$

the constant in the $\mathcal{O}$ being chosen uniformly when $x$ belong to a given compact subset of $[0, \infty)$. Regarding the second term, we use

$$
\begin{equation*}
d(\sqrt{n x})=\frac{1}{\sqrt{n x}}\left(1-\frac{1}{(1-\gamma) \sqrt{n x}}+\mathcal{O}\left(\frac{1}{n \varepsilon}\right)\right) \tag{3.79}
\end{equation*}
$$

as soon as $x \geq \varepsilon>0$ with a uniform constant in the $\mathcal{O}$. It follows that

$$
\begin{equation*}
B_{n} f(x)=2 f^{\prime}(x)+\mathcal{O}\left(\frac{1}{\sqrt{n}}\right), \tag{3.80}
\end{equation*}
$$

the $\mathcal{O}$ being uniformly bounded when $x$ belongs to a compact subset of $(0, \infty)$. As a consequence, we get (3.74) from (3.78) and (3.80).

Thereafter, we shall prove that

$$
\begin{equation*}
L_{n} f(x)=\mathcal{L}_{Y^{2}} f(x)+\kappa_{n}(x) f^{\prime}(0)+\mathcal{O}\left(\frac{1}{\sqrt{n}}\right) \tag{3.81}
\end{equation*}
$$

where $\kappa_{n}(x) \geq 0$, uniformly on any compact subset of $\mathbb{R}^{+}$. First note that

$$
\begin{equation*}
L_{n} f(0)=\left(1-\frac{\gamma}{2}\right) \frac{f(1 / n)-f(0)}{1 / n}=\left(1-\frac{\gamma}{2}\right) f^{\prime}(0)+\mathcal{O}\left(\frac{1}{n}\right) . \tag{3.82}
\end{equation*}
$$

The asymptotic (3.78) still holds when $0<x<\varepsilon$ whereas we need to be more sharp for $B_{n} f(x)$. Note that

$$
\begin{equation*}
B_{n} f(x)=2 f^{\prime}(x)+2\left(\frac{1}{1+1 / \sqrt{n x}}-1\right) f^{\prime}(x)+\mathcal{O}_{\varepsilon}\left(\frac{1}{\sqrt{n}}\right) \tag{3.83}
\end{equation*}
$$

Since $0<x<\varepsilon$ and $n x \geq 1$ one can write $f^{\prime}(x)=f^{\prime}(0)+x f^{\prime \prime}(0)+\mathcal{O}\left(x^{2}\right)$ and

$$
\begin{equation*}
2 x\left(\frac{1}{1+1 / \sqrt{n x}}-1\right)=\mathcal{O}\left(\sqrt{\frac{\varepsilon}{n}}\right) \tag{3.84}
\end{equation*}
$$

Finally, we deduce (3.81) with

$$
\begin{equation*}
\kappa_{n}(x)=\left[1+2\left(\frac{1}{1+1 / \sqrt{n x}}-1\right)\right] \mathbb{1}_{x>0}+\left(1-\frac{\gamma}{2}\right) \mathbb{1}_{x=0} \tag{3.85}
\end{equation*}
$$

We have to recall that since $x \in\left\{1 / n, 2^{2} / n, 3^{2} / n, \cdots\right\}$ one has $n x \geq 1$ and thus $\kappa_{n}(x) \geq 0$.
To conclude, standard arguments as in [SV06, p. 144] apply and we obtain for arbitrary limit point $\{\omega(t)\}_{t \geq 0}$ that

$$
\begin{equation*}
\left\{f(\omega(t))-\int_{0}^{t} \mathcal{L}_{Y^{2}} f(\omega(u)) \mathbb{1}_{\{\omega(u)>0\}} d u\right\}_{t \geq 0} \tag{3.86}
\end{equation*}
$$

is a submartingale as soon as $f^{\prime}(0) \geq 0$. In order to apply [KR17] it remains to show that

$$
\begin{equation*}
\mathbb{P}\left(\int_{0}^{t} \mathbb{1}_{\{\omega(s)=0\}} d s=0\right)=1 \tag{3.87}
\end{equation*}
$$

To this end, by the Lemma 3.1 when $0 \leq \gamma \leq 1$, we have that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \mathbb{E}\left[\int_{0}^{t} \mathbb{1}_{\left\{X_{\lfloor n s\rfloor}<\eta \sqrt{n}\right\}} d t\right]=\mathcal{O}(\eta) \tag{3.88}
\end{equation*}
$$

as $\eta$ goes to zero. But for any $\eta>0$,

$$
\begin{equation*}
\mathbb{E}\left[\int_{0}^{t} \mathbb{1}_{\{\omega(s)=0\}} d s\right] \leq \int_{0}^{t} \liminf _{n \rightarrow \infty} \mathbb{P}\left(\frac{X_{\lfloor n s\rfloor}}{\sqrt{n}}<\eta\right) d s \tag{3.89}
\end{equation*}
$$

which implies the desired result by using the Fatou's lemma and (3.88). Therefore, we can omit the indicator function in (3.86). Then by using [KR17] and [Tan79] we can say that any limit point is a squared Bessel process.
2. Case $\gamma=1$. Regarding the situation when $\gamma=0$, the proof is more classical. It can be done with the same arguments, better, we do not have to consider the square of the process, as in the last situation.
3. Case $\gamma=1+\lambda / \sqrt{n}$. The proof is very similar. Let us focus on the few differences with the situation when $\gamma \leq 1$. First, similarly to (3.72) we write

$$
\begin{equation*}
f\left(\frac{X_{\lfloor n t\rfloor}}{\sqrt{n}}\right)=f\left(\frac{X_{0}}{\sqrt{n}}\right)+\frac{1}{n} \sum_{k=0}^{\lfloor n t\rfloor-1} L_{n} f\left(\frac{X_{\lfloor n k / n\rfloor}}{\sqrt{n}}\right)+M_{\lfloor n t\rfloor} . \tag{3.90}
\end{equation*}
$$

where $M$ square integrable martingale and $L_{n} f(x)=n(P-I) g_{n}(x \sqrt{n})$ with $g_{n}(x)=f\left(\frac{x}{\sqrt{n}}\right)$. One can compute the drift of the corresponding MERW which is given by

$$
\begin{equation*}
d(x)=\frac{1-\gamma^{2}}{1+\gamma^{2}} \mathbb{1}_{x \geq 1}+\frac{1}{1+\gamma^{2}} \mathbb{1}_{x=0} \tag{3.91}
\end{equation*}
$$

Then for every $x \in\{1 / \sqrt{n}, 2 / \sqrt{n}, 3 / \sqrt{n}, \cdots\}$ one has $L_{n} f(x)=A_{n} f(x)+B_{n} f(x)$ with

$$
\begin{align*}
& A_{n} f(x)=\frac{n}{2}\left(f\left(x+\frac{1}{\sqrt{n}}\right)+f\left(x-\frac{1}{\sqrt{n}}\right)-2 f(x)\right) \\
& \text { and } B_{n} f(x)=\frac{n d(x \sqrt{n})}{2}\left(f\left(x+\frac{1}{\sqrt{n}}\right)-f\left(x-\frac{1}{\sqrt{n}}\right)\right) . \tag{3.92}
\end{align*}
$$

Simple asymptotic expansion leads to

$$
\begin{equation*}
A_{n} f(x)=\frac{1}{2} f^{\prime \prime}(x)+\mathcal{O}\left(\frac{1}{\sqrt{n}}\right) \tag{3.93}
\end{equation*}
$$

uniformly when $x$ belong to a given compact subset of $[0, \infty)$. Besides, one has uniformly

$$
\begin{equation*}
d(x \sqrt{n})=\frac{-\lambda}{\sqrt{n}} \mathbb{1}_{\{x \in\{1 / \sqrt{n}, \cdots\}\}}+\frac{1}{2} \mathbb{1}_{\{x=0\}}+\mathcal{O}\left(\frac{1}{\sqrt{n}}\right) . \tag{3.94}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
B_{n} f(x)=-\lambda f^{\prime}(x)+\mathcal{O}\left(\frac{1}{\sqrt{n}}\right) \tag{3.95}
\end{equation*}
$$

uniformly when $x \in\{1 / \sqrt{n}, \cdots\}$ belong to a given compact subset of $[0, \infty)$. One can see that

$$
\begin{equation*}
L_{n} f(0)=\frac{1}{1+\gamma^{2}} \frac{f(1 / \sqrt{n})-f(0)}{1 / \sqrt{n}}=\frac{1}{2} f^{\prime}(0)+\mathcal{O}\left(\frac{1}{\sqrt{n}}\right) . \tag{3.96}
\end{equation*}
$$

We deduce that

$$
\begin{equation*}
L_{n} f(x)=\mathcal{L}_{Z} f(x)+\frac{1}{2} \mathbb{1}_{\{x=0\}} f^{\prime}(0)+\mathcal{O}\left(\frac{1}{\sqrt{n}}\right) \tag{3.97}
\end{equation*}
$$

on any compact subset of $[0, \infty)$. To conclude, same arguments as in the previous case apply, we obtain for arbitrary limit point $\{\omega(t)\}_{t \geq 0}$ that

$$
\begin{equation*}
\left\{f(\omega(t))-\int_{0}^{t} \mathcal{L}_{Z} f(\omega(u)) \mathbb{1}_{\{\omega(u)>0\}} d u\right\}_{t \geq 0} \tag{3.98}
\end{equation*}
$$

is a submartingale as soon as $f^{\prime}(0) \geq 0$. We can omit the indicator function in (3.98) by using Lemma 3.1 when $\gamma=1+\lambda / \sqrt{n}$. Then thanks to [KR17] and [Tan79], we can say that any limit point is distributed as $Z$ which completes the proof.

Proof of Lemma 3.1. Let us start by proving the lemma for the case $\gamma=1+\lambda / \sqrt{n}$. Let $N$ be a random variable distributed as a geometric random variable on $\mathbb{N}_{0}$ with parameter $1-1 / \gamma^{2} \sim 2 \lambda / \sqrt{n}$ as $n$ goes to infinity. Denote by $\pi$ this distribution and note it is the invariant probability measure of the MERW. It comes

$$
\begin{equation*}
\mathbb{E}_{\pi}\left[\operatorname{card}\left(\left\{0 \leq k<\lfloor n(u+v)\rfloor: X_{k} \leq \eta \sqrt{n}\right\}\right)\right] \sim n(u+v)\left(1-e^{-2 \lambda \eta}\right) \tag{3.99}
\end{equation*}
$$

Furthermore, let us introduce $T=\inf \left\{k \geq 0: X_{k}=0\right\}$. One can write by using the strong Markov property that

$$
\begin{align*}
\mathbb{E}_{\pi}\left[\sum_{k=0}^{\lfloor n(u+v)\rfloor-1} \mathbb{1}_{\left\{X_{k} \leq \eta \sqrt{n}\right\}}\right] & =\sum_{i \geq 0} \mathbb{P}_{\pi}(T=i) \mathbb{E}_{0}\left[\sum_{k=0}^{\lfloor n(u+v)\rfloor-1-i} \mathbb{1}_{\left\{X_{k} \leq \eta \sqrt{n}\right\}}\right]  \tag{3.100}\\
& \geq \mathbb{P}_{\pi}(T<\lfloor n v\rfloor) \mathbb{E}_{0}\left[\sum_{k=0}^{\lfloor n u\rfloor-1} \mathbb{1}_{\left\{X_{k} \leq \eta \sqrt{n}\right\}}\right] \tag{3.101}
\end{align*}
$$

Let $\left(\xi_{k}\right)_{k \geq 1}$ be a sequence of i.i.d. Rademacher random variables with parameter $1 /\left(1+\gamma^{2}\right)$ independent on $N$. Note that $\mathbb{E}\left[\xi_{k}\right] \sim-\lambda / \sqrt{n}$. By comparison, one can easily see that

$$
\begin{equation*}
\mathbb{P}_{\pi}(T<\lfloor n v\rfloor) \geq \mathbb{P}\left(\sqrt{n v}\left(\frac{\sum_{k=0}^{\lfloor n v\rfloor-1} \xi_{k}}{n v}+\frac{\lambda}{\sqrt{n}}\right) \leq-\sqrt{n v}\left(\frac{N}{n v}+\frac{\lambda}{\sqrt{n}}\right)\right) \tag{3.102}
\end{equation*}
$$

Besides, by using the characteristic function, one can check the Central Limit Theorem

$$
\begin{equation*}
\sqrt{n v}\left(\frac{\sum_{k=0}^{\lfloor n v\rfloor-1} \xi_{k}}{n v}+\frac{\lambda}{\sqrt{n}}\right) \underset{n \rightarrow \infty}{\Longrightarrow} \mathcal{N}(0,1) \tag{3.103}
\end{equation*}
$$

In addition, one has

$$
\begin{equation*}
\frac{N}{\sqrt{n}} \underset{n \rightarrow \infty}{\Longrightarrow} \mathcal{E}(2 \lambda) \tag{3.104}
\end{equation*}
$$

This ends the proof. Finally, by a standard coupling argument, the result still holds when $0 \leq \gamma \leq 1$.
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