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Abstract

Scattering of anisotropic nanostructures has always been a challenging problem due to the
complexity of the boundary conditions with the tensorial form of the permittivity, which is
becoming even more challenging for non-conventional geometries. To solve these problems, it is
necessary to consider strong hypothesis of lossless material and generic nanoparticle geometries,15

and only few solutions have achieved modal decomposition of interest to build physical intuitions.
Here, we present an extension of the generalized normal mode expansion, applicable to scatterers
with complex geometries composed of lossy and anisotropic materials. We illustrate our method
by considering an infinitely long cylinder with concentric metallic/dielectric layers, targeting
the complex case of hyperbolic metamaterial response, and identifying regimes of interest for20

applications, including back-scattering cancellation effect.

1 Introduction

Recent developments of metamaterials and metasurfaces bring the necessity to develop new
tools to predict the scattering properties of new type subwavelength resonators. Some of these
materials are anisotropic, essentially due to their inherent material composition or, by design25

for most of the metamaterials made of complex heterogeneous layers. The challenging problem
of the scattering by anisotropic cylinders has been investigated, on one hand providing exact
solutions with modal expansion for some specific cases such as for gyrotropic materials with fix
circular geometries [1], and on the other hand, for other types of anisotropy for which the inherent
complexity of the problem imposes the use of numerical solutions. Graglia and al. developed a30

integro-differential solution for arbitrarily shaped, lossy material [2, 3]. Monzon and al. introduced
an integral solution for circular cylinders under normal [4] and oblique incidence [5]. Since
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then, other methods have followed with variational approach [6], surface integrals [7, 8], method
of moments [3], Fourier domain [9] and coupled-dipole approximation [10]. Recently, finite
differences time-domain (FDTD) [11] and finite element method [12] are commonly used with35

software to extract the optical properties of complex nanostructures. However, direct simulations
do not provide sufficient physical description in terms of the nanoparticle’s eigenmodes. An
analytical decomposition working for non-lossy materials with circular section can address this
issue, expanding the eigenmodes on cylindrical wave functions [13], [14].

Finding an eigen-expansion for the most general case of arbitrarily shaped, lossy and anisotropic40

cylinders in open-systems, has not yet been demonstrated because the set of eigenmodes is no
longer finite and do not follow usual orthogonal relationship. Leaky modes have to be introduced
to describe the radiating loss of the system to the background [15]. These modes, also called
quasi-normal modes or resonant states [16], are characterized by a complex eigenfrequency where
the imaginary part represents the lifetime of the mode. They have been widely used in many45

domains of the physics to describe scattering problems. In the case of open-systems, they suffer
from divergent field at infinity making the modal expansion valid only inside the inclusion unless
additive terms have to be taken into account [17]. This approach has been used to study the
scattering by bianisotropic, chiral or magnetic cylinders [18].

Alternatively, the properties of the material could be considered as the eigenvalue of the50

problem. Taking the permittivity as a step function of all space combined with the use of
the Lippman equation, is used to generate a complete orthogonal set of modes solution of a
symmetrical operator for which the permittivity is the eigenvalue [19]. Another approach would
be to define a linear integro-differential operator the conductivity is the eigenvalue giving a modal
decomposition of the electric current density [20].55

In this paper, we adapted the generalized normal mode expansion (GENOME) [19] to the case
of anisotropic materials and validate our method using Mie theory. The applicability of our method
is then exploited to analyse the particular scattering case of an infinite hyperbolic metamaterial
cylinders with concentric metal/dielectric layers. Considering the coherent superposition of the
scattered mode reveals new physical insight on the radiation properties of such structures, and in60

particular the observation of Kerker conditions in hyperbolic regime.
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2 Generalized Normal Modes Expansion

We consider a cylinder with anisotropic material of permittivity ¯̄εi embedded in a isotropic
medium εb illuminated by an incident wave E0. The contrast between the permittivity ∆ ¯̄ε between
the two media induces a depolarizing current density, Js(r) = k2θ(r)∆ ¯̄εE(r) where θ(r) is a step65

function imprinting the geometry of inclusion. This secondary source of current Js(r) generate
an electric field Es(r) given by the Green’s function ¯̄G0(r, r′) by Es(r) =

∫ ¯̄G0(r, r′)Js(r′)dr′. With
operator notation, we can rewrite the scattered field as |Es〉 = Γ̂Ĉ |E〉 where Γ̂Ĉ is a linear integral
operator. In our notation, Γ̂ indicates the integral operator on the surface of the inclusion and Ĉ is
to emphasize the presence of the tensor of permittivity contrast ∆ ¯̄ε70

Γ̂Ĉ |E〉 = k2
∫

θ(r′) ¯̄G0(r, r′)∆ ¯̄εE(r′)dr′. (1){eq:op}{eq:op}

In the case of isotropic materials [19], the operator (1) is symmetric since ¯̄G0 and ∆ε ¯̄I can com-
mute, so the modes Em, also called basis modes, given by sm |Em〉 = Γ̂Ĉ |Em〉 define a complete
orthonormal base of modes for the usual inner product 〈Em|En〉 =

∫
θ(r)E†

m(r) · En(r)dr. For
anisotropic material, the Green’s function ¯̄G0(r, r′) do not commute, in general, with the permit-
tivity contrast ∆ ¯̄ε making the operator (1) non-symmetric. Consequently, its modes do not form75

an orthogonal base of modes for the usual inner product. In other words, the complexity intro-
duced the anisotropy resides in finding another inner product so that the modes are orthogonal.
Such inner product is found by symmetrizing the operator (1), cf Appendix A and is defined by
〈Ẽµ|Ĉ|Ẽν〉 =

∫
θ(r)Ẽ†

µ(r) · ∆ ¯̄εẼν(r)dr. So, the modes Ẽµ, also called target modes and satisfying
s̃µ |Ẽµ〉 = Γ̂Ĉ |Ẽµ〉, form a complete set of orthogonal modes for the new inner product. It results80

that the total electric over all region of space is given by

|E〉 = |E0〉+ ∑
µ

|Ẽµ〉
s̃µ

1− s̃µ
〈Ẽµ|Ĉ|E0〉 . (2){eq:etot}

However, finding the target modes by solving the integral (or differential) equation they satisfy
remains a challenging task. To overcome this issue, we re-expand the target modes in terms of
modes of the isotropic inclusion [21]. Indeed, for simple geometries (e.g., a slab, cylinder, sphere),
a set of orthogonal modes and their associated adjoints can be constructed by using the pre-85

knowledge of the functional form of the eigenmodes [22, 23, 24, 25, 19] and employing an efficient
complex root search [26]. In more complicated geometries, one can always resort to a numerical
approach [19, 27]. Clusters of scatterers can be treated with minimal overhead computations by
the rigorous hybridization approach described in [28, 29, 20]. Writing Ẽµ(r) = ∑m cµ,mEm(r), with
cµ,m the coefficient of the decomposition given by90

s̃µcµ = ¯̄S ¯̄Vcµ, (3){eq:sv}

where ¯̄V is the matrix of overlap integral between the modes of the isotropic inclusion, 〈Em|Ĉ|En〉,
and ¯̄S is the diagonal matrix of eigenvalue sm of the modes of the isotropic inclusion. Eq. (3)
is key to understand how the modes of an anisotropic inclusion differ from the modes of an
isotropic inclusion. One can easily verify that in the case of an isotropic inclusion, the overlap
matrix is diagonal due to the absence of coupling between the modes. Eq. (3) then reduces to95

s̃µcµ = ∆ε
εb

diag[sm]cµ which is trivially solved by s̃µ = εi−εb
εb

sµ and unitary vectors cµ (i.e. the
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new base of modes is identical to the previous one, Ẽµ = Eµ). On the other hand, for anisotropic
materials, the matrix of overlap integrals may not be diagonal. The presence of off-diagonal terms
in the permittivity tensor induces mixing between modes that would be symmetry forbidden in
the isotropic case. In fact, the target modes correspond to basis modes corrected by taking into100

account the coupling between the modes that is enabled by the anisotropy. It results also that the
target modes, expressed as a complex superposition of modes of the isotropic inclusion, may not
be explicitly identifiable by some intrinsic properties such as azimuthal orders or radial orders, as
it is for the basis modes. Consequently, it may be more appropriate to rewrite Eq. (2) in terms of
modes of the isotropic inclusion for practical applications, and so Eq. (2) becomes105

|E〉 = |E0〉+ ∑
m

γm |Em〉 . (4){eq:Etot}

where γm = ∑µ cµ,m
s̃µ

1−s̃µ
〈Ẽµ|Ĉ|E0〉.

3 Numerical simulations of hyperbolic anisotropic infinite cylin-
der

In order to illustrate our re-expansion method for an anisotropic inclusion, we consider an infinite
cylinder exhibiting hyperbolic behavior. Hyperbolic metamaterials are characterized by complex110

permittivity tensors and are studied for their unusual properties. Patterning and nanostructuring
these materials is of great interest to realize new type of optical functions. Some structures have
already been demonstrated with hyperbolic metamaterials such as tuning of absorption and
scattering properties [30], indefinite cavities [31, 32], wavefront manipulation [33], enhancement of
spontaneous emission [34], high temperature epsilon-near-zero emitters [35]. Recently, few works115

has been done on layered cylinders which have an effective hyperbolic optical response that show
superscattering effect [36] or invisibility [37].

The dispersion relationship in such material is given by

k2
φ,z

ερ
+

k2
ρ

εφ,z
= k2

0, (5){eq:disphmm}{eq:disphmm}

where kφ,z and kρ are the in-plane and out-of-plane components of the wavevector in the cylinder
and the sign of the real part of the in-plane and out-of-plane components of the permittivity tensor120

have opposite signs, Re(εφ,z)Re(ερ) < 0. The domain where Re(εφ,z) > 0 is called type I and the
domain where Re(εφ,z) < 0 is called type II [38, 39].

In what follows, we shall consider an infinite cylinder with circular cross-section (Fig. 1 (a)) of
radius R = 90 nm. The cylindrical inclusion consists of concentric multilayers of silver [40] and
titanium oxide [41] known to present hyperbolic behaviour in the visible [42]. We denote, p the
filling factor of silver in the composite. We assume that the layers are thin enough so that we can
apply the effective medium theory [43], resulting in a homogeneous uniaxial anisotropic in the
cylindrical coordinate system,

¯̄ε =

ερ 0 0
0 εφ,z 0
0 0 εφ,z


(êρ ,êφ ,êz)

, (6){eq:diel}{eq:diel}
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where
εφ,z = pεAg + (1− p)εTiO2 , ερ =

1
p

εAg
+ 1−p

εTiO2

, (7){eq:epsilon}{eq:epsilon}

Here, we emphasize that we do not consider the material as lossless and so, the permittivities of
the titanium oxide, εTiO2 , and silver εAg are complex. We note also that the tensor is diagonal125

and therefore satisfy condition on the material so that we can apply GENOME. Besides, there is a
singularity at the center of the cylinder since the permittivity tensor is defined in a cylindrical
base and therefore the permittivity is not defined at the origin.

The source is a plane wave propagating along the x−direction with an in-plane polarization.
The basis of modes of the equivalent isotropic structures is determined with exact calculation130

for the transverse modes [44] and the longitudinal modes [21]. The details of the derivation of
overlap integrals between the modes, Eq. (32), and the incident fields, 〈Ẽµ|Ĉ|E0〉 are presented in
Appendix D and Appendix E.

3.1 Validating the re-expansion approach with COMSOL

To validate our model, we have compared the electric field generated by Eq. (44) with the solution135

given by Mie theory [45, 46]. We computed Mie solution with 100 modes. The relative error
between the Mie solution and our GENOME computation, Eq. (44), is evaluated by using the
L2−norm,

∆ηR =

∥∥Re(Emie − Egen)
∥∥

2
‖Re(Emie)‖2

, (8){eq:error}

∆ηI =

∥∥Im(Emie − Egen)
∥∥

2
‖Im(Emie)‖2

. (9)

For this test, we consider the operating wavelength of 470 nm and p = 0.7. We performed the
calculation initially with 1360 transverse modes, azimuthal orders ranging from −8 to 8 and 80140

radial orders, and 1700 longitudinal modes with azimuthal orders ranging from −8 to 8 and 100
radial orders. Then, we re-compute the solution more efficiently with only the most important
modes that have been ordered by order of magnitude where at each iteration, we add modes
couples with opposite azimuthal orders. Special attention as to be made in the resolution of Eq. (3).
An accurate resolution of this equation is important since it conditions the decomposition of the145

target modes. However, due to the large amount of modes and due to the fact that most of the
modes do not interact one with another, the matrix of the overlap integral ¯̄V can be ill-conditionned.
In our case, since the permittivity tensor (6) is diagonal, there is no mode mixing between modes
of different azimuthal orders, cf. Appendix D. So, we can re-arrange the matrix of overlap integral
to be be block diagonal and resolve Eq. (3) for each azimuthal order independently. The size of150

each block is then determined by the number of radial orders that are considered.
The convergence plot between Mie and our solutions is shown in Fig. 1 (b). Outside the

cylinder, we have respectable agreement between the two solutions, up to −35 dB. However, inside
the cylinder the convergence reaches only −16 dB. The difference can be observed in the fields
plot where at the center of the cylinder, closer to the singularity, the difference is the largest. The155

hard limit obtained in the convergence plot, results from missing high radial order longitudinal
modes as shown in the mapping of the coefficient γn, Fig. 1 (d). The decrease of the magnitude
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Figure 1: (a) Schematic of the concentric layered scatterer. A linearly-polarized, transverse magnetic,
incident plane wave propagates along the x̂. (b) Convergence between of the total electric field from Mie and
GENOME solutions. The dashed line represents the convergence inside the cylinder and the plain line the
convergence outside. (c) Difference, in dB, between the electric field computed with Mie and GENOME
solutions. (d) Mapping of the coefficient |γn| normalized by the highest coefficient, in dB. At 470 nm, the
permittivities contrasts are ερ = 28.9272 + 5.7214i and εφ,z = 1.2263 + 0.2779i.{fig:conv}
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of the coefficient γn along the radial direction is slower for the longitudinal modes than for the
transverse modes and so by considering up to 100 radial order for the longitudinal modes we can
only achieve up to −15 dB accuracy. This behaviour results of the presence of the singularity at160

the center of the cylinder. The permittivity being undefined at this point, the electric field tends to
infinity which is expressed by the superposition of the longitudinal modes. So, a large number of
modes with high radial orders are required and it can be seen in Fig. 1 (c) with the red concentric
rings.

3.2 Application to hyperbolic metamaterials165

Using GENOME, we calculated the scattered field of the cylinder with diameter 180 nm for
different composition of silver (p) in the composite.

For purely silver isotropic material, Fig. 2 p = 1, we observe the standard Mie resonances. Only
transverse magnetic modes are excited, which is normal due to the polarization and incidence
angle of the incident wave and the absence of coupling component in the permittivity tensor. The170

subscript diel and plas indicate the nature of the mode and is determined depending on the sign
of the real part of the eigenpermittivity. Dielectric modes are associated with magnetic poles with
Re(εm) > 0 whereas plasmonic modes are associated with electric poles with Re εm < 0. The
number associated with the notation, indicates the rotational symmetry of the mode, so TH

diel : 0
and TH

diel : ±1 are magnetic dipoles whereas TH
plas : ±1 is an electric dipole. As expected, for the175

purely silver, p = 1, the modes are dominated by strong electrical resonances. The magnetic
resonances are relatively weak. In the case of a cylinder purely dielectric, p = 0, strong magnetic
dipoles can be observed [47], as seen by the resonances of the dielectric modes. Besides, due to
the relatively small radius, the electric dipolar resonances is non-negligeable. Now, looking at
the modal decomposition of the scattered field for a composition p = 0.4 silver, Fig. 3. For the180

sake of the clarity, we plotted only the first few important modes. Concerning the scattering,
we can observe several new peaks that do not correspond to the excitation of new modes but it
corresponds to secondary and third resonances of the same modes. This can be interpreted as a
“compression” of the spectrum since the effective refractive index increases due to the hyperbolicity
of the material. Besides, in type I domain, the dielectric modes have an important role in the185

decomposition due to the sign of the tangential component of the permittivity tensor, εφ,z > 0,
allows the circulation of free electron in the tangential direction. Conversely, in the type II domain,
the metallic behavior in the tangential direction reduces those circulation current. So, it is coherent
to observe the relatively effect low of the magnetic modes, such as in the case of a purely metallic
material, and therefore the dominant electric dipole behavior. In terms of absorption, we can190

observe also two new absorption peaks. However, in this case, it corresponds to the resonance of
the longitudinal components of the fields that are excited due to the anisotropy of the material.
Overall, we note that the scattering efficiency decreases compared to the isotropic case, but this is
explained by the relative increase of losses. Besides, we can observe a slight shift in the absorption
and scattering peaks compare to the isotropic case. Taking into account the third and second195

resonances, it means we can further control the spectral position of scattering and absorption by
tuning the geometrical and material property of the cylinder as in ref. [30]. But, tuning those
properties allows also to control the scattering diagram of the nanostructure. As show, in the
type I domain, where magnetic and electric modes co-exist with the same strength, it is possible
to realize Kerker effect [48] as in Fig. 4 where the constructive and destructive interference of200

the excited modes results in the suppression of the back-scattering. The special case where the
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Figure 2: Cylinder with diameter 180 nm for isotropic materials (a) Titanium oxide and (b) silver. The
blue and red areas represent the scattering and absorption cross-sections, respectively, and are associated
with the left y-axis. The cross sections have been normalized by the diameter of the cylinder. The curves
represent the coefficient |γn| for the most important modes. The coefficient have been normalized by the
maximum of the most important modes.{fig:scatiso}
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side lobes are also suppressed corresponds to the case where four modes superposed, an electric
dipole, an electric quadrupole, a magnetic dipole and a magnetic quadrupole [49]. And our modal
decomposition show that those four components are present and play an important role in the
expression of the scattered field. Here, we emphasize that the scattered field do not result only205

from the superposition of these four modes but also from the residual modes that are not plotted.
In this our modal decomposition differ from a multipolar analysis [50]. We also understand that
such effect cannot be realized in the type II domain due to the absence of strong magnetic modes.

4 Outlook

In this paper, we presented an extension to the anisotropic materials of the generalized normal210

mode expansion. We solved the issue induced by the anisotropy by re-expanding the electric fields
in terms of known solutions. We illustrated our method by comparing it with available commercial
software and achieved reasonable agreement. The power of our tool relies in its capacity to solve
the case of lossy materials and give comprehensive decomposition of the scattered field. We
applied this tool to study the case of a scattering by a cylinder with hyperbolic concentric layers215

where we show how it can be used to interpret its scattering properties such as the absorption
process and the cancellation of back-scattering in type I hyperbolic medium. Despite not being
applicable to all anisotropic material, it can already be used to a subsequent number of scattering
problems involving metamaterials such as heterostructures or hyperbolic metamaterials. In the
specific case of circular cross-section cylindrical scatterers, the study can be extended to the case220

of oblique incidence, localized source in the near field. Finally, GENOME extended to anisotropic
media paves the way for the exploration of properties of metamaterials for scattering problems,
field enhancement or enhancement of spontaneous emission.
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Figure 3: Cylinder with diameter 180 nm and material with composition of silver p = 0.4. (a) Real part
of the in-plane (red) and out-of-plane (blue) components of the permittivity tensor. The green and purple
domain shows the domain in which the material is hyperbolic type I and II respectively. (b) Scattering
cross-section (blue area) respectively to the left axis. The evolution of the coefficient γm are represented by
the curve respectively to the right axis. Only the transverse modes have been represented. (c) Absorption
cross-section (red area) and coefficient of the longitudinal modes. The coefficient |γn| have been normalized
by the maximum of the most important mode.{fig:modcoef}
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Figure 4: (a) Scattering diagram of cylinder with diameter 180 nm at wavelength 389 nm for a composition
of silver in the material of p = 0.4 corresponding to the vertical dashed line in Fig. 3. (b) Magnetic field
(surface) and displacement current density (arrows) for the modes TH

diel : 0, TH
diel : 1 and TH

diel : 2.{fig:scatpat}
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A Generalized Normal Modes Expansion for anisotropic scatter-
ers225

{sec:genome}

A.1 Lippman-Schwinger equation and symmetrization
{sec:lippman}

Let us consider an infinite inclusion with an anisotropic homogeneous permittivity tensor ¯̄ε
embedded in an isotropic homogeneous medium εb, Fig. 5. We define ∆ ¯̄ε ≡ ¯̄ε− εb, the permittivity
difference between the inclusion and the background.

(a) (b)

¯̄ε

εb

θ(r) = 1

θ(r) = 0
Light

Figure 5: The inclusion is an arbitrary shaped structure made of an anisotropic material. (a) The
permittivity of the inclusion, ¯̄ε is a tensor. The background is an isotropic medium with permittivity εb.(b)
Function θ(r) defined by 1 inside the inclusion, blue domain, and 0 outside, white domain.{fig:schm}

For monochromatic wave illumination, Maxwell’s equations inside the inclusion lead to the230

wave equation:

∇×∇× E(r)− k2 ¯̄ε E(r) = jωµ0 J(r), (10){eq:waveqcyl}

and outside,

∇×∇× E(r)− k2 εb E(r) = jωµ0 J(r), (11){eq:waveqcylout}

with k the wavevector in free space, ω the frequency, µ0 the free space permeability and J the free
current. Subtracting the term k2εbE from both sides of Eq. (10), we introduce the function θ(r)
that is 1 inside the inclusion and 0 outside (see Fig. 5) and we merge Eqs. (10)-(11) into235

∇×∇× E(r)− k2εbE(r) = jωµ0 J(r) + k2θ(r)∆ ¯̄ε E(r). (12){eq:waveqgen}

that is true in all region of space. With the expression Eq. (12), we treat the inclusion as a source
(or depolarization current) induced by the permittivity contrast. The free space Green’s tensor
¯̄G0(r, r′) associated with the left hand side of Eq. (12) is the solution of [51]

∇×∇× ¯̄G0(r, r′)− k2εb
¯̄G0(r, r′) = ¯̄Iδ(r− r′), (13){eq:waveqgreen}

where ¯̄I is the identity matrix. The free space Green’s tensor can be used to write down a formal
solution of equation (12) as240

E(r) = E0(r) + Γ̂ĈE(r), Γ̂ĈE(r) ≡ k2
∫

V
θ(r′) ¯̄G0(r, r′)∆ ¯̄ε E(r′)dr′, (14){eq:solwaveq}
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usually referred to as the Lippman-Schwinger equation. It was obtained by convolving the
free-space Green’s tensor with the two terms on the right-hand-side of Eq. (12). The first one

E0(r) =
∫

V
¯̄G0(r, r′)J(r′)dr′, (15){eq:e0}

In the case of an isotropic inclusion, the permittivity tensor is diagonal with identical diagonal
terms, ∆ ¯̄ε = ∆ε ¯̄I. Then, the permittivity in Eq. (14) can be factorized out of the integral and the
new operator becomes245

Γ̂E(r) = k2∆ε
∫

V
θ(r′) ¯̄G0(r, r′)E(r′)dr′. (16){eq:solwaveq2}

Here, we can make two observations. First, the linear operator Γ̂ is symmetric [19] and, thus,
defines a set of orthogonal eigenmodes for the inner product defined by∫

θ(r)E†
n(r)Em(r)dr = δnm, (17){eq:inprod}{eq:inprod}

where the superscript † is for the adjoint mode and implies the transposition. Secondly, Eq. (16) is
written in its integral form but the differential form is also known, it is the source-free Helmholtz
equation,250

∇×∇× E(r)− k2 εb E(r) = k2θ(r)∆εE(r). (18){eq:helmeq}

For simple geometries (e.g., a slab, cylinder, sphere), a set of orthogonal modes and their as-
sociated adjoints can be constructed by using the pre-knowledge of the functional form of the
eigenmodes [22, 23, 24, 25, 19] and employing an efficient complex root search [26]. In more
complicated geometries, one can always resort to a numerical approach [19, 27]. Clusters of
scatterers can be treated with minimal overhead computations by the rigorous hybridization255

approach described in [28, 29, 20].
The complication associated with anisotropic materials now becomes clear - the permittivity

and the Green’s tensors do not commute in general. Thus, the linear operator defined in Eq. (14)
is non-symmetric. Therefore, the modes Ẽµ of the operator Γ̂Ĉ associated to the eigenvalue s̃µ and
defined by260

s̃µẼµ = k2
∫

θ(r′) ¯̄G0(r, r′)∆ ¯̄εEµ(r′)dr′, (19){eq:eigtargmode}{eq:eigtargmode}

do not, necessarily, define a orthogonal base for the inner product Eq. (17).
To overcome this issue, we use the symmetry property of the permittivity tensor [52] to

symmetrize the operator Γ̂Ĉ and define a new inner product that satisfy the orthogonality relation
of the modes Ẽµ. Specifically, we introduce the square roots ¯̄R of the permittivity tensor [53],
∆ ¯̄ε = ¯̄R ¯̄R and we multiply it of the left of Eq. (19), which gives265

s̃µ
¯̄RẼµ(r) = k2

∫
V

θ(r′) ¯̄R ¯̄G0(r, r′) ¯̄R ¯̄RẼµ(r′)dr′. (20){eq:eigvaleqE}

Introducing a temporary notation, F ≡ ¯̄RE, Eq. (20) becomes

s̃µ F̃µ(r) = k2
∫

V
θ(r′) ¯̄R ¯̄G0(r, r′) ¯̄R F̃µ(r′)dr′. (21){eq:eigvaleqF}
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The new operator defined of the right hand side of Eq. (21) is symmetric so its right eigenmodes,
F̃µ, define a complex orthogonal base for the inner product,∫

θ(r)F†
ν(r)Fµ(r)dr = δnm. (22){eq:newinprodF}{eq:newinprodF}

Therefore, from this analysis we deduce that the inner product satisfied by the modes Ẽµ of the
operator Γ̂Ĉ is270 ∫

θ(r)E†
ν(r)∆ ¯̄εEµ(r)dr = δnm. (23){eq:newinprod}{eq:newinprod}

Using the bra-ket notation, the inner product is noted 〈Eν|Ĉ|Eµ〉 where Ĉ is the operator associated
with the step function θ and the permittivity tensor ∆ ¯̄ε and Eq. (19) can be written as

s̃µ |Eµ〉 = Γ̂Ĉ |Eµ〉 . (24){eq:eigvaleqFbr}

At this point, the differential form of equation (24) remains unknown, and it is complicated to
directly construct the set of orthogonal modes for anisotropic materials. As a consequence, we
choose to utilize the known modes of an isotropic inclusion with the same shape to construct an275

orthonormal set of new modes using the re-expansion method [21].

A.2 The re-expansion method
{sec:reexp}

A.2.1 Derivation of the re-expansion eigenvalue problem

Let us consider an inclusion composed of material with an isotropic permittivity εm and having
the exact same shape as our anisotropic inclusion of interest. In absence of free current sources,280

the vector Helmholtz equation for the isotropic case, Eq. (12), becomes

∇×∇× Em(r)− k2εbEm(r) =
1

sm
θ(r)k2εbEm(r), (25){eq:waveqiso}

where sm = εb
εm−εb

, the Bergman spectral parameter [54] corresponds to the eigenvalue associated
with the mode Em solution of

smEm(r) = k2εb

∫
V

θ(r′) ¯̄G0(r, r′)Em(r′)dr′. (26){eq:solem}

Since Em is a complete set inside the inclusion [19], we decompose the modes of the anisotropic
inclusion, also called target modes, in terms of modes of the isotropic inclusion285

Ẽµ(r) = ∑
m

cµ,mEm(r). (27){eq:rexpanmodE}

These modes satisfy

∇×∇× Ẽµ(r)− k2εbẼµ(r) =
1
s̃µ

θ(r)k2∆ ¯̄εẼµ(r). (28){eq:waveqtargmode}{eq:waveqtargmode}

Inserting the decomposition of the target modes (27) in Eq. (28) yields

∑
m

cµ,m

[
∇×∇× Em(r)− k2εbEm(r)

]
=

1
s̃µ

θ(r)k2∆ ¯̄ε ∑
m

cµ,mEm(r). (29){eq:rexpan1}
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We replace the terms in the brackets in the left-hand-side of Eq. (29) by the right-hand-side of
Eq. (25) leading to

∑
m

cµ,m
1

sm
θ(r)k2εbEm(r) =

1
s̃µ

θ(r)k2∆ ¯̄ε ∑
m

cµ,mEm(r). (30){eq:rexpan2}

Then, we project Eq. (30) along one of the basis mode En using the orthogonality relationship290

Eq. (17), yielding to

cµ,n
1
sn

εb =
1
s̃µ

∑
m

cµ,n

∫
θ(r)E†

n(r)∆ ¯̄εEm(r)dr. (31){eq:rexpan3}{eq:rexpan3}

We recognize on the right-hand-side of Eq. (31) the overlap integral between the modes En and
Em,

vmn =
∫

V
θ(r)E†

n(r) · ∆ ¯̄ε Em(r)dr, (32){eq:vmn}

that represents the mixing between the modes of the isotropic inclusion due to the anisotropy of
the material. We rewrite Eq. (31) as295

s̃µcµ,n =
sn

εb
∑
m

cµ,mvmn, (33){eq:rexpan4}

which using matrix notation is

s̃µcµ = ¯̄S ¯̄Vcµ, (34){eq:rexpaneig}

with ¯̄S = 1
εb

diag[sm] and ¯̄V = [vmn], the overlap integral matrix.
Eq. (34) is key to understand how the modes of an anisotropic inclusion differ from the modes

of an isotropic inclusion. One can easily verify that in the case of an isotropic inclusion, the overlap
matrix is diagonal due to the absence of coupling between the modes. Eq. (34) then reduces to300

s̃µcµ = ∆ε
εb

diag[sm]cµ which is trivially solved by s̃µ = εi−εb
εb

sµ and unitary vectors cµ (i.e. the new
base of modes is identical to the previous one, Ẽµ = Eµ). On the other hand, for an anisotropic
inclusion, the overlap matrix may not be diagonal due to the mixing between the modes induced
by the anisotropy. For example, the presence of off-diagonal terms in the permittivity tensor may
induced mixing between modes that would be symmetry forbidden in the isotropic case.305

A.2.2 The total electric field

Using the bra-ket notation introduced in Section A.1, Eq. (14) can be rewritten as

|E〉 = |E0〉+ Γ̂Ĉ |E〉 . (35){eq:sole}

By inverting this relation, we can express the field |E〉 as a function of the incident field, namely,

|E〉 =
(
1− Γ̂Ĉ

)−1 |E0〉 . (36){eq:soleinv}

The set of eigenmodes Ẽµ forms a complete orthonormal base inside the inclusion [19] for the
inner product (23), therefore, we can write the following identity310

¯̄I = ∑
µ

|Ẽµ〉 〈Ẽµ| Ĉ. (37){eq:id}
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By multiplying on the right by |E〉 we have inside the inclusion

|E〉 = ∑
µ

|Ẽµ〉 〈Ẽµ|Ĉ|E〉 . (38){eq:idE}

We substitute the term |E〉 on the right-hand-side of Eq. (38) by its expression (36).

|E〉 = ∑
µ

|Ẽµ〉 〈Ẽµ|Ĉ(1− Γ̂Ĉ)−1|E0〉 . (39){eq:idE2}

The operator in the brackets can be rearranged in

Ĉ(1− Γ̂Ĉ)−1 = (1− Γ̂Ĉ)−1Ĉ. (40){eq:opcom}{eq:opcom}

We, then, apply the operator (1− Γ̂Ĉ)−1 to the adjoint 〈Ẽµ| so that we have

|E〉 = ∑
µ

|Ẽµ〉
1

1− s̃µ
〈Ẽµ|Ĉ|E0〉 , (41){eq:soleInclu}

and in the total space by inserting (41) into (35)315

|E〉 = |E0〉+ ∑
µ

|Ẽµ〉
s̃µ

1− s̃µ
〈Ẽµ|Ĉ|E0〉 . (42){eq:solEtotal}

Eq. (42) gives the modal decomposition of the scattered (and total) field in terms of target
modes |Ẽµ〉. The coefficients of this decomposition are expressed by the projection 〈Ẽµ|Ĉ|E0〉
that represents the excitation of the modes by the incident source and by the detuning factor,

s̃µ

1−s̃µ
[19]. The formulation (42) is similar to the one presented in [19]. However, since the target

modes are a linear combination of modes of the isotropic inclusion, they may not, in general,320

be exactly identified by a set of integers (radial, azimuthal or longitudinal orders) such as the
modes of the isotropic inclusion. One target mode can be expressed by modes with different radial
azimuthal or radial orders; this may hinder the physical interpretation. For practical application
and physical interpretation, it is better to re-write Eq. (42) in terms of modes Em. It supposes that
we can intervert the two infinite sums, but for numerical simulations, the sums are truncated and325

therefore finite. Thus, we substitute Eq. (27) in Eq. (42) and regroup the terms for each modes Em.
We get

|E〉 = |E0〉+
N

∑
m

[
N

∑
µ

cµ,m
s̃µ

1− s̃µ
〈Ẽµ|Ĉ|E0〉

]
|Em〉 . (43){eq:soleApp}

We can rewrite in

|E〉 = |E0〉+
N

∑
m

γm |Em〉 . (44){eq:solEtot}

where γm = ∑N
µ cµ,m

s̃µ

1−s̃µ
〈Ẽµ|Ĉ|E0〉 corresponds to the total contribution of the m-th mode of the

isotropic inclusion to the total field. Therefore, specific behavior such as dipolar radiation or other330

are clearly identified in Eq. (44). Secondly, when it comes to compare the results from different set
of simulations, using the base of isotropic modes ensures that the results are comparable.
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A.2.3 Orthogonality and Adjoint Modes

To complete GENOME, the adjoints of the target modes have to be determined. As presented in
Appendix B, the adjoint of the modes of the isotropic inclusion have been fully determined and335

they can be found by applying the following transformation

E†
m(r, φ, z) = Em(r,−φ,−z). (45){eq:adjiso}{eq:adjiso}

Therefore, to fully determine the adjoint of the target modes, we only have to express the
coefficients bµ,m of the linear decomposition of the adjoint mode in the base of modes of the
isotropic inclusion

E†
µ(r) = ∑

m
bµ,mE†

m(r). (46){eq:rexpanadj}

The coefficient bµ,m are unknown and to find how they are related to the coefficient cµ,m, one can340

derive, similarly to Section A.2, an equivalent relation to Eq. (34) for the adjoint mode

s̃µbµ = bµ
¯̄V ¯̄S. (47){eq:rexpaneiga}

The overlap integral matrix and the matrix of eigenvalue of isotropic inclusion do not commute,
in general, which means that the linear coefficients of the adjoint mode decomposition are not
the left eigenvectors of Eq. (34). However, to avoid the resolution of (34) and (47), we can resolve
the eigenvalue problem of the symmetrized matrix ¯̄S

1
2 ¯̄V ¯̄S

1
2 , with ¯̄S

1
2 = 1√

εb
diag[

√
sm] [21]. We345

emphasize depending on the base of function that is used to describe the rotational symmetries, the
overlap integral matrix, ¯̄V, may not be necessarily symmetric. To ensure, the symmetry property
of the overlap integral matrix, it is beneficial to describe the rotational symmetries with the base
of trigonometric functions (cos mφ, sin mφ) instead of the exponential functions (eimφ, e−imφ).

B Adjoint modes and orthogonality for isotropic materials350

{sec:adjoint}
The adjoint field E†

n(r) in (32) is not necessarily the complex conjugate field E∗n(r), which is the
familiar form of 〈En| for a self-adjoint or Hermitian operator. Instead, the adjoint field is identical
to the direct field itself, a property which stems from the Green’s function operator Γ̂, which is
symmetric but not necessarily real.

To show this property of the adjoint field, we recall its purpose: it is defined such that the355

direct and adjoint modes form a biorthogonal set,

〈Em| θ̂ |En〉 =
∫

E†
m(r) · θ(r)En(r) dr = δmn, (48)

with θ(r) serving as the weight function. The proof of this property in fact demonstrates that the
adjoint field is identical to the direct field. To proceed, we evaluate the following expression two
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different ways, beginning with

〈En| θ̂Γ̂θ̂ |Em〉 =
∫∫

E†
n(r) · θ(r) ¯̄G0(|r− r′|)θ(r′)Em(r′) drdr′

=
∫

E†
n(r) · θ(r)

∫
¯̄G0(|r− r′|)θ(r′)Em(r′) drdr′

= sm

∫
E†

n(r) · θ(r)Em(r) dr

= sm 〈En| θ̂ |Em〉 .

(49)

So far, we have not specified what E†
n(r) is, except that it exists. Now consider the alternative way360

of evaluating,

〈En| θ̂Γ̂θ̂ |Em〉 =
∫∫

E†
n(r) · θ(r) ¯̄G0(|r− r′|) drθ(r′)Em(r′) dr′

=
∫ [∫

¯̄Gᵀ
0 (|r− r′|)θ(r)E†

n(r) dr
]
· θ(r′)Em(r′) dr′

= sn

∫
E†

n(r
′) · θ(r′)Em(r′) dr′

= sn 〈En| θ̂ |Em〉 .

(50)

which follows because the dot product implies transposition, a · b ≡ aᵀb. We may simplify the
square brackets with one assumption,

E†
m(r) = Em(r), (51){eq:adjoint}{eq:adjoint}

that adjoint is simply the original field. Then, the square brackets satisfies the defining eigenvalue
equation due to the symmetry of the Green’s tensor both under transposition and the interchange365

of r and r′,
¯̄Gᵀ

0 (|r− r′|) = ¯̄G0(|r′ − r|). (52)

Combining these results, we obtain

〈En| θ̂Γ̂θ̂ |Em〉 = sn 〈En| θ̂ |Em〉 = sm 〈En| θ̂ |Em〉 , (53)

(sn − sm) 〈En| θ̂ |Em〉 = 0, (54){eq:orthoproof}{eq:orthoproof}

so eigenvectors belonging to different eigenvalues are orthogonal. We have also identified the form
of the adjoint necessary to yield orthogonality. These properties are guarenteed by the complex
symmetric nature of the Green’s tensor. However, (54) is silent on the orthogonality of degenerate
modes that have the same eigenvalue. Indeed, such modes will not automatically be orthogonal,370

and it often needs to be enforced by some other means. One case in particular is relevant to this
manuscript: degeneracy due to symmetry.

For modes that are degenerate due to symmetry, one way to obtain an orthogonal set is by
blind application of say the Gram-Schmidt algorithm, using the integral in (54) as the metric. The
resulting eigenmodes will be orthogonal, but typically will not have any recognisable symmetry375

properties upon visual inspection. This is not problematic for numerical purposes, but can hinder
physical interpretation. Alternatively, we can consider the set of symmetry operations that leave
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the structure invariant. The eigenmodes Em of Green’s tensor in (26) will simultaneously be
eigenmodes of these symmetry operations. Just as the properties of the operator (26) impose an
orthogonality relation on its eigenmodes, so too do the symmetry operations on its eigenmodes.380

While the operator (26) is unable to establish orthogonality among a symmetry degenerate set,
the symmetry operations can. In practice, the formal properties of the symmetry operations do
not need to be analyzed. Instead, orthogonality can be established, after a degenerate set of
eigenmodes has been found, by choosing the appropriate linear combination such that they are
also eigenmodes of the symmetry operations. This process is possible for many finite symmetries385

by relying only on intuition. For more complex symmetries, the tools of group theory can be used
as an aid.

Several types of symmetry deserve special mention. These are continuous rotational symmetry,
continuous translational symmetry, and discrete translational symmetry, also known as periodicity.
The eigenmodes of these symmetry operations are known to have the spatial variation eimφ, eikz,390

and eikBR, with the latter applicable to any lattice point R. However, a problem arises when
these spatial variations are inserted into the integral of (54), and integration is performed along
the direction of symmetry. The result is zero, for example,

∫
eimφeimφ dφ = 0, arriving at the

paradoxical conclusion that each mode is orthogonal to itself. This can be remedied by using the
{cos mφ, sin mφ} basis instead. Since we wish to use the eimφ eigenmodes, we need to embark on395

a brief detour into their properties. All symmetry operators are orthogonal operators, satisfying
the property 〈Ŝψ〉 Ŝφ = 〈ψ〉 φ. This leads to the more familiar case of the adjoint mode being the
complex conjugate, ψ† = ψ∗, or alternatively ψ†(r) = ψ(−r). This conflicts with the definition (51),
so a hybrid definition of the adjoint becomes necessary for these three symmetries. For example,
if the geometry possesses both continuous rotational symmetry in θ and continuous translational400

symmetry in z, we may define the adjoint as

E†
m(r, φ, z) = Em(r,−φ,−z). (55)

C Conditions on the materials
{sec:mat}

In Section A.1, we introduced the square roots of the permittivity tensor ¯̄R in order to define
the inner product Eq. (23). This tensor is defined and symmetric if the permittivity tensor is
diagonalizable by a series of rotations, i.e.,405

∆ ¯̄ε = ¯̄P−1 ¯̄D ¯̄P, ¯̄P−1 = ¯̄Pᵀ (56){eq:diagesp}{eq:diagesp}

Eq. (56) is valid for biaxial anisotropic materials where the principle axes of the material form
an orthogonal base. In these cases, we define the roots by ¯̄R = ¯̄Pᵀ ¯̄D

1
2 ¯̄P; clearly, ¯̄R is symmetric.

Conversely, for triclinic [55], monoclinic [56], trigonal and hexagonal crystals, the permittivity
tensor is diagonal in a non-orthogonal base of vectors, i.e., Eq. (56) holds with ¯̄P−1 6= ¯̄Pᵀ, so
the roots of the permittivity tensor are defined but may not be symmetric. Furthermore, for410

non-reciprocal materials, the permittivity tensor is not symmetric [57]. For example, with magneto-
optic materials, also called gyrotropic materials, when there is no loss the permittivity tensor is
complex and Hermitian [58]. More precisely, the off-diagonal terms of the permittivity tensor are
pure imaginary with opposite sign one to another, εxy = −εyx = iεg [59]. Thus, the permittivity
tensor satisfies Eq. (56) with instead ¯̄P−1 = ¯̄P∗,ᵀ. Therefore, the square roots of the permittivity415

tensor are Hermitian, so not symmetric. We emphasize that besides the condition (56), there is no
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restriction on the imaginary part of the permittivity tensor so that scattering properties of lossy
materials can be studied. From now on, we treat only materials satisfying Eq. (56).

D Overlap integrals
{sec:ovint}

The overlap integral between the modes is calculated via420

vmn =
∫

θ(r)E†
n(r) · ∆ ¯̄εEm(r)dr (57){eq:ovint}{eq:ovint}

So, the integrand in the right-hand-side of (57) is a dot product of two vectors E†
n and ∆ ¯̄εEm

that are expressed in the cylindrical base. However, for the following derivation, it is easier to
expressed them in the rotational basis

ê+ =
1√
2
(eiφ êρ + ieiφ êφ) ê− =

1√
2
(e−iφ êρ − ie−iφ êφ) (58){eq:rotbas}{eq:rotbas}

D.1 Transverse modes

From [44], we express the m-modes of the electric field inside the cylinder in a cylindrical base425

Er =

[
CE

m
iβ
αm

J′m(αmr)− CH
m

mkµ

rα2
m

Jm(αmr)
]

eimφeiβz (59){eq:Er}{eq:Er}

Eφ =

[
−CE

m
mβ

rα2
m

Jm(αmr)− CH
m

ikµ

αm
J′m(αmr)

]
eimφeiβz (60){eq:Eth}{eq:Eth}

Ez = CE
m Jm(αmr)eimφeiβz (61){eq:Ez}{eq:Ez}

To express this mode in the rotational basis, we project ∆ ¯̄εEm onto ê+ yielding

E+
m =

[
(ερ − εφ,z)

2
C−m Jm−1(αmr) +

(ερ + εφ,z)

2
C+

m Jm+1(αmr)
]

ei(m+1)φeiβz

where we have defined the coefficient,

C−m =
1

αm
√

2
(iβCE

m − kµCH
m ) (62)

C+
m = − 1

αm
√

2
(iβCE

m + kµCH
m ) (63)

In a similar way, we project the ∆ ¯̄εEm onto ê− and we obtain430

E−m =

[
(ερ + εφ,z)

2
C−m Jm−1(αmr) +

(ερ − εφ,z)

2
C+

m Jm+1(αmr)
]

ei(m−1)φeiβz (64)

The adjoint form of the modes is written as [44]

E†
n =

[
CE

n Jn(αnr)e−inφẑ + C†,+
n Jn−1(αnr)e−i(n−1)φ ê+ + C†,−

n Jn+1(αnr)e−i(n+1)φ ê−
]

e−iβz (65){eq:adj}{eq:adj}

where
C†,+

n = −C−n C†,−
n = −C+

n . (66){eq:cdag}{eq:cdag}
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D.2 Longitudinal modes

The longitudinal modes are expressed [21] by

Er =
1
2

Lmnαmn[Jm−1(αmnr)− Jm+1(αmnr)]eimφeiβz (67)

Eφ = imLmn
Jm(αmnr)

r
eimφeiβz (68)

Ez = iβLmn Jm(αmnr)eimφeiβz (69)

So in the rotational basis,435

E+
mn =

[
(ερ − εφ,z)

2
D−mn Jm−1(αmnr) +

(εφ,z + ερ)

2
D+

mn Jm+1(αmnr)
]

ei(m+1)φeiβz (70){eq:emnp}{eq:emnp}

where

D−mn =
Lmnαmn√

2
(71)

D+
mn = − Lmnαmn√

2
(72)

and

E−mn =

[
(εφ,z + ερ)

2
D−mn Jm−1(αmnr) +

(ερ − εφ,z)

2
D+

mn Jm+1(αmnr)
]

ei(m−1)φeiβz. (73){eq:elgm}{eq:elgm}

The adjoint mode is calculated as,

E†
mn = D†,+

mn Jm−1(αmnr)e−i(m−1)φe−iβz ê++D†,−
mn Jm+1(αmnr)e−i(m+1)φe−iβz ê−− iβLmn Jm(αmnr)e−imφe−iβz

(74){eq:emna}{eq:emna}
where

D†,+
mn = D−mn Ddagger,−

mn = D+
mn (75){eq:dmnpa}{eq:dmnpa}

D.3 Integration440

We note that in the rotationnal basis, the formulation for the transverse modes and the longitudinal
is equivalent if we interchange D−mn with C−m , D+

mn with C+
m , iβLmn with CE

m. So, the following
derivation is still valid if the modes are longitudinal or transverse. We can then proceed to the dot
product in the integrand of Eq. (57), knowing that

ê+ · ê− = 1 ê+ · ê+ = ê− · ê− = 0. (76){eq:rotbascross}{eq:rotbascross}

Thus,445

E†
n · ∆ ¯̄εEm = E†,−

n E+
m + E†,+

n E−m + E†,z
n Ez

m (77){eq:integr}{eq:integr}

The first term on the left-hand-side of the Eq. (77) is

E†,−
n E+

m = C†,−
n Jn+1(αnr)

[
(ερ − εφ,z)

2
C−m Jm−1(αmr) +

(ερ + εφ,z)

2
C+

m Jm+1(αmr)
]

ei(m+1)φe−i(n+1)φ

=

[
(ερ − εφ,z)

2
C−m C†,−

n Jn+1(αnr)Jm−1(αmr) +
(ερ + εφ,z)

2
C+

m C†,−
n Jn+1(αnr)Jm+1(αmr)

]
×ei(m+1)φe−i(n+1)φ
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The second term on the left-hand-side of the Eq. (77) is

E†,+
n E−m = C†,+

n Jn−1(αnr)
[
(ερ − εφ,z)

2
C+

m Jm+1(αmr) +
(ερ + εφ,z)

2
C−m Jm−1(αmr)

]
ei(m−1)φe−i(n−1)φ

=

[
(ερ − εφ,z)

2
C+

m C†,+
n Jn−1(αnr)Jm+1(αmr) +

(ερ + εφ,z)

2
C−m C†,+

n Jn−1(αnr)Jm−1(αmr)
]

×ei(m−1)φe−i(n−1)φ

Finally, the last term of Eq. (77) is

E†,z
n Ez

m = CE
n CE

m Jn(αnr)Jm(αmr)e−inφeimφ (78)

We integrate Eq. (77) over the cross-section of the cylinder.∫ ∫
E†

n · ∆ ¯̄εEm =
∫ a

0

∫ 2π

0
(E†,−

n E+
m + E†,+

n E−m + E†,z
n Ez

m)rdφdr. (79){eq:intee}{eq:intee}

In Eq. (79), we separate the integrals over the r and θ. The angular integrals are nulls, excepts for450

n = m. Therefore, we can rewrite Eq. (79) as∫ ∫
E†

n · ∆ ¯̄εEm =
(ερ − εφ,z)

2
C−m C†,−

n In+1,m−1(αm, αn, a) +
(ερ + εφ,z)

2
C+

m C†,−
n In+1,m+1(αm, αn, a)

+
(ερ − εφ,z)

2
C+

m C†,+
n In−1,m+1(αm, αn, a) +

(ερ + εφ,z)

2
C−m C†,+

n In−1,m−1(αm, αn, a)

+εφ,zCE
n CE

m Im,m(αm, αn, a) (80){eq:inteedev}

where In,m(α1, α2, a) = 2π
∫ a

0 rJn(α1r)Jm(α2r)dr.

E The incident plane wave
{sec:intincf}

We consider plane wave incident on the cylinder with along the direction k = βẑ + αx̂. The electric
field can be written as455

E0 = (Ex
0 x̂ + Ey

0 ŷ + Ez
0ẑ)eiβz+iαr cos φ, (81)

where Ey
0 = 0 for a p−polarization incident wave, and Ex

0 = Ez
0 = 0 for a s−polarization. In the

cylindrical base of vectors, it is rewritten as,

E0 =
[
(Ex

0 cos φ + Ey
0 sin φ)êρ + (−Ex

0 sin φ + Ey
0 cos φ)êφ + Ez

0ẑ
]

eiβz+iαr cos φ. (82){eq:plwcyl}{eq:plwcyl}

We multiply the incident field by the permittivity contrast ∆ ¯̄ε,

∆ ¯̄εE0 =
[
ερ(Ex

0 cos φ + Ey
0 sin φ)êρ + εφ,z(−Ex

0 sin(θ) + Ey
0 cos φ)êφ + εφ,zEz

0ẑ
]

eiβz+iαr cos φ. (83){eq:eplwcyl}{eq:eplwcyl}

Using the Jacobi-Anger expansion [51], to develop the solution into scalar cylindrical wave
functions using Jm the Bessel function of first kind.460

eiαr cos(φ) = ∑
n

in Jn(αr)einφ. (84){Eq:Bessel_id}
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So, each mode of the plane wave expansion becomes,

∆ ¯̄εE0 = ∑
m

im Jm(αr)
(

ερ(Ex
0 cos φ + Ey

0 sin φ)êρ + εφ,z(−Ex
0 sin φ + Ey

0 cos φ)êφ + εφ,zEz
0ẑ
)
(85)

×eimφeiβz

Therefore, by writing it in the rotational base,

∆ ¯̄εE0 · ê+ =
1

2
√

2
∑
m

im Jm(αr)(ερ − εφ,z)(Ex
0 − iEy

0)e
i(m+2)φeiβz

+
1

2
√

2
∑
m

im Jm(αr)(εφ,z + ερ)(Ex
0 + iEy

0)e
imφeiβz

Similarly,

∆ ¯̄εE0 · ê− =
1

2
√

2
∑
m

im Jm(αr)(εφ,z + ερ)(Ex
0 − iEy

0)e
imφeiβz

+
1

2
√

2
∑
m

im Jm(αr)(ερ − εφ,z)(Ex
0 + iEy

0)e
i(m−2)φeiβz

So for each modes, we have to calculate the integral of product of E†
n by ∆ ¯̄εbE0

E†,−
n E+

0 =
1

2
√

2
C†,−

n (ερ − εφ,z)(Ex
0 − iEy

0)∑
m

im Jn+1(αnr)Jm(αr)e−i(n+1)φei(m+2)φ

+
1

2
√

2
C†,−

n (εφ,z + ερ)(Ex
0 + iEy

0)∑
m

im Jn+1(αnr)Jm(αr)e−i(n+1)φeimφ

The integral is then,465 ∫ a

0

∫ 2π

0
E†,−

n E+
0 rdφdr = in−1C†,−

n
ερ − ερ

2
Ex

0 − iEy
0√

2
In+1,n−1(αn, α, a)

+in+1C†,−
n

ερ + εφ,z

2
Ex

0 + iEy
0√

2
In+1,n+1(αn, α, a)

For the second term,

E†,+
n E−0 =

1
2
√

2
C†,+

n (εφ,z + ερ)(Ex
0 − iEy

0)∑
m

im Jn−1(αnr)Jm(αr)e−i(n−1)φeimφ

+
1

2
√

2
C†,+

n (ερ − εφ,z)(Ex
0 + iEy

0)∑
m

im Jn−1(αnr)Jm(αr)e−i(n−1)φei(m−2)φ

The integral is then,∫ a

0

∫ 2π

0
E†,+

n E−0 rdφdr = in−1C†,+
n

εφ,z + ερ

2
Ex

0 − iEy
0√

2
In−1,n−1(αn, α, a)

+in+1C†,+
n

ερ − εφ,z

2
Ex

0 + iEy
0√

2
In−1,n+1(αn, α, a)
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For the last term, we have finally,

E†,z
n Ez

0 = CE
n Jn(αnr)e−inφ ∑

m
im Jm(αr)εφ,zEz

0eimφ (86){eq:eplwcylsum}

= CE
n εφ,zEz

0 ∑
m

im Jn(αnr)Jm(αr)e−inφeimφ

The integral is then, ∫ a

0

∫ 2π

0
E†,z

n Ez
0rdθdr = ερinCE

n Ez
0 In,n(αn, α, a) (87)
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