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ABSTRACT
This paper is the second in a pair of papers on the topic of the generation of a two-colour artificial star (which we term a
“laser photometric ratio star,” or LPRS) of de-excitation light from neutral sodium atoms in the mesosphere, for use in precision
telescopic measurements in astronomy and atmospheric physics, and more specifically for the calibration of measurements of
dark energy using type Ia supernovae. The two techniques respectively described in both this and the previous paper would each
generate an LPRS with a precisely 1:1 ratio of yellow (589/590 nm) photons to near-infrared (819/820 nm) photons produced
in the mesosphere. Both techniques would provide novel mechanisms for establishing a spectrophotometric calibration ratio
of unprecedented precision, from above most of Earth’s atmosphere, for upcoming telescopic observations across astronomy
and atmospheric physics; thus greatly improving the performance of upcoming measurements of dark energy parameters using
type Ia supernovae. The technique described in this paper has the advantage of producing a much brighter (specifically, brighter
by approximately a factor of 103) LPRS, using lower-power (≤30 W average power) lasers, than the technique using a single
500 W average power laser described in the first paper of this pair. However, the technique described here would require
polarization filters to be installed into the telescope camera in order to sufficiently remove laser atmospheric Rayleigh backscatter
from telescope images, whereas the technique described in the first paper would only require more typical wavelength filters in
order to sufficiently remove laser Rayleigh backscatter.

Key words: techniques:photometric – methods:observational – telescopes – instrumentation:miscellaneous – dark energy

1 INTRODUCTION

The motivations for the generation of a laser photometric ratio star
(LPRS) are detailed in the first paper in this pair of papers (Albert
et al. 2021, hereafter referred to as Paper I). To briefly review: mea-
surements of dark energy using type Ia supernovae (SNeIa) are lim-
ited by systematic uncertainty on astronomical magnitude as a func-
tion of colour, within the optical spectrum (Jones et al. 2018; Betoule
et al. 2014; Wood-Vasey et al. 2007); the generation of an LPRS
above an SNeIa-survey telescope could provide a precise calibra-
tion source to effectively eliminate this dominant uncertainty. Addi-
tionally, other types of astronomical measurements (besides SNeIa
cosmology) could greatly benefit from reduction in relative photo-
metric uncertainty (Connor et al. 2017; Kirk et al. 2015) via LPRS-
based calibration. In this paper, we detail a technique for the gener-
ation of an LPRS that utilises two lasers, at optical frequencies that
are, respectively, approximately 3.9 GHz below and above neutral

? E-mail: jalbert@uvic.ca (JEA)

sodium atomic resonances that occur at wavelengths of 589.16 nm
and 819.71 nm.1 As we will show, this technique for LPRS gener-
ation will result in a significantly brighter LPRS with an apparent
magnitude of approximately 12 (as compared with magnitude 20),
using much lower-power lasers, than the technique described in Pa-
per I.

2 LASER PHOTOMETRIC RATIO STAR (LPRS) USING
TWO LASERS DETUNED FROM Na I ATOMIC
RESONANCES

Figure 1 outlines how neutral sodium atoms (Na I) in the ground
state can undergo photoexcitation to the 3D5/2 state via two-photon
absorption using pulses from two lasers, with one laser adjusted to

1 In this paper, wavelengths are given in vacuum, typically to either the near-
est nanometre, or nearest hundredth of a nanometre. Wavelengths for sodium
are as provided by Kelleher & Podobedova (2008).

© 2021 The Authors
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Figure 1. Atomic level diagram (not to scale) for neutral sodium atoms in
the two-laser LPRS technique described in this paper. The allowed transi-
tions and levels (i.e., levels 0, 2, and 4 in the diagram) are in solid black,
whereas a dotted black line represents the off-resonant energy corresponding
to the frequency of the first laser. The 5 in the allowed 3D5/2 level is red
to distinguish this atomic state from the 3D3/2 Na I state that is excited by
the 343 nm laser in the technique described in Paper I. The two “ghost” lev-
els (1 and 3) below the 3D5/2 excited state, that are both inaccessible from
states in the diagrams that are excited by the lasers, are shown in shadowed
gray text and dash-dotted lines. As is shown, this LPRS technique results in a
“fully-mandated cascade” from the 819.71 nm de-excitation to the 589.16 nm
de-excitation, resulting in a mandated 1:1 ratio between those produced pho-
tons.

a wavelength slightly greater than the Na I resonance at 589.16 nm
and the second laser adjusted to a wavelength that is correspondingly
smaller than the Na I resonance at 819.71 nm. The value of the se-
lected “detuning parameter” ∆ can be modified: as we show quanti-
tatively below, smaller values of ∆ would result in a brighter LPRS.
However, if ∆

2π
were chosen smaller than approximately 3.3 GHz,

then at least 1% of the observed photons from the LPRS Na I de-
excitation would result from direct single-photon excitation to the
3P3/2 state rather than from two-photon excitation to the 3D5/2
state, which would serve to spoil the precise 1:1 photometric ratio
characteristic of the resulting LPRS. We have, thus, selected a value
of ∆

2π
= 3.9 GHz, so that a smaller fraction than approximately 2 out

of 105 observed photons from the Na I de-excitation in the LPRS
will result from single-photon excitation to the 3P3/2 state, rather
than from the intended two-photon excitation to the 3D5/2 state.

2.1 Backgrounds from Rayleigh scattering and from virtual
3P∗3/2 production, and the need for STIRAP

Before providing a formula for the excitation rate of the signal pro-
cess shown above in Fig. 1 as a function of the detuning parameter
and of the two laser intensities, we critically note that, if other laser
parameters besides the detuning and intensity (i.e. pulse timings,
shapes, and polarizations) were not chosen carefully, there would
be two forms of dominant backgrounds to the process: near-180◦ at-
mospheric Rayleigh back-scattering of light from the lasers; and the
de-excitation of virtual Na I excitations, which we denote as 3P∗3/2
(located near in frequency to the non-virtual 3P3/2 state) that would
be excited in the sodium layer during pulses by the 589.16 nm laser.
We discuss backgrounds further, and calculate their expected rates,

in Section 6 of this paper, but in order to first begin to consider the
outline of an optimal system to reject as much background light,
but generate and accept as many signal photons, as is possible, we
must first consider some basic choices in pulse timings, shapes, and
polarizations from the two lasers.

The background from near-180◦ Rayleigh back-scattering of
589.16 nm and 819.71 nm light from the two lasers will result in
a large flux of photons of those two wavelengths into the telescope
aperture. Note that this is a similar issue to the Rayleigh scattering
background encountered in Paper I; however, the problem is com-
pounded in the present situation by the fact that here these are nearly
the same two wavelengths as the signal photons from the LPRS it-
self. Thus, in this case one cannot just improve the out-of-band re-
jection of the telescope filters (as one could in that previous situ-
ation where a single 342.78 nm laser was used). The main handle
in the present situation for the rejection of Rayleigh back-scattered
background photons will, thus, need to be polarization, rather than
wavelength. I.e., if the 589.16 nm laser has a given polarization, then
the telescope r filter (that accepts 589.16 nm light) must block that
particular polarization, and only accept the orthogonal polarization,
thereby blocking a large majority of Rayleigh back-scattered light
from that laser. Similarly, if the 819.71 nm laser has a given po-
larization, then the telescope i and z filters (that accept 819.71 nm
light) must block that particular polarization, and only accept the or-
thogonal polarization. These laser and filter polarizations could, of
course, be linear or circular. For a consistent definition of our lin-
ear polarization orientations, we define the x̂ and ŷ orientations to
respectively be in the east-west and in the north-south geographical
directions for the sodium fluorescence light propagating toward the
nadir that enters a zenith-pointing telescope and the +ẑ direction to
always be in the direction of the propagation of the relevant light
that is under consideration within the given context — despite the
fact that this Cartesian axis frame of course changes with respect to
Earth and the direction of gravity, depending on the light that is un-
der consideration. We shall choose an x̂ linear polarization for the
light output of the 589.16 nm laser and a ŷ linear polarization for the
light output of the 819.71 nm laser; and thus the modified telescope r
filter must reject x̂-polarized light and only accept ŷ-polarized light,
and the modified telescope i and z filters must both reject ŷ-polarized
light and only accept x̂-polarized light.

If care were not additionally taken with the laser pulse shapes,
and with the relative timing of the pulses of the 589.16 nm and
819.71 nm lasers (or, for that matter, if either one of the lasers were
continuous-wave, rather than pulsed), a large rate of virtual 3P∗3/2
Na I excitations would occur during the 589.16 nm laser pulses, fol-
lowed by a decay back down to the ground state and emission of
background 589.16 nm light. Specifically, during each 589.16 nm
laser pulse, this laser-induced background de-excitation rate (the
number of de-excitation events from virtual 3P∗3/2 excitations per
Na I atom per unit time) would be approximately given by:

W Na I(bkgd. de-excitation during pulse, if no STIRAP)
(3P∗3/2)→ (3S1/2)+γ589nm

≈

1
4h̄2

gk

gi

[
d2

ikE
2
1 (x,y, t)
∆2

]
Γk, (1)

where the detuning parameter ∆ was defined previously; states
{i,k} ≡ {3S1/2, 3P3/2}; the level degeneracy ratio gk

gi
= 4

2 = 2; the
natural linewidth Γk of state k is 6.16×107 s−1; the dipole moment

dik =

√
3ε0hc3Aki

2ω3
ki

= 2.11× 10−29 coulomb-metres (where the Ein-

stein A coefficient Aki = 6.16× 107 s−1); and the average electric
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field strength due to the the 589.16 nm laser beam as a function of
the transverse distances (x,y) from the beam centreline2 and the time
t after the passage of the midpoint between a given pair of pulses
from the two lasers, E1(x,y, t), is provided in V/m within the alti-
tude range of the sodium layer (Budker et al. 2008). This nominal
de-excitation rate for virtual 3P∗3/2 excitations, and resulting back-
ground, is larger than our signal excitation rate. However, the use of
the laser optical technique known as STIRAP [STImulated Raman
Adiabatic Passage, Gaubatz et al. (1990)] will allow one to nearly
completely avoid the production of virtual 3P∗3/2 Na I excitations
and thus of their associated background de-excitation light.

The STIRAP technique [reviewed by Vitanov et al. (2017)], as
specifically considered here, involves pulsing the 819.71 nm laser
and then the 589.16 nm laser in succession, such that Na I atoms in
the 3S1/2 ground state are adiabatically transferred by two photons
up to the 3D5/2 state, without ever landing in the intermediate vir-
tual 3P∗3/2 excitation. In practice, with (for example) pulses from
the 819.71 nm laser and the 589.16 nm laser that are each tempo-
rally Gaussian-distributed with σ819.71 nm

t = σ589.16 nm
t = 1 ns, this

would involve delaying the Gaussian peak of each 589.16 nm laser
pulse to approximately

√
2 ns after the peak of each 819.71 nm

laser pulse. (We importantly note that this ordering is, at least at
first glance, counter-intuitive: the laser at the frequency that is near
to the excitation frequency from the ground state to the intermediate
state should peak in time following the peak of the other laser.) The
STIRAP technique has been experimentally demonstrated in many
laboratory results since 1990 to have adiabatic transfer efficiencies
of nearly 100%, and also to be robust to small experimental varia-
tions in laser parameters (Bergmann et al. 2015). STIRAP has been
performed at gas pressures up to atmospheric pressure at sea level
[on sodium atoms within an argon buffer gas, Johnson et al. (2010)],
however STIRAP has not yet been demonstrated in the open atmo-
sphere.

2.2 Effective signal excitation rate

The condition that must be satisfied in order for STIRAP excitations
of ground state Na I atoms to the 3D5/2 excited state to occur, due to
a given single pair of pulses from the two lasers, at locations that are
a transverse distance2 (x,y) from the centreline of the laser beams,
is

A (x,y) ≡ 1
h̄

∞∫
−∞

(√
d2

ikE
2
1 (x,y, t) + d2

k f E
2
2 (x,y, t)

)
dt � π

2
, (2)

where dik, E1, and states i and k are as defined previously; state f ≡

3D5/2; dk f =

√
3ε0hc3A f k

2ω3
f k

= 3.17× 10−29 coulomb-metres (where

the Einstein A coefficient A f k = 5.14× 107 s−1); and the average
electric field strength E2 due to the the 819.71 nm laser beam as a
function of (x,y) and of the time t after the passage of the midpoint
between a given pair of pulses from the two lasers is provided in
V/m within the altitude range of the sodium layer (Vitanov et al.
2017). The quantity A , a function of x and y, is known as the “pulse
area,” although one should note that the values of A (x,y) itself are

2 The small divergence of the laser beams implies that the average electric
field strength within the sodium layer will also depend on [in addition to
depending on (x,y, t)] the path length that the beam has taken through the
atmosphere, however we average over that effect in our flux calculations in
Sections 5 and 6.

dimensionless, rather than having dimensions of area. The condi-
tion A & 10 is generally sufficient for efficient STIRAP population
transfer in laboratory measurements.

The condition in equation (2) will result in a column of sodium
atoms through the sodium layer being excited to the 3D5/2 state
each time that a pair of pulses from the lasers passes by; and, if the
time between successive pairs of laser pulses is long compared with
the total decay time (i.e., compared with about 40 ns) from 3D5/2
back down to the 3S1/2 ground state, the resulting two quantites
that are relevant for the effective rate of emission of 819.71 nm and
589.16 nm photons from the sodium atoms in the mesosphere, that
are governed by the parameters of the two utilised lasers, will be:
1) The cross-sectional area of the column through the sodium layer
for which the condition in equation (2) holds true, and 2) The time
interval between successive pairs of laser pulses. We will determine
those two quantities, and we will thus estimate the effective rate of
emission of 819.71 nm and 589.16 nm photons from sodium in the
mesosphere, in Section 5.

2.2.1 Doppler shift detuning and signal excitation fraction

However, the important effect on STIRAP signal excitation effi-
ciency from Doppler shifts due to the velocity distribution of the
sodium atoms in the mesosphere, and from the linewidths of the
lasers, must additionally be considered. Determination of the results
of these effects on STIRAP efficiency is non-trivial, and multiple
methods by various authors [reviewed in Vitanov et al. (2017)] have
been developed for analytic and numerical approximation of the re-
sults. If, for a given pair of photons in the mesosphere that are re-
spectively from the 589 nm and the 820 nm lasers, we consider the
angular frequency detunings from the peak of the 589.16 nm and
the 819.71 nm resonances to respectively be ∆589nm and ∆820nm,
and a given Na I atom in the mesosphere to have a velocity vector
~v, then the resulting velocity-dependent angular frequency detun-
ing δeff from the peak of the two-photon STIRAP resonance will be
given by

|δeff|= |∆589nm−∆820nm +(~k589nm +~k820nm) ·~v|, (3)

where |~k589nm|= 2π

λ589nm
and |~k820nm|= 2π

λ820nm
are the wavevectors of

the two respective photons. Thus, in the case of perfectly null two-
photon detuning (i.e., when ∆589nm = ∆820nm) if, for example, the
two photons happen to reside at the peaks of the two laser lines, we
will have

|δ Doppler
eff |= (|~k589nm|+ |~k820nm|)|vẑ|, (4)

where vẑ is the component of the Na I atomic velocity ~v along the
laser propagation direction ẑ. The STIRAP process is highly sen-
sitive to this velocity-dependent detuning δeff: Na I atoms in the
mesosphere that are within the spatial region given by equation (2)
and which happen to have a small value of δeff with respect to
pairs of photons from the two lasers will successfully be excited
to the 3D5/2 state via STIRAP, whereas the Na I atoms which do
not happen to reside within both this spatial region and this nar-
row range of velocity along the ẑ component direction will fail to
be excited via the STIRAP process. The root mean square of the

vẑ distribution vRMS
ẑ =

√
kBT100km

MNa
where T100km ≈ 200 K, and thus

vRMS
ẑ ≈ 270 m/s. Thus, δ

RMS,Doppler
eff ≈ 4.93× 109 s−1. The total

effective root mean square detuning δ RMS
eff will equal the sum in

quadrature of δ
RMS,Doppler
eff and the root mean square linewidths of

the lasers (which we will take to each be 1 GHz = 6.28×109 s−1),
and thus δ RMS

eff ≈ 1.02×1010 s−1.
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The associated width of the two-photon resonance δ1/2 that cor-
responds to a STIRAP transition probability of 50% is estimated
in Danileiko et al. (1994) to be given, for Gaussian laser pulses from
the two lasers which happen to have equal peak Rabi frequencies,
by

δ1/2σt = A(Ω0σt)
n, (5)

where σt is the temporal length of the pulses from each of the two
lasers; and the peak Rabi frequency Ω0 ≡

dαβ E0
2h̄ where dαβ is the

dipole moment between the initial and intermediate state or the in-
termediate and final state, and E0 is the peak electric field within the
mesosphere of the first laser or the second laser. A and n are both
dimensionless, O(1) constants that are tabulated in Danileiko et al.
(1994) and happen to both be approximately equal to 0.9 for the
ranges of experimental parameters that we will consider in this pa-
per. We will find in Section 5 that this two-photon resonance width
δ1/2 � δ RMS

eff , and specifically that the root mean square detuning
δ RMS

eff ≈ 1.02× 1010 s−1 tends to be around an order of magnitude
larger than δ1/2 for the ranges of experimental parameters that we
will be considering.

This implies that this two-photon resonance peak (that is param-
eterized by δ1/2) effectively carves a narrow region of the velocity
distribution from the wider Na I detuning spectrum (parametrized
by δ RMS

eff ) for STIRAP excitation, and leaves the rest of the sodium
atoms within the laser beam column in the mesosphere unexcited.
The fraction fSTIRAP of the sodium atoms within the column in the
mesosphere that happen to be within that narrow region of the veloc-

ity distribution will, of course, be proportional to
δ1/2

δ RMS
eff

. To find the

constant of proportionality C such that fSTIRAP = C
δ1/2

δ RMS
eff

, we note

that if both δ1/2 and δ RMS
eff happen to parametrize Gaussian distribu-

tions, then δ RMS
eff will be equal to 1σ of its Gaussian distribution;

whereas δ1/2 is a half-width at half-maximum, i.e. σ
√

2ln2 of its
Gaussian distribution. The value of an integral within a region of
width w that is carved from the centre of a broad normal distribution
with standard deviation σ � w is, of course, w

σ
√

2π
. Thus, when the

LPRS system happens to be on-centre of the detuning distribution,
i.e. at an optimal two-photon laser tuning, the constant of propor-
tionality C = 1√

2π
× 1√

2ln2
, and thus

fSTIRAP =
δ1/2

2δ RMS
eff

√
π ln2

(6)

under the approximation of Gaussian detuning and two-photon res-
onance spectra.

Note that various methods such as laser pulse chirping (Pe-
dreros Bustos et al. 2020), or synchronization of pulses (or their
polarization) with the Larmor precession of Na I in the geomag-
netic field (Kane et al. 2014; Fan et al. 2016; Pedreros Bustos et al.
2018), could potentially be used to, in effect, increase the above ra-
tio, thus potentially increasing LPRS brightness. We do not, how-
ever, assume the implementation of such possible LPRS brightness-
increasing techniques in this paper. (We will find in Sections 5 – 8
that this LPRS will be sufficiently bright that such enhancements
should likely not be necessary.)

2.2.2 Signal photon polarization

Another parameter that is relevant, not for the effective rate of
STIRAP excitation and resulting emission of the 819.71 nm and
589.16 nm photons, but rather for the efficiency of their detection

by the telescope camera approximately 95 km below, is the po-
larization of those emitted photons. As mentioned in the previous
subsection, the light from the 589.16 nm and the 819.71 nm lasers
will be linearly polarized in the x̂ and ŷ directions respectively (and
the telescope filters will reject x̂-polarized 589.16 nm light and ŷ-
polarized 819.71 nm light, and only accept ŷ-polarized 589.16 nm
light and x̂-polarized 819.71 nm light). Due to the fact that the

Doppler-broadened linewidth
ΓD f
2π
≈ 1.5 GHz is of the same order

as, or is sigificantly greater than, the separations of the hyperfine
levels within each of the Na I states i, k, and f that are defined above
(where the Doppler linewidth is of the same order for the case of the
hyperfine separation within the ground state i, and is significantly
greater for the cases of the separations within the excited states k
and f ), we may safely average over the individual hyperfine lev-
els within each state, when calculating the averaged emitted polar-
izations of the photons from the sodium layer. Both the 819.71 nm
and the 589.16 nm signal photons that are emitted will be approxi-
mately equally polarized in the x̂ and ŷ directions (i.e., will be nearly
unpolarized). A simplified simulation, using the Atomic Density
Matrix software package (Rochester 2021), of the LPRS system
that we describe in the present paper shows that there will be a small
excess (approximately 0.3%) of 819.71 nm signal photons emitted
from the sodium layer that will be polarized in the ŷ direction; how-
ever this small excess (and the resulting small deficit in signal pho-
tons that successfully pass through the the polarized telescope filter)
do not significantly affect any of the results of this paper. The neces-
sary addition of linear polarization filters within the telescope’s opti-
cal filters, in order to filter out what would be an otherwise-dominant
atmospheric Rayleigh scattering background does, however, cause
the very important loss of just over 50% of signal photons (whether
from the LPRS within the upper atmosphere, or from astronomi-
cal sources). We include this substantial effect when calculating ex-
pected numbers of detected signal photoelectrons in Section 5 of this
paper, as well as in subsequent analysis.

2.2.3 Signal excitation to 3D3/2, rather than to 3D5/2

A small fraction of the sodium atom excitations from the pairs of
laser pulses will be to the 3D3/2 state, rather than to the 3D5/2
state. This is due to the fact that the the 3D3/2 excitation of Na I

resides only 1.5 GHz above the intended 3D5/2 excitation and,
thus, there will be overlap between these two Na I excitation fre-
quency distributions due to the aforementioned Doppler broaden-
ing. Fortunately, the presence of these 3D3/2 excitations in addition
to the intended 3D5/2 excitations will not affect the 1:1 ratio of yel-
low (589/590 nm) photons to near-infrared (819/820 nm) photons
from the resulting LPRS, since both the 3D3/2 and 3D5/2 excita-
tions will produce mandated cascades of photons of those two wave-
length ranges (the former as shown in Fig. 1(c) in Paper I, and the
latter as shown in Fig. 1 above in this paper). These 3D3/2 excita-
tions will be a small subset of the sodium atoms within the column
described by equation (2), rather than being within an additional re-
gion in excess to it, and thus it is only necessary to consider the total
number of sodium atoms in the region described by equation (2),
rather than any additional conditions for 3D3/2 excitations.

2.3 Excitation rates of possible significant laser-induced
backgrounds other than Rayleigh scattering or virtual
3P∗3/2 excitation production

In addition to the backgrounds described in subsection 2.1, two other
forms of potentially-significant laser-induced background excitation
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rates, consisting of single-photon and three-photon transition events
to the non-virtual 3P3/2 state, per ground-state Na I atom per unit
time, will respectively be given by:

W Na I(other bkgd. excitation #1)
(3S1/2)+γ589nm→ (3P3/2)

≈
√

π

4h̄2
ΓDk

gk

gi

(
d2

ikE
2
1

)
e−∆2/Γ2

Dk, and (7)

W Na I(other bkgd. excitation #2)
(3S1/2)+2γ589nm→ (3P3/2)+γ589nm

≈
√

π

4h̄4
ΓDk

gk

gi

[
d4

ikE
4
1

∆4

]
Γ

2
k , (8)

where dik, E1, ∆, Γk, gk
gi

, and states i and k are all as defined previ-

ously; the Doppler-broadened state k linewidth
ΓDk
2π
≡ νki

c

√
kBT
MNa
≈

1 GHz; and again the approximately-equal signs would become ex-
act at their respective orders in perturbation theory in the two equa-
tions above if one assumes that the velocity distribution of ground-
state Na I atoms within the sodium layer is perfectly Maxwellian,
and discounts effects from non-resonant three-photon processes
(which are both very good approximations for the ranges of param-
eters we consider in this paper) (Budker et al. 2008).

A third additional potentially-significant laser-induced back-
ground rate, consisting of the Lorentzian tail of the distribution of
off-resonance transitions to the 3P1/2 state, is:

W Na I(other bkgd. excitation #3)
(3S1/2)+γ589nm→ (3P1/2)

≈ 1
4h̄2

g j

gi

[
d2

i jE
2
1

(∆3P1/2)
2

]
Γ j, (9)

(again, per ground-state Na I atom per unit time) where state j ≡
3P1/2; the level degeneracy ratio g j

gi
= 2

2 = 1; ∆3P1/2 ≡ (3.2414×
1012 s−1)−∆ is the detuning from the 3P1/2 state; the dipole mo-

ment di j =

√
3ε0hc3A ji

2ω3
ji

= 2.10×10−29 coulomb-metres; and both the

Einstein A coefficient A ji, and the natural linewidth Γ j of state j, are
equal to 6.14×107 s−1 (Budker et al. 2008).

Similar to signal photons, the 589.16 nm photons produced from
each of these three background processes will be approximately
equal mixtures of x̂ and ŷ linear polarizations, and thus the laser and
filter polarizations will not have a significant effect in the cases of
these background sources. Nor, unfortunately, will the STIRAP laser
pulse shapings and timings affect these three backgrounds. However,
as we will calculate in Section 6, the total rates for each of these
three backgrounds are fortunately small in comparison with the rate
for signal.

As we will find in Section 5, our parameters for the 589.16 nm and
819.71 nm lasers (which we will provide in more detail in Section 4)
would result in an LPRS of 11.9 apparent magnitude in both the r
and z filters. And, as we will then calculate in Sections 7 and 8, such
an LPRS would have a major impact on the precision of dark energy
measurements from SNeIa at the Vera C. Rubin Observatory and at
future wide-field SNeIa surveys at other observatories.

3 OTHER LPRS TECHNIQUES WITH DETUNED LASERS
CONSIDERED

We have also considered other atomic and molecular excitations that
could potentially form upper-atmospheric light sources with pre-
cise photometric ratios, when utilizing alternative pairs (or triplets)
of detuned ground-based lasers. The constraints on properties of
atomic systems shown in Fig. 2 in Paper I also apply to the prop-
erties of atomic systems with detuned lasers that we consider in
this paper, with the important exception of constraint 1) that is
shown at the bottom of that figure (under the “2-laser option” in
that figure). Thus, we have modified the code we used in Paper I,

LPRSAtomicCascadeFinder,3 to again search the Kramida et al.
(2020) database, this time for sets of atomic transitions that obey
the required constraints on atomic systems with detuned ground-
based lasers. In addition to neutral sodium (Na I), we ran this
modified LPRSAtomicCascadeFinder on the same set of tables
of upper-atmospheric atomic species from Kramida et al. (2020)
that we considered in Paper I (Al I, C I, Ca I, Fe I, H I, He I, K I,
N I, Ne I, O I, Al II, C II, Ca II, Fe II, H II, He II, K II, N II, Na II,
Ne II, and O II). The only pair or triplet of atomic transitions that
satisfies these required constraints, as coded within the modified
LPRSAtomicCascadeFinder, is the 589.16 nm and 819.71 nm
transitions of Na I (as shown in Fig. 1 and described in the pre-
vious section). We thus believe that Fig. 1 shows the sole upper-
atmospheric atomic excitation option using a pair (or triplet) of
detuned ground-based lasers that meets the required constraints
for such systems. In addition, we believe that there are no upper-
atmospheric molecular excitation options (within the optical spec-
trum) using pairs or triplets of detuned ground-based lasers, that
could provide viable alternative detuned LPRS systems to the Na I

589.16 nm and 819.71 nm excitations, either.

4 LASERS AND LAUNCH TELESCOPE

In this Section we provide an example set of specifications and a
design outline for two lasers, respectively tuned to approximately
3.9 GHz below and above the Na I resonances at wavelengths of
589.16 nm and 819.71 nm, together with a single launch telescope,
that would meet the requirements for an LPRS for precision photo-
metric calibration for the case of the Rubin Observatory. Due to the
order of magnitude lower average laser output powers required (and
the resulting far less stringent demands on the temperature control of
internal laser components), these requirements would fortunately be
simpler and less costly to engineer than the case of the single 500 W,
342.78 nm laser LPRS that was considered in Paper I.

The maximum optimal laser linewidths σν are determined by the

Doppler broadening ν0
c

√
kBT
MNa

of the 3D5/2 excitation (ν0 = 8.75×
1014 Hz) in the upper atmosphere, where T ≈ 200 K. Thus, the sum
of the two laser frequencies should have σν . 1.5 GHz; i.e. if the
two lasers have similar linewidths, then they should each optimally
have a maximum linewidth of σν . (1.5 GHz)/

√
2 ≈ 1 GHz.

Dye lasers would provide the best performance (i.e., would pro-
vide the brightest LPRS with the highest signal-to-background ra-
tio) if one chooses among unmodified and presently commercially-
available laser source options. However, as solid-state or fiber laser
systems generally tend to be more efficient and have lower mainte-
nance requirements than dye laser systems, we outline two possible
sets of design options below: (A) Dye laser LPRS design options
using a pair of pulsed dye lasers that are respectively at wavelengths
near 589.16 nm and 819.71 nm; and (B) Solid-state/fiber laser LPRS
design options using the output of an injection-seeded, Q-switched
Nd:YAG laser into a pair of optical parametric oscillator (OPO) crys-
tals, for the generation of pulses at wavelengths near 589.16 nm and
819.71 nm. As we will show, choices from either one of these sets
of design options would be able to meet the requirements for the
generation of an LPRS for high-precision photometric calibration.

We first consider the design options (A), using a pair of pulsed
dye lasers. A pair of dye lasers such as, for example, either a sin-
gle Sirah Double Dye (Sirah 2021), or a pair of Radiant Dyes
NarrowScan High Repetition Rate lasers (Radiant Dyes 2021), can

3 Available from the authors upon request.
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produce pairs of pulses at variable wavelengths respectively near
589.16 nm and 819.71 nm at a repetition rate of 10 kHz, with Gaus-
sian pulses that are each approximately 5 ns FWHM in length (with
each 589 nm pulse trailing each 820 nm pulse by approximately 5 ns
× 1

2
√

ln2
≈ 3 ns for implemention of STIRAP). In the case of either

the Sirah or the Radiant Dyes lasers, each 589 nm pulse can have
approximately 1.5 mJ of energy and each 820 nm pulse can have ap-
proximately 0.5 mJ of energy (with the 589 nm pulses being approx-
imately a factor of 3 more energetic than the 820 nm pulses because
of the approximately 3× greater efficiency of dyes at 589 nm com-
pared with dyes at 820 nm). The spectral linewidths of the pulses
would be ≤ (0.05 cm−1 = 1.5 GHz) in the case of both the 589 nm
and the 820 nm output light, when double gratings of approximately
(1800 – 2400) lines per mm are used in each of the dye lasers.
In the case of the Sirah Double Dye, the pair of dye lasers would
both be pumped by a single Sirah High Repetition Rate Pulsed Am-
plifier (Sirah 2021) operating at 10 kHz, with its output directed
through a high-power polarizing 50:50 beamsplitter cube [such as
a CCM1-PBS25-532-HP/M from Thorlabs (2021)], mounted at 45◦

from the polarization axis of the input laser light. The resulting pairs
of linearly-polarized pulses (each with > 2000 : 1 extinction ratio
between accepted and rejected polarization orientations) would then
respectively pump the 820 nm and 589 nm lasers in the Double Dye
laser, however the pump pulses for the 589 nm laser would be time-
delayed with respect to the pump pulses from the 820 nm laser by
approximately 3 ns by a variable, and approximately (60 – 120) cm,
longer light path, prior to entering the Double Dye lasers, to imple-
ment STIRAP. In the case of the pair of Radiant Dyes lasers, the pair
of dye lasers would both be pumped by a single EdgeWave IS-series
pulsed green laser (EdgeWave 2021) operating at 10 kHz, also with
output to a similar polarizing beamsplitter cube, and with the result-
ing pair of pump pulses also separately delayed so that the pump
pulses entering the 589 nm dye laser arrive approximately 3 ns after
the pump pulses entering the 820 nm dye laser. Following the pair of
either the Radiant Dyes or Sirah dye lasers, the 589 nm and 820 nm
output beams would be recombined (and co-aligned) via a dichroic
optic [for example product DMLP650L from Thorlabs (2021)]. This
recombined beam would then be directed to the launch telescope.

Design options (B), which avoid the use of liquid dyes, could
be implemented with, for example, a single 532 nm injection-
seeded Amplitude Powerlite DLS 9050 frequency-doubled Nd:YAG
laser (Amplitude 2021) producing 600 mJ Gaussian pulses that are
each approximately 6 ns FWHM in length, with a spectral linewidth
of approximately 0.003 cm−1 = 90 MHz, at a repetition rate of
50 Hz. Similar to options (A) above, the light from this laser would
be directed through a polarizing 50:50 beamsplitter cube mounted at
45◦ from the polarization axis of the input laser light. The two result-
ing linearly-polarized beams would each enter separate lithium tri-
borate (LBO) optical parametric oscillator (OPO) crystals. The first
LBO crystal would be oriented for production of 589.16 nm light (as
well as unused 5.48 µm light), and the second LBO crystal would
be oriented for production of 819.71 nm light (as well as unused
1.52 µm light). The wavelengths of the two output beams would be
variable between, respectively, approximately (589.0 – 589.2) nm
and (819.5 – 819.8) nm, via small adjustments of the angles of the
LBO crystals. The 589 nm pulses would then be time-delayed by
approximately 3.6 ns with respect to the 820 nm pulses via an ap-
proximately (80 – 140) cm longer light path of variable length [sim-
ilar to the time delay in options (A) above], to implement STIRAP.
The beams would then be recombined and co-aligned via a dichroic
optic as in options (A) above, and the recombined beam would then
be directed to the launch telescope.

The launch telescope would maintain the polarization of the two
wavelengths, and expand the combined beam, correspondingly low-
ering its angular divergence, in order to minimise the resulting beam
diameter at 100 km altitude. The launch telescope would have the
same general optical design as typical launch telescopes for laser
guide stars (LGS), i.e. expansion of the beam to approximately 0.5 m
diameter with the minimum achievable wavefront error. Also similar
to launch telescopes for LGS (and to the launch telescope considered
for the 342.78 nm single-laser LPRS in Paper I): as the laser input
to the launch telescope can achieve a beam quality that is within a
factor of 2 of diffraction limitation, the resulting output beam from
the launch telescope can achieve an angular divergence that is below
0.2′′ (the pixel scale of the LSST camera at the Rubin Observatory).

As in the single-laser LPRS considered in Paper I, the beam
diameter at the 100 km altitude of the sodium layer will ap-
proximately equal the sum in quadrature of the beam diameter at
launch telescope exit (0.5 m), the expansion of the beam in the
atmosphere due to its angular divergence at launch telescope exit
(∼0.1 m), and the expansion of the beam in the atmosphere due
to angular divergence caused by atmospheric turbulence (∼0.5 m);
i.e.
√

(0.5)2 +(0.1)2 +(0.5)2 m ≈ 0.7 m, or about 1.4′′ on the sky.
And furthermore just as in the single-laser LPRS considered in Pa-
per I (as well as also in LGS), a small additional enlargement of the
LPRS beam diameter in a radial direction outward from the centre
of the telescopic field of view would occur because the centre of the
laser launch telescope would be slightly offset from the centre of
the aperture of the observing telescope. The LPRS will thus be ap-
proximately elliptical in shape on the field of view, with eccentricity
of ∼0.75 (i.e., the major axis diameter of the LPRS ellipse will be
approximately 2.1′′ on the sky, with minor axis diameter being the
∼1.4′′ stated above). Also as in the single-laser LPRS, uncertainties
related to flat-fielding of photometric calibration information across
the focal plane of the main telescope could be ameliorated by mount-
ing the launch telescope to the outer support structure of the main
telescope on a tip-tilt stage, so that the launch telescope could tilt up
to ∼ 1◦ in altitude and azimuth with respect to the main telescope,
allowing the LPRS to be moved around the focal plane as needed.

Also as in Paper I, we make the assumption that the laser beam
spatial profile will be Gaussian, and additionally that the LPRS pro-
file on the sky will be a Gaussian ellipse. Although the true LPRS
profile on the sky will likely have larger tails than a Gaussian dis-
tribution, the resulting corrections to the analysis in Sections 5 – 8
of this paper from a more detailed (and necessarily more complex)
parametrization of the LPRS spatial profile would likely be fairly
small.

5 ESTIMATION OF OBSERVED LPRS SIGNAL FLUX

We calculate in this Section the expected observed flux at an ob-
servatory that is located at the same mountaintop site as the pair
of source lasers, and launch telescope, each with properties de-
scribed in the previous Section, from the resulting 589/590 nm and
819/820 nm light that is generated by the de-excitation of the 3D5/2
(and 3D3/2) states of Na I atoms in the sodium layer.

To use equations (2) – (6) to find the total signal excitation rate,
we must determine the electric field strengths of the two source laser
beams E1 and E2 within the altitude range of the sodium layer. The
rms electric field strength, in V/m, of an electromagnetic plane wave
E =

√
240πI, where I is the instantaneous intensity in W/m2. We

have assumed that the laser pulses have Gaussian spatial and tempo-
ral profiles, so if we were to consider the origin in (x,y, t) to be at the

MNRAS 508, 4412–4428 (2021)

https://doi.org/10.1093/mnras/stab1619
https://doi.org/10.1093/mnras/stab1619


A precise photometric ratio II 7

centre of a pulse, then the intensity of that pulse (in W/m2) I(x,y, t) = E
(2π)3/2σxσyσt

e
− 1

2

[
( x

σx )
2
+
(

y
σy

)2
+
(

t
σt

)2
]
, where E is the energy of a pulse

in joules, t and σt are in units of seconds, and (x,σx,y,σy) are all in units of metres. Per STIRAP, the pulses of the 819.71 nm laser and the
589.16 nm laser will be temporally separated by a time interval τ . Defining δt ≡ τ

2 , and centering the origin between pulses from the two
lasers, we have that

E 2
1 = 240πI1 =

120E1

(2π)
1
2 σxσyσt

e
− 1

2

[
( x

σx)
2
+
(

y
σy

)2
+
(

t+δt
σt

)2
]
, and (10)

E 2
2 = 240πI2 =

120E2

(2π)
1
2 σxσyσt

e
− 1

2

[
( x

σx)
2
+
(

y
σy

)2
+
(

t−δt
σt

)2
]
, (11)

and thus ∫
x,y,t

E 2
1 dxdydt = 240πE1 , (12)

√
d2

ikE
2
1 +d2

k f E
2
2 =

√
120

(2π)
1
2 σxσyσt

e
− 1

4

[
( x

σx)
2
+
(

y
σy

)2
]√

d2
ikE1e

− 1
2

(
t+δt

σt

)2

+d2
k f E2e

− 1
2

(
t−δt

σt

)2

, (13)

1
h̄

∞∫
−∞

(√
d2

ikE
2
1 +d2

k f E
2
2

)
dt ≈

(
π

2

)1
4

√
120σt

σxσy
e
− 1

4

[
( x

σx)
2
+
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y
σy

)2
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1+Φ

)(
η1 +η2

)
+

(
1−Φ

)(
η2

1
2η2
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η2

2
2η1

)]
, and (14)

∫
x,y,t

E 4
1 dxdydt =

7200
√

πE2
1

σxσyσt
, (15)

where E1 and E2 are, respectively, the 589 nm and the 820 nm laser pulse energies within the mesosphere in joules; η1 ≡ dik
√

E1
h̄ and η2 ≡

dk f
√

E2
h̄ ; Φ ≡ erf

(
δt

2σt

)
where erf(α) ≡ 1√

π

α∫
−α

e−β 2
dβ is the typical error function; and the approximate equality in equation (14) is due to the

use of the approximation4

∞∫
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(
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η2
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2η2
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e
− 1
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σt

)2
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1+
η2

1
2η2

2
e
− δt t

σ2
t

)
dt

. (16)

First, considering the laser design options (A) as described in the previous Section, we have that the optical energies within each pulse from the
source of the 589 nm and the 820 nm lasers are, respectively, Esource

1 = 1.5 mJ and Esource
2 = 0.5 mJ. Similar to typical laser guide star systems,

we will assume that ∼70% of that light at each of the two wavelengths is transmitted through the beam transport optics and launch telescope,
and projected onto the sky. The atmospheric transmission from the 2663 m Cerro Pachon site up to the mesosphere at wavelengths of∼589 nm
and ∼820 nm is approximately 90% in the case of both of those wavelengths (with losses dominated by Rayleigh scattering and by water
vapor absorption respectively), and thus E1 = (0.9×0.7×Esource

1 ) = 945 µJ and E2 = (0.9×0.7×Esource
2 ) = 315 µJ of energy in each pulse

respectively from the two lasers will arrive at the sodium layer. Since the major and minor axis diameters of the LPRS ellipse are approximately
2.1′′ and 1.4′′ respectively, at the altitude of the sodium layer these diameters will respectively correspond to approximately 1.1 m and 0.7 m;
and considering the diameters to correspond to ±1σ of their respective 1-D Gaussian distributions, we have that σx ≈ 1.1 m

2 = 0.55 m and
σy ≈ 0.7 m

2 = 0.35 m. The 5 ns FWHM pulse duration of the lasers corresponds to Gaussian temporal distributions having σt ≈ 2.1 ns. Per
STIRAP, as discussed in subsection 2.1, the temporal separation τ = 2δt between the pulses will equal

√
2σt , and thus δt ≈ 1.5 ns. Thus, per

equation (14), we have that the pulse area A (x,y)≡ 1
h̄

∫
∞

−∞

(√
d2

ikE
2
1 +d2

k f E
2
2

)
dt ≈ 24.9e

− 1
4

[
( x

0.55m)
2
+( y

0.35m)
2
]
.

Note that we can now define a “STIRAP pulse area safety factor” sA ≡ Amax
Amin

, where Amin ≡ 10 and Amax is the maximum value of A (x,y),
and thus sA ≈ 2.49 here. This “safety factor” would not directly relate to the brightness of the LPRS, but rather would characterise the degree
of concern one might face from the variety of possible imperfections one might face in the construction and setup of the LPRS system: if sA
in the as-built system were to dip below 1, then STIRAP would not take place in the mesosphere, and thus there would be no LPRS generated

4 An alternative approximation to this integral, such as
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(
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δ 2
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t
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)

dt

, (16′)

or a numerical solution, could be used instead, but each of those result in a <±10% change in total predicted photon flux from the approximation in equation (16)
for all results that we consider.
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at all. While an expected value of sA ≈ 2.49 for an LPRS might
seem reasonably safe, higher values of sA would, of course, always
be preferable, if possible.

Now we must use equations (5) and (6) to determine the excitation
fraction fSTIRAP of Na I atoms within this mesospheric column that
are in the correct velocity range to be excited by the STIRAP pro-
cess. The width of the two-photon resonance δ1/2 = A(Ω0)

n(σt)
n−1,

where A≈ n≈ 0.9, σt ≈ 2.1 ns, and Ω0 ≈ dik
2h̄

√
120E1

σxσyσt
√

2π
= 1.06×

109 s−1, and thus δ1/2 ≈ 8.8×108 s−1. As determined within 2.2.1,
the root mean square detuning δ RMS

eff ≈ 1.02× 1010 s−1, and thus
fSTIRAP ≈ 0.029.

Multiplying the elliptical cross-section of the mesospheric column
by this value of fSTIRAP, by the 10 kHz rate of pulse pairs from the
lasers, and by the column density of approximately 4×1013 ground-
state Na I atoms per m2, we have that the total signal excitation (and,
thus, total signal de-excitation) rate is

2.55×1016 Na I atoms excited per second (17)

in the mesosphere.
Each of those excited Na I atoms will emit one 819/820 nm pho-

ton, as well as one 589/590 nm photon, with the photons each emit-
ted in uniform angular distributions. Again, the atmospheric trans-
mission down to the Cerro Pachon site 95 km below is approx-
imately 90% in the case of both of those wavelengths, and thus
at the telescope this will correspond to approximately Nsignal

γ ≡
0.9× (2.55×1016 photons

s )× 1
4π×(9.5×104 m)2 =

2.02×105 photons/s/m2 (18)

at each of 818.55 or 819.70 nm, and 589.16 or 589.76 nm.
Thus, the resulting intensity at the telescope at

818.55/819.70 nm will be approximately 4.9 × 10−14 W m−2

= 4.9× 10−11 erg s−1 cm−2; and at 589.16/589.76 nm will be
approximately 6.8×10−14 W m−2 = 6.8×10−11 erg s−1 cm−2.

Following the above, and then using an analogous apparent mag-
nitude calculation as in Section 6 of Paper I, we have that:

mr band
AB = 11.9, (19)

mi band
AB = 12.6, and (20)

mz band
AB = 11.9 (21)

for this LPRS.
If, instead, we consider analogous calculations to the above when

using laser design options (B) rather than design options (A), we
obtain an expected signal flux of

5.29×104 photons/s/m2 (22)

at each of 818.55 or 819.70 nm, and 589.16 or 589.76 nm; and
resulting intensity at the telescope at 818.55/819.70 nm of ap-
proximately 1.3× 10−14 W m−2 = 1.3× 10−11 erg s−1 cm−2,
and at 589.16/589.76 nm of approximately 1.8× 10−14 W m−2 =
1.8×10−11 erg s−1 cm−2; and apparent magnitudes of

mr band
AB = 13.3, (23)

mi band
AB = 14.0, and (24)

mz band
AB = 13.3 (25)

for the LPRS. At first sight, that appears clearly worse (i.e., almost a
factor of 4 less bright) when compared with laser design options (A),
however note that the “STIRAP pulse area safety factor” sA that we
defined above would be approximately equal to 58.2 for laser design

options (B), i.e. over 20 times greater than the value of sA ≈ 2.49
for laser design options (A); and also that both of the two design op-
tions appear to be sufficiently bright for use as an LPRS at surveys
performed by large telescopes (such as at the Rubin Observatory).
Also note that laser design options (B) could potentially be made
as bright as design options (A), without sacrificing their additional
safety factor, if the laser pulse repetition rate could be increased sig-
nificantly beyond 50 Hz. [Analogously, the safety factor sA could
be increased in laser design options (A), toward the high value of
sA that is expected in laser design options (B), if the energies of the
individual dye laser output pulses could be increased significantly.]

Table 1 summarises the expected numbers of signal photons and
resulting observed signal photoelectrons for the case of the Si-
monyi Survey Telescope at the Rubin Observatory [when using the
expected telescope, camera, and filter throughputs as documented
in Jones et al. (2019), with unmodified telescope r, i, and z filters],
in the cases of either laser design options (A) or (B). The table rows
containing the the total numbers of detected LPRS signal photoelec-
trons, as well as the table rows below them and the analysis in Sec-
tions 7 and 8 of this paper, include the important effect of the loss
of 55% of the signal photons due to the necessary inclusion of lin-
ear polarization filters within the telescope’s optical filters to reject
Rayleigh-scattered background light.

Similarly to the single-laser LPRS described in Paper I, the dom-
inant systematic uncertainty on the predicted 1:1 ratio between the
photon flux at 589/590 nm vs. 819/820 nm of this two-laser LPRS
would be due to the possibility of inelastic collisions of excited Na I

atoms in the mesosphere during the very brief period of atomic de-
excitation. However, unlike the single-laser LPRS, this two-laser
LPRS has associated background light that will slightly modify the
central value of the 1:1 ratio, instead of the expectation value of the
ratio being exactly 1:1 and there only being an associated system-
atic uncertainty on that value. The predicted ratio of photon flux at
589/590 nm vs. 819/820 nm, including both its central value modifi-
cation and its systematic uncertainty, will thus equal ((1+δ )±ε) : 1.
As we will show in the following Section, the predicted central value
modification δ will equal approximately 2.0× 10−5 for the case of
laser design options (A). Similarly to the single-laser LPRS, we con-
servatively estimate the systematic uncertainty on the ratio ε to be
9×10−5 for this two-laser LPRS.

6 ESTIMATION OF OBSERVED LPRS BACKGROUND

The laser-induced background light associated with this LPRS can
be divided into the following six categories:

[1] Background photons from the de-excitations of single-photon
transition events of ground-state Na I to the 3P3/2 state (i.e.,
“other background excitation #1”), with rate as described by
equation (7);

[2] Background photons from the de-excitations of three-photon
transition events of ground-state Na I to the 3P3/2 state (i.e.,
“other background excitation #2”), with rate as described by
equation (8);

[3] Background photons from the de-excitations of two-photon tran-
sition events of ground-state Na I to the 3P1/2 state (i.e., “other
background excitation #3”), with rate as described by equa-
tion (9);

[4] Background photons from the de-excitations of Na I virtual
3P∗3/2 excitation production, with rate as described by equa-
tion (1), that fail to be completely eliminated by both STIRAP
and polarization filtering;
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Table 1. Expected LPRS signal photon flux and photoelectrons collected at the telescope.

Expected value Expected valueQuantity for laser design options (A) for laser design options (B)

LPRS signal photon flux at the telescope,
at each of 589/590 nm and 819/820 nm

2.02×105 photons/s/m2 5.29×104 photons/s/m2

Total LPRS signal photon collection rate
at each of 589/590 nm and 819/820 nm
(within the 35 m2 clear aperture of the 7.07×106 photons/s 1.85×106 photons/s
Simonyi Survey Telescope at the Rubin
Observatory)

Total number of detected LPRS signal r filter: 9.13×107 photoelectrons 2.39×107 photoelectrons
photoelectrons within the elliptical i filter: 3.82×107 photoelectrons 1.00×107 photoelectrons
LPRS spot during a 30 s visit z filter: 5.94×107 photoelectrons 1.56×107 photoelectrons

Detected signal photoelectrons per r filter: 1.52×106 photoelectrons 3.99×105 photoelectrons
0.2′′× 0.2′′ pixel at the centre of i filter: 6.40×105 photoelectrons 1.68×105 photoelectrons
the LPRS spot during a 30 s visit z filter: 9.92×105 photoelectrons 2.60×105 photoelectrons

Signal standard deviation per 0.2′′× 0.2′′ r filter: 1.23×103 photoelectrons 6.32×102 photoelectrons
pixel at the centre of the LPRS spot during i filter: 8.00×102 photoelectrons 4.10×102 photoelectrons
a 30 s visit z filter: 9.96×102 photoelectrons 5.10×102 photoelectrons

[5] Background photons from near-180◦ atmospheric Rayleigh back-scattering; and

[6] Background photons from near-180◦ atmospheric Raman back-scattering and de-excitation light from other inelastic excitations.

We calculate the expected amount of background light from each of these categories in the following paragraphs. As we will show, back-
ground light from category [5] will be the dominant category of laser-induced background light.

6.1 Laser-induced background category [1]

The expected amount of category [1] of laser-induced background light can be calculated using equations (7) and (12). This excitation cross-

section, per 589.16 nm laser pulse and per ground-state Na I atom,
∫

x,y,t

(
W Na I(other bkgd. excitation #1)

(3S1/2)+γ589nm→ (3P3/2)

)
dxdydt ≈

(1.03×10−6) m2 in the case of laser design options (A), and

(3.43×10−4) m2 in the case of laser design options (B).
Thus, the flux Ncat. [1]bkgd.

γ at the telescope from this background category will be approximately:

(1.03×10−6) m2

(pulse)(Na I atom)
× (1×104) pulses

s × (4×1013)Na I atoms
m2 × 0.9

4π×(9.5×104 m)2 = 3.26 (589 nm photons)
s m2

for laser design options (A), and:

(3.43×10−4) m2

(pulse)(Na I atom)
× (5×101) pulses

s × (4×1013)Na I atoms
m2 × 0.9

4π×(9.5×104 m)2 = 5.44 (589 nm photons)
s m2

for laser design options (B).

6.2 Laser-induced background category [2]

We use equations (8) and (15) to calculate the expected amount of background light from category [2]. The cross-section per 589.16 nm laser

pulse and per ground-state Na I atom
∫

x,y,t

(
W Na I(other bkgd. excitation #2)

(3S1/2)+2γ589nm→ (3P3/2)+γ589nm

)
dxdydt ≈

(6.19×10−8) m2 in the case of laser design options (A), and

(5.68×10−4) m2 in the case of laser design options (B).
Thus the flux Ncat. [2]bkgd.

γ at the telescope from this background category will be approximately:

(6.19×10−8) m2

(pulse)(Na I atom)
× (1×104) pulses

s × (4×1013)Na I atoms
m2 × 0.9

4π×(9.5×104 m)2 = 0.20 (589 nm photons)
s m2

for laser design options (A), and:

(5.68×10−4) m2

(pulse)(Na I atom)
× (5×101) pulses

s × (4×1013)Na I atoms
m2 × 0.9

4π×(9.5×104 m)2 = 9.01 (589 nm photons)
s m2

for laser design options (B).
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6.3 Laser-induced background category [3]

We use equations (9) and (12) to calculate the expected amount of background light from category [3]. The cross-section per 589.16 nm laser

pulse and per ground-state Na I atom
∫

x,y,t

(
W Na I(other bkgd. excitation #3)

(3S1/2)+γ589nm→ (3P1/2)

)
dxdydt ≈

(4.19×10−8) m2 in the case of laser design options (A), and

(1.40×10−5) m2 in the case of laser design options (B).
Thus the flux Ncat. [3]bkgd.

γ at the telescope from this background category will be approximately:

(4.19×10−8) m2

(pulse)(Na I atom)
× (1×104) pulses

s × (4×1013)Na I atoms
m2 × 0.9

4π×(9.5×104 m)2 = 0.13 (589 nm photons)
s m2

for laser design options (A), and:

(1.40×10−5) m2

(pulse)(Na I atom)
× (5×101) pulses

s × (4×1013)Na I atoms
m2 × 0.9

4π×(9.5×104 m)2 = 0.22 (589 nm photons)
s m2

for laser design options (B).

6.4 Laser-induced background category [4]

The expected amount of background light from category [4] can be calculated using equations (1) and (12). The cross-section per 589.16 nm

laser pulse and per ground-state Na I atom
∫

x,y,t

(
W Na I(bkgd. de-excitation during pulse, if no STIRAP)

(3P∗3/2)→ (3S1/2)+γ589nm

)
dxdydt ≈

(1.46×10−3) m2 in the case of laser design options (A), and

(4.88×10−1) m2 in the case of laser design options (B).

However, this is, of course, the cross-section if STIRAP were not used; whereas we are utilizing STIRAP. Thus, we must multiply this
without-STIRAP cross-section by the expected small fraction of nonadiabatic losses from the STIRAP process. In well-controlled laboratory
experiments, the nonadiabatic loss fraction from STIRAP has been reduced to levels within the range (10−6) – (10−8) using carefully-shaped
pulses and other optimizations (Vitanov et al. 2017). With our presently-considered application of STIRAP from mountaintop-located lasers
to the open upper atmosphere of Earth, we conservatively make the assumption of a nonadiabatic loss fraction at the 10−4 level, and thus a
STIRAP-modified effective cross-section of

(1.46×10−7) m2

(pulse)(Na I atom)
in the case of laser design options (A), and

(4.88×10−5) m2

(pulse)(Na I atom)
in the case of laser design options (B).

Thus, we estimate the flux Ncat. [4]bkgd.
γ at the telescope from this background category to be approximately:

(1.46×10−7) m2

(pulse)(Na I atom)
× (1×104) pulses

s × (4×1013)Na I atoms
m2 × 0.9

4π×(9.5×104 m)2 = 0.47 (589 nm photons)
s m2

for laser design options (A), and:

(4.88×10−5) m2

(pulse)(Na I atom)
× (5×101) pulses

s × (4×1013)Na I atoms
m2 × 0.9

4π×(9.5×104 m)2 = 0.78 (589 nm photons)
s m2

for laser design options (B).

6.5 Laser-induced background category [5]

The expected amount of Rayleigh-backscattered laser light that both enters the telescope aperture and is superimposed over the LPRS spot
can be calculated using the same technique as in Section 7 of Paper I [and specifically using equation (12) in that Section, modified for the
different laser wavelengths used in the present paper]. The analogous fractions

f R,γλ

b,over LPRS spot ≈ 20π×(3.6×10−31)×(λγ )
−4.0117

3

∫ 105000

z=80000
e−(

z
8800 )dz

∫ tan−1( r
z−2663 )

θ=0
sinθdθ (26)

≈ 7.96×10−14 (for λγ = 589.16 nm) and 2.12×10−14 (for λγ = 819.71 nm),

and analogous total numbers of laser photons reaching the mesosphere per second

N589nmlaser
γ589nm

= 2.80×1019 and N820nmlaser
γ820nm

= 1.30×1019 in the case of laser design options (A); and

N589nmlaser
γ589nm

= 4.67×1019 and N820nmlaser
γ820nm

= 3.90×1019 in the case of laser design options (B).

Thus, the two true fluxes at the telescope from this background category will be:

f R,γ589nm
b,over LPRS spotN

589nmlaser
γ589nm

≈ (2.23×106)
(589 nm photons)

s m2 and

f R,γ820nm
b,over LPRS spotN

820nmlaser
γ820nm

≈ (2.75×105)
(820 nm photons)

s m2

in the case of laser design options (A); and
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f R,γ589nm
b,over LPRS spotN

589nmlaser
γ589nm

≈ (3.71×106)
(589 nm photons)

s m2 and

f R,γ820nm
b,over LPRS spotN

820nmlaser
γ820nm

≈ (8.26×105)
(820 nm photons)

s m2

in the case of laser design options (B).

However, the 589 nm photons from this background category will
be predominantly x̂-polarized and the 820 nm photons from this
background category will be predominantly ŷ-polarized, and thus
they will respectively be blocked by the telescope r filter (for the
589 nm photons), and by the telescope i and z filters (for the 820 nm
photons). Thus there are three ways that a photon from this back-
ground category could get through the telescope r, i, or z filter:

(1) Imperfect polarization of the output of the lasers, resulting in an
admixture of imperfectly-polarized photons from the source;

(2) Depolarization of the polarized photons within the atmosphere,
either during upward or downward transit; or

(3) Imperfect rejection of properly-polarized background photons
by the telescope filters.

For (1), the dominant cause of imperfect polarization from the laser
source would be from imperfectly-polarized output of the polariz-
ing beamsplitter cube. Polarizing beamsplitters such as the CCM1-
PBS25-532-HP/M (Thorlabs 2021) that we considered in Section 4
advertise a greater than 1000:1 ratio between accepted and rejected
polarizations, so we conservatively estimate at the bottom of this
range, i.e. a 1

1000 admixture of incorrectly-polarized photons from
the laser sources. For (2), typical depolarization fractions of a laser
beam following a vertical path through the Earth’s atmosphere are
in the range of (1× 10−7)− (5× 10−5) (Höhn 1969), thus this ef-
fect would be relatively negligible. For (3), the rejection of properly-
polarized background photons would be implemented using a polar-
izing filter, which should have a greater than 1000:1 ratio between
accepted and rejected polarizations. Again, we conservatively esti-
mate at the bottom of this range, and thus we estimate that 1

1000 of
incident properly-polarized photons will manage to pass through the
telescope filters. The combination of (1), (2), and (3) will approxi-
mately result in the sum of the three effects, and thus the true fluxes
from this background category should be multiplied by a factor of
approximately 1

1000 + 1
1000 = 1

500 due to the rejection of properly-
polarized photons from this background category, in order to obtain
the resulting effective fluxes.

Thus, the effective fluxes at the telescope from this background
category will be approximately:

1
500 × f R,γ589nm

b,over LPRS spotN
589nmlaser
γ589nm

≈ (4.46×103)
(589 nm photons)

s m2

and

1
500 × f R,γ820nm

b,over LPRS spotN
820nmlaser
γ820nm

≈ (5.50×102)
(820 nm photons)

s m2

in the case of laser design options (A); and

1
500 × f R,γ589nm

b,over LPRS spotN
589nmlaser
γ589nm

≈ (7.42×103)
(589 nm photons)

s m2

and

1
500 × f R,γ820nm

b,over LPRS spotN
820nmlaser
γ820nm

≈ (1.65×103)
(820 nm photons)

s m2

in the case of laser design options (B).
This seems like it would result in a major problem, since these

fluxes from this background category are a significant fraction of
the expected signal fluxes from equations (18) and (22), even after
the above small wrong-polarization acceptance factor of approxi-
mately 1

500 for this background is included. However, unlike back-
ground from categories [1] – [4], the Rayleigh-scattered background

will not be superimposed purely on the LPRS spot, but rather will
form a continuous streak, as was discussed in Section 7 of Paper I;
and thus one is able to perform a combined fit to the Rayleigh streak
as a continuous (and approximately exponentially-falling) distribu-
tion within the telescope camera images, together with a fit to the
LPRS spot that rests on top of the tail of that continuous distribution.
This fit technique will be discussed further, and demonstrated, in the
following Section on expected photometric ratio precision. One is,
thus, still able to achieve high precision on the observationally-fitted
photometric ratio.

6.6 Laser-induced background category [6]

Similarly to the case of the 342.78 nm laser in Paper I, the at-
mospheric Raman backscattering of light from the 589.16 nm and
819.71 nm lasers in the present paper would contribute to the ob-
served LPRS background. However, just as in Paper I, the largest
such background contributions would be from the strong Raman
lines in the Schumann-Runge bands of O2, which will produce
cross-sections only of order 10−40 cm2 per molecule, and are thus
also negligible here.

As also noted in Paper I, the maximum line intensity of
O2 and N2 Raman rotational transitions corresponding to the
first vibrational excitation in these molecules is approximately
10−16 erg s−1 cm−2 (Calia et al. 2014; Vogt et al. 2017). That value
is negligible when compared with the returned signal flux from the
sodium layer, which will have an intensity at 589.16/589.76 nm
(calculated in Section 5 of this paper) of approximately 7 ×
10−11 erg s−1 cm−2 in the case of laser design options (A), and
approximately 2× 10−11 erg s−1 cm−2 in the case of laser design
options (B).

6.7 Total laser-induced background

The laser-induced backgrounds from the six different categories will
all interfere with one another, and thus one must consider their rel-
ative phases in order to add them. However, in practice, the con-
tributions from the different background categories will not be co-
herent with one another over timescales longer than at most a few
tens of nanoseconds, and in any case the background from cate-
gory [5] greatly dominates over the other categories; thus one can
approximate the total laser-induced background either by the in-
coherent sum of light from the six categories, or by just the light
from category [5]; those two methods produce essentially the same
result. Thus, we estimate the total effective laser-induced back-
ground fluxes from within the 2.1′′ × 1.4′′ diameter LPRS ellipse
to be (4.5×103)

(589 nm photons)
s m2 and (5.5×102)

(820 nm photons)
s m2 in the

case of laser design options (A); and (7.4×103)
(589 nm photons)

s m2 and

(1.7×103)
(820 nm photons)

s m2 in the case of laser design options (B).
However, as noted above, the dominant background from cat-

egory [5] is of a different nature than the other background cat-
egories, in that it will form a continuous streak within each im-
age; and thus one can perform an image-by-image combined fit for
category [5] background as well as for signal. Whereas the back-
ground from other categories, with effective fluxes that per our es-

timations will sum to a total of Npeaking bkgd.
γ ≡

4
∑

i=1
Ncat. [i]bkgd.

γ =

4.04 (589 nm photons)
s m2 in the case of laser design options (A) and

15.45 (589 nm photons)
s m2 in the case of laser design options (B), will

be superimposed on the LPRS spot; and thus one must use other
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techniques besides image-by-image fitting — for example, multiple-
image scans with variation of the laser detuning parameter ∆, and/or
of the relative intensities, and/or pulse shapes, of the two lasers —
to experimentally determine those fluxes. We additionally note that
the expected central value modification δ on the 1:1 ratio between
the photon flux at 589/590 nm vs. 819/820 nm that was mentioned
at the end of Section 5 will equal

(
Npeaking bkgd.

γ

)/(
Nsignal

γ

)
=

4.04
2.02×105 = 2.0× 10−5 in the case of laser design options (A), and

15.45
5.29×104 = 2.9×10−4 in the case of laser design options (B); where

Nsignal
γ is the signal photon flux from equation (18) in the case of

laser design options (A), and from equation (22) in the case of laser
design options (B).

6.8 Non-laser-induced backgrounds

In addition to the above total amount of laser-induced background
light calculated in the previous paragraphs, there will also be the
typical diffuse sky background (including all other [i.e., non-laser]
light that is scattered by the optical elements of the telescope, by
the atmosphere, and by zodiacal dust), as well as instrumental back-
ground noise. These sources of diffuse background will be corrected
through the usual technique of sky subtraction. The amount of dif-
fuse sky background at the Rubin Observatory site is estimated
in Jones (2017) to be, for the r, i, and z filters respectively:

• An apparent magnitude per square arcsecond of 21.2, 20.5, and
19.6;

• 42.8, 61.5, and 101.3 photons
s m2 (square arcsecond) ;

• 1498, 2151, and 3544 photons/s/(square arcsecond) within the
35 m2 clear aperture of the Simonyi Survey Telescope at the Ru-
bin Observatory;

• 3459, 5141, and 8472 photons/s from within the elliptical LPRS
spot of angular diameter 2.1′′ × 1.4′′;

• Total numbers of observed sky background photoelectrons equal
to 4.46×104, 6.63×104, and 1.07×105 within the elliptical spot
during a 30 s visit;

• 747, 1110, and 1701 photoelectrons per 0.2′′ × 0.2′′ pixel during
a 30 s visit; and

• Standard deviations due to the sky background of approximately√
747 = 27.3,

√
1110 = 33.3, and

√
1701 = 41.2 photoelectrons

per pixel per visit.

Within the same 30 s visit time interval, the expected standard de-
viation in each pixel, in each filter, due to instrumental background
noise is 12.7 photoelectrons (Jones 2017).

7 RESULTING ESTIMATED PHOTOMETRIC RATIO
PRECISION

Figure 2 shows the results of sets of numerical simulations to de-
termine the precision of photometric ratio measurement when using
single pairs of 30 s LSST visits to the LPRS spot. As shown in Fig. 2,
for pairs of visits in the r and z filters, the resulting estimates of
the photometric ratio measurement and its statistical uncertainty are
0.5± (0.79× 10−5) for the case of an LPRS generated using laser
design options (A), and 0.5± (3.00×10−5) for the case of an LPRS
generated using laser design options (B); and for pairs of visits in the
r and i filters, the resulting estimates of the photometric ratio mea-
surement and its statistical uncertainty are 0.5± (0.90× 10−5) for
the case of an LPRS generated using laser design options (A), and

0.5± (3.38× 10−5) for the case of an LPRS generated using laser
design options (B).

This shows that in the case of either laser design options (A)
or (B), one can reach the expected systematic uncertainty limit on
the LPRS photometric ratio [which is estimated as ±(9.0× 10−5),
as stated at the end of Section 5] by utilizing the LPRS together with
just a single pair of 30 s LSST visits either in the r and z filters, or in
the r and i filters.

8 ESTIMATED IMPACT ON MEASUREMENTS OF DARK
ENERGY FROM TYPE IA SUPERNOVAE

We estimate the impact on the precision of upcoming measurements
of the dark energy equation of state as a function of redshift, w(z),
from the photometric ratio calibration provided by this LPRS. Our
analysis proceeds in an analogous way to the impact analysis that is
described in Section 9 of Paper I. In particular, we also use the typ-
ical parametrization w(z) = w0 +

z
1+z wa here (where the quantities

w0 and wa respectively parameterize the equation of state of dark
energy at the present time, and the amount of change in the equation
of state of dark energy over cosmic history). And again we use the
typical figure of merit FDE ≡ [detC(w0,wa)]

− 1
2 , where C(w0,wa)

is the covariance matrix of the (w0,wa) estimations, to characterise
the expected performance of a measurement of the properties of dark
energy.

We additionally use a nearly identical procedure to that described
in Section 9 of Paper I, in order to generate the simulated dataset
catalog of SNeIa which represents the expected LSST observations
with the photometric calibration that would result from the LPRS
described in this present paper. The sole differences in the catalog
generation here are from the larger expected improvements in the
SNeIa apparent magnitude uncertainties that would result from the
two-laser LPRS that is described in this paper:

• When generating the simulated SNeIa catalog that represents ex-
pected LSST observations with LPRS-based photometric cali-
bration, the generated systematic uncertainties on the SNeIa mag-
nitudes are reduced by a factor of 4.01 from those in the joint
light-curve analysis (JLA) that is described in Betoule et al.
(2014), corresponding to the expected improvement in SNeIa
magnitude measurement from photometric calibration from this
LPRS;

• Also when generating the simulated SNeIa catalog that repre-
sents expected LSST observations with photometric calibration
from this LPRS, the generated systematic covariances between
the SNeIa magnitude and light-curve stretch values, as well as
between the SNeIa magnitude and colour parameter values, are
similarly reduced by a factor of 2.00 from those in the JLA, corre-
sponding to the expected improvement in SNeIa magnitude mea-
surement from this LPRS-based photometric calibration.

An identical catalog to that used in the analysis described in Sec-
tion 9 of Paper I is used to represent expected LSST observations
without LPRS-based photometric calibration. And, an identical fit-
ting strategy to the one that is described in that Section is used here
for the fits to both simulated SNeIa catalogs.

The results of the fits to the two simulated catalogs, when pro-
jected onto the (w0,wa) plane (and, thus, when marginalised over
all of the other fitted parameters), are shown in Figure 3. The re-
sulting values of the figure of merit parameter FDE for the fits are
313 for the fit to the SNeIa catalog representing expected LSST ob-
servations without LPRS-based photometric calibration, and 1646
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Figure 2. Within each of the four sets of plots above, the main plot (i.e., the 1-dimensional fitted Gaussian curve in the centre of each set of plots) shows the
distribution of 10000 fitted photometric ratios, with each ratio reconstructed from pairs of simulated r and z filter image regions (within the two sets of plots on
the left-hand side above), and pairs of simulated r and i filter image regions (within the two sets of plots on the right-hand side above). Within both the left-hand
and right-hand sets of plots, the upper set of plots shows the results of fits with image regions simulated when assuming that the LPRS is generated with laser
design options (A), with specifications detailed in Section 4; and the lower set of plots shows the results when assuming that the LPRS is instead generated with
laser design options (B). Within each of the four sets of plots, each one of the respective 2×10000 simulated image regions consists of a 50 pixel × 50 pixel
square centered around the observed LPRS centroid. The inset plots show single examples of simulated r and z image regions (within the two sets of plots on the
left), and simulated r and i image regions (within the two sets of plots on the right), with their respective fits to 2-dimensional Gaussian LPRS signal ellipses,
plus the product of a falling exponential along the x-axis and a Gaussian distribution along the y-axis to parametrize the tail of the trail of Rayleigh-scattered
background laser light that “leads up” to the LPRS spot (which is perhaps reminiscent of an “entrance to an igloo” in all of the inset plots), plus flat background
distributions. These inset plots all have a logarithmic z-axis, and linear x- and y-axes. The simulated signal photoelectrons, Rayleigh background photoelectrons,
and sky + noise background photoelectrons, in each simulated pixel within each region, are generated according to the statistical distributions expected from a
single 30 s LSST visit consisting of a pair of 15 s exposures. The fitted number of signal photoelectrons is extracted from each image region fit, and divided by
the (photoelectron)/(incident photon) efficiency (consisting of the expected LSST detector quantum efficiency, multiplied by the expected throughput fraction
of telescope, camera, and filter optics, at 589 nm and at 820 nm for the simulated r, z, and i filter image regions respectively), to determine the reconstructed
numbers of 589 nm and 820 nm photons incident on the Rubin Observatory primary mirror during the 30 s visit. For each simulated image region pair, the
resulting ratio of reconstructed (589 nm photons)/(589 nm photons + 820 nm photons) is plotted, and the resulting distribution is fitted to a single Gaussian.
The standard deviations of the fits shown in the main plots within the two left sets of plots above, which correspond to the expected LPRS photometric ratio
statistical uncertainties from a single pair of visits with the r and z filter, are equal to (0.79±0.01)×10−5 in the case of an LPRS that is generated according to
laser design options (A), and to (3.00±0.02)×10−5 in the case of an LPRS that is generated according to laser design options (B). The standard deviations of
the fits shown in the main plots within the two right sets of plots above, which correspond to the expected LPRS photometric ratio statistical uncertainties from
a single pair of visits with the r and i filter, are equal to (0.90±0.01)×10−5 in the case of an LPRS that is generated according to laser design options (A), and
to (3.38±0.02)×10−5 in the case of an LPRS that is generated according to laser design options (B). The means of the fits that are shown in the main plots
within all four of these sets of plots are all consistent with 0.5.

for the fit to the SNeIa catalog representing expected LSST ob-
servations with LPRS-based photometric calibration, representing a
1646
313 = 5.26-fold expected improvement in the dark energy figure of

merit parameter FDE from photometric calibration from this LPRS
over 3 years of Rubin Observatory observation. (Even larger result-
ing FDE increases due to this LPRS-based photometric calibration
would be expected for SNeIa datasets that correspond to greater than
3 years of Rubin Observatory observation.)

9 CONCLUSIONS, AND COMPARISON OF LPRS
TECHNIQUES

In this paper, together with Paper I, we present two methods for
establishing a reference for relative photometry between the visi-
ble and NIR (and specifically between photometry at 589/590 nm
and 819/820 nm wavelengths) of unprecedented precision using

mountaintop-located laser sources to excite neutral atoms of sodium
in the mesospheric sodium layer. The method that is described in
Paper I would utilise a single laser tuned to the 342.78 nm excitation
wavelength of neutral atomic sodium, and would require this laser to
have very high (≥500 W) optical output power; whereas the method
that is described in this paper would utilise two lasers, respectively
tuned to 3.9 GHz below and above the neutral sodium resonances
at 589.16 nm and 819.71 nm wavelengths, and would permit much
lower laser optical output power (within a 10 – 30 W output power
range that is available with some present off-the-shelf dye laser sys-
tems). The method that is described in this paper would, however,
require new polarization filters to be installed into the telescope
camera in order to sufficiently remove laser atmospheric Rayleigh
backscatter from the resulting telescope images.

As we have shown in this paper, when implemented this method
described here will improve measurements of dark energy from
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Two-Laser LPRS Impact on SNeIa-based Cosmological Parameter 
Constraints on Parameters w0 and wa, Using 3 Years of Simulated LSST Data
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Figure 3. Constraints on the dark energy equation of state parameters w0 and
wa, obtained using simulated catalogues of type Ia supernovae. Each one of
the two SNeIa catalogues that are fitted to obtain these constraints contains
120000 simulated SNeIa (corresponding to approximately 3 years of obser-
vation at the Rubin Observatory). The generation of the two simulated SNeIa
catalogs, as well as the fits that are performed to each catalog, are imple-
mented using the CosmoSIS cosmological parameter estimation code (Zuntz
et al. 2015), and are explained in the text here, as well as in Section 9 of
Paper I. The resulting values of the figure of merit parameter FDE for the fits
are 313 for the fit to the SNeIa catalog representing expected LSST observa-
tions without LPRS-based photometric calibration, and 1646 for the fit to the
SNeIa catalog representing expected LSST observations with photometric
calibration from the two-laser LPRS described in this paper. (Also, as would
be expected on average, the central values of each fit are approximately one
standard deviation away from the generated values of w0 and wa.) The fits
represent a 1646

313 = 5.26-fold expected improvement in the dark energy fig-
ure of merit parameter FDE from LPRS-based photometric calibration (with
even greater expected resulting FDE increases for SNeIa datasets that corre-
spond to greater than 3 years of Rubin Observatory observation).

type Ia supernovae, using upcoming surveys such as the first 3 years
of observations at the Vera C. Rubin Observatory, by approximately
a factor of 5.26 for the standard dark energy “figure of merit” FDE
(which is based on the expected uncertainties on measurements of
the dark energy equation of state parameters w0 and wa). The LPRS
technique that is described in this paper, when compared with the
technique described in Paper I, would provide a far greater improve-
ment in the measurements of these dark energy parameters, due
to the fact that the resulting LPRS would be over a factor of 103

brighter than the LPRS described in Paper I, thus in effect remov-
ing limitations from observed LPRS photon statistics. (And also, we
note, could be continuously dimmed down across that full range of
brightness, for use in testing of the linearity of the relative photome-
try.) Additionally, the two-laser LPRS described in this paper would
be far less challenging and expensive to construct than the one-laser
LPRS that is described in Paper I, due to the much lower required
optical output power of the two lasers, when compared with the out-
put power required of the single-laser LPRS. Thus, we prefer and
recommend the development and testing of the two-laser LPRS that
is described in this paper. (We must also note that if time and cost
were no issue, one would, of course, prefer the development and test-
ing of both options, especially since the one-laser LPRS does have
an interesting comparative advantage of not requiring polarization
filters to be installed in the telescope camera. However, given the

choice, the two-laser LPRS would be, by far, the simpler and more
effective option of the two.)

The two-laser LPRS that is described in this paper uses the
STIRAP (STImulated Raman Adiabatic Passage) process to excite
mesospheric neutral sodium atoms. STIRAP is a well-established
technique developed 30 years ago, and demonstrated in thousands of
results in laboratories across the world that have been documented in
over 200 publications and multiple review articles since 1990 [as ex-
amples, Bergmann et al. (2015), and Vitanov et al. (2017)]; however
the STIRAP technique has not yet been demonstrated in the open at-
mosphere. Thus, this will be a novel challenge; however, when com-
plete, the implementation of this two-laser LPRS may thus mark the
first utilization and observation of “STIRAP in the sky” — an impor-
tant milestone in the progress of the STIRAP technique, in addition
to the specific usage of this LPRS for calibration of unprecedented
precision in cosmology, astronomy, and atmospheric physics.
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