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What is Data?
 What is knowledge?

2
Claudio Gutierrez, Juan F. Sequeda. Knowledge Graphs. Communications of the ACM, March 2021, Vol. 64 No. 3, 

● Data: is any sequence of one or 
more symbols, potentially 
meaningful (needs knowledge)
○   8 February 1828, Nantes, ...

● Knowledge: Potential meaning 
(needs Data)

● Data+Knowledge = Meaning
○ Assertions:

■ Nantes is the birthplace of Jules Verne.
■ Jules Verne was born on February 8, 1828.

https://cacm.acm.org/magazines/2021/3/250711-knowledge-graphs/fulltext


3

Source: EDBT 2021 Tutorial on the History of Knowledge Graph's

https://www.youtube.com/watch?v=_Qm2Xx0Itcs&t=3149s
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This focus on identity has allowed 
Google to transition to "things not 
strings." Rather than simply returning 
the traditional "10 blue links," 
Knowledge Graph helps Google 
products interpret user requests as 
references to concepts in the world of 
the user and to respond appropriately

Natasha Noy, Yuqing Gao, Anshu Jain, Anant Narayanan, Alan 
Patterson, Jamie Taylor. Industry-Scale Knowledge Graphs: 
Lessons and Challenges
Communications of the ACM, August 2019, Vol. 62 No. 8,
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Knowledge Panel
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Natasha Noy, Yuqing Gao, Anshu Jain, Anant Narayanan, Alan Patterson, Jamie Taylor. Industry-Scale Knowledge Graphs: Lessons and 
Challenges Communications of the ACM, August 2019, Vol. 62 No. 8,

Entreprise Knowledge Graphs

https://cacm.acm.org/magazines/2019/8/238342-industry-scale-knowledge-graphs/fulltext#
https://cacm.acm.org/magazines/2019/8/238342-industry-scale-knowledge-graphs/fulltext#


Open Knowledge Graphs

7Lehmann, Jens, et al. "Dbpedia–a large-scale, multilingual knowledge base extracted from wikipedia." Semantic web 6.2 (2015): 167-195.
Malyshev, Stanislav, et al. "Getting the most out of wikidata: Semantic technology usage in wikipedia’s knowledge graph." International Semantic Web 
Conference. 2018.

DBpedia is a knowledge 
graph extracted from 
structured data in 
Wikipedia.

Wikidata is a 
collaboratively edited 
knowledge graph, 
operated by the 
Wikimedia foundation 
(hosting Wikipedia)

 Nicolas Heist et al.  Knowledge Graphs on the Web - An Overview,  Knowledge Graphs for Explainable 
Artificial Intelligence: Foundations,  Applications and Challenges. Vol. 47. 2020
 

Instances/Entities Assertions Classes Relations

DBpedia 5,044,223 854,294,312 760 1,355

CYC 122,441 2,229,266 116,821 116,821 

Wikidata 52,252,549 732,420,508 2,356,259 6,236

NELL 5,120,688 60,594,443 1,187 440

https://arxiv.org/pdf/2003.00719.pdf%202020.pdf
https://arxiv.org/pdf/2003.00719.pdf%202020.pdf


Some definitions of a Knowledge Graph

8

A Knowledge Graph:
● Mainly describes real world entities and their interrelations, 

organized in a graph
● Defines possible classes and relations of entities in a schema
● Allows for potentially interrelating arbitrary entities 

with each other
● Cover various topical domains

Paulheim, Heiko. Knowledge graph refinement: A survey of approaches and evaluation methods. Semantic 
web journal 8.3 (2017): 489-508.

Wikipedia

http://www.semantic-web-journal.net/system/files/swj1167.pdf
https://en.wikipedia.org/wiki/Knowledge_graph


A KG describes real-world entities and 
their relation, organized in a graph

9
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In this talk
Our research

● Accessibility of open 
knowledge graphs
○ Anyone can ask any query 

and get complete  answer  
in a “reasonable time”

● Web preemption allows 
accessibility

12



Open Knowledge Graphs 
and Semantic Web

13

Knowledge 
representation model

Semantic Web Stack

Query language to 
retrieve information 
from KGs.



Resource Description Framework 
for Knowledge Representation
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Facts are stored in triple format 
(subject predicate object).

Semantic Web Stack



RDF is flexible, schema-free to represent 
knowledge as triples (subject predicate object)

15

dbr:Jules_Verne  rdf:type schema:Person;
 dbo:birthPlace dbr:Nantes;

                         dbo:birthDate "1828-02-08";
dbo:author  

dbr:Around_the_World_in_Eighty_Days,
dbr:From_the_Earth_to_the_Moon;
dbp:nationality "French";
owl:sameAs wikidata:Jules_Verne.

……..

     

@prefix dbr:<http://dbpedia.org/resource/> .
@prefix rdf:<http://www.w3.org/1999/02/22-rdf-syntax-ns#> .
@prefix schema: <http://www.schema.org/>.
@prefix dbo:<http://dbpedia.org/ontology/>.
@prefix owl: <http://www.w3.org/2002/07/owl#> .

URI: <http://dbpedia.org/resource/Jules_Verne>



SPARQL queries for querying 
RDF knowledge Graphs

16

SPARQL 1.1

Federated Aggregate
Basic Graph 

Pattern Property Path

https://www.w3.org/TR/sparql11-query/

SELECT ?actor ?city
 WHERE {
      ?s  rdf:type  dbo:Actor ;
            dbo:birthPlace ?city.
}

SELECT ?s
WHERE {
  ?s a foaf:Person .
  SERVICE 
<http://dbpedia.org/sparql> 
{?s foaf:knows ?o }
}
 
           

SELECT * WHERE{
?o dbo:basedOn ?i .
?i  dbo:genre dbr:Fiction .
?o rdf:type rdfs:subClassOf* dbo:Work
}

SELECT ?c  (count(?i) as ?card)
 WHERE {
      ?i  rdf:type  ?c. 
        GROUP BY ?c
}
  

https://www.w3.org/TR/sparql11-query/


Example of a SPARQL query

SELECT ?s  ?city
 WHERE {
      ?s  rdf:type  schema:Person ;
            dbo:birthPlace ?city.
}

?s

schema:Persone

?city

rdf:ty
pe

dbo:birthPlace

Star-shape query

?s ?city

dbr:Jules_Vernes dbr:Nantes
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What are the birthplaces of 
all movie actors? 



Public SPARQL Endpoint of dbpedia

19
Try it yourself: Actor and city on dbpedia

?x

dbo:Actor

?actor

?city

a

rdfs:label  
dbo:birthPlace

dbo:Actor

?birthPlace

a

rdfs:label

https://dbpedia.org/sparql?default-graph-uri=http%3A%2F%2Fdbpedia.org&query=PREFIX+rdfs%3A+%3Chttp%3A%2F%2Fwww.w3.org%2F2000%2F01%2Frdf-schema%23%3E%0D%0APREFIX+dbo%3A+%3Chttp%3A%2F%2Fdbpedia.org%2Fontology%2F%3E%0D%0A%0D%0ASELECT+%3Factor+%3FbirthPlace%0D%0AWHERE+%7B%0D%0A%09%3Fx+a+dbo%3AActor%3B%0D%0A++++++++rdfs%3Alabel+%3Factor%3B%0D%0A++++++++dbo%3AbirthPlace+%3Fcity.%0D%0A++%09%3Fcity+a+dbo%3ACity%3B%0D%0A++++++rdfs%3Alabel+%3FbirthPlace.%0D%0A%7D%0D%0A%0D%0A%0D%0A&format=text%2Fhtml&CXML_redir_for_subjs=121&CXML_redir_for_hrefs=&timeout=30000&debug=on&run=+Run+Query+


Interlinked Open Knowledge Graphs  

20
ow

l:sam
eA

s
https://www.w3.org/DesignIssues/LinkedD
ata.html

https://www.w3.org/DesignIssues/LinkedData.html
https://www.w3.org/DesignIssues/LinkedData.html


Linked Open Data

21
https://lod-cloud.net/

https://lod-cloud.net/
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https://lod-cloud.net/

As oct 2007 (25)

https://lod-cloud.net/
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1532



Online querying: Write a federated 
SPARQL query using SERVICE Clause

24

SELECT ?s
WHERE {
  ?s a foaf:Person .
  SERVICE <http://dbpedia.org/sparql> 
{?s foaf:knows ?o }
SERVICE 
<http://wikidata.org/sparql>
{?s foaf:knows ?o }
SERVICE 
<http://LinkedMDB.org/sparql>
{?s foaf:knows ?o }

}

http://wikidata.org/sparql
http://linkedmdb.org/sparql


Write a federated SPARQL query 
using SERVICE Clause

25

SELECT ?s
WHERE {
  ?s a foaf:Person .
  SERVICE <http://dbpedia.org/sparql> 
{?s foaf:knows ?o }
SERVICE 
<http://wikidata.org/sparql>
{?s foaf:knows ?o }
SERVICE 
<http://LinkedMDB.org/sparql>
{?s foaf:knows ?o }

} Do not scale

http://wikidata.org/sparql
http://linkedmdb.org/sparql


Storing and querying 
knowledge Graphs

26

SPARQL Engines

centralized P2PFederated

jena (2001)
...
Corese (2004)
Virtuoso (2006)
Blazegraph (2008)
Hexastore (2008)
RDF3X (2008)
Stardog (2010)
RDFox (2015)
Tentris (2020)
….

DARQ (2008)
Anapsid (2011)
SPLENDID (2011)
FedX (2011)
Hibiscus (2014)
Fedra (2015)
SemaGrow (2015)
Odyssey (2017)
multiQuery (2021)
….

Bibster (2004)
Unistore (2007)
RDFpeers (2014)
Cyclades (2016)
Lada (2017)
PIONIC (2019)
ColChain (2021)
….



Federated SPARQL Query Engines 

27

query

Result

SPARQL
Federated

Query engine

query’

Query Result

Enable efficient SPARQL query processing on
virtually integrated Linked Data sources.



Inside  Federated SPARQL 
Query Engines

28

Source selection

Catalog/index

Global Optimization

Reduce 
Intermediate 

Results

Post 
processing

Final results

Local query Execution

Query 
Result

Q

Q1 Q2



Linked
MDB

SPARQL
Federated

Query engine

Sparql
Query 
engine

Sparql
Query 
engine
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Federation setup:
DBpedia, 

LinkedMDB,
C1

C1
Sparql
Query 
engine

select distinct ?director ?nat   ?genre
where {
  ?director dbo:nationality ?nat .     TP1
  ?film dbo:director  ?director .       TP2
  ?movie owl:sameAs  ?film .          TP3
  ?movie linkedmdb:genre ?genre  TP4
}

Basic Source Selection

Andreas Schwarte et al. "Fedx: Optimization techniques for federated query processing on linked data." 
International Semantic Web Conference, ISWC 2011

http://iswc2011.semanticweb.org/fileadmin/iswc/Papers/Research_Paper/05/70310592.pdf


Linked
MDB

SPARQL
Federated

Query engine

Sparql
Query 
engine

Sparql
Query 
engine
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Federation setup:
DBpedia, 

LinkedMDB,
C1

C1
Sparql
Query 
engine

select distinct ?director ?nat   ?genre
where {
  ?director dbo:nationality ?nat .     TP1
  ?film dbo:director  ?director .       TP2
  ?movie owl:sameAs  ?film .          TP3
  ?movie linkedmdb:genre ?genre  TP4
}

Basic Source Selection

Andreas Schwarte et al. "Fedx: Optimization techniques for federated query processing on linked data." 
International Semantic Web Conference, ISWC 2011

Send SPARQL ASK to each endpoint in the federation

SPARQL ASK to dbpedia {?director dbo:nationality ?nat .}
SPARQL ASK to  wikidata {?director dbo:nationality ?nat .}
…….

http://iswc2011.semanticweb.org/fileadmin/iswc/Papers/Research_Paper/05/70310592.pdf


Linked
MDB

SPARQL
Federated

Query engine

Sparql
Query 
engine

Sparql
Query 
engine
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Federation setup:
DBpedia, 

LinkedMDB,
C1

C1
Sparql
Query 
engine

select distinct ?director ?nat   ?genre
where {
  ?director dbo:nationality ?nat .     TP1
  ?film dbo:director  ?director .       TP2
  ?movie owl:sameAs  ?film .          TP3
  ?movie linkedmdb:genre ?genre  TP4
}

Basic Source Selection

Hardly scale with number of sources,  size 
of queries and unbounded predicate

Andreas Schwarte et al. "Fedx: Optimization techniques for federated query processing on linked data." 
International Semantic Web Conference, ISWC 2011

http://iswc2011.semanticweb.org/fileadmin/iswc/Papers/Research_Paper/05/70310592.pdf


select distinct ?director ?nat   ?genre
where {
  ?director dbo:nationality ?nat .     TP1
  ?film dbo:director  ?director .       TP2
  ?movie owl:sameAs  ?film .          TP3
  ?movie linkedmdb:genre ?genre  TP4
}

Use  prefix +ASK

Linked
MDB

SPARQL
Federated

Query engine

Sparql
Query 
engine

Sparql
Query 
engine

Saleem, Muhammad, et al. “A fine-grained evaluation of SPARQL endpoint federation systems”.Semantic Web journal 7.5 (2016)
G Montoya, H Skaf-Molli, P Molli, ME Vidal. “Decomposing federated queries in presence of replicated fragments”. Journal of Web 
Semantics, Elsevier 2017.
G Montoya, H Skaf-Molli, K Hose. “The Odyssey approach for optimizing federated SPARQL queries” International Semantic Web 
Conference, 2017. 
P. Peng, Q. Ge, L. Zou, M. T. Özsu, Z. Xu and D. Zhao, "Optimizing Multi-Query Evaluation in Federated RDF Systems," in IEEE 
Transactions on Knowledge and Data Engineering, vol. 33, no. 4, 2021

32

Federation setup:
DBpedia, 

LinkedMDB,
C1

C1
Sparql
Query 
engine

Complex Source selection

Better but still we need ASK ..

http://www.semantic-web-journal.net/system/files/swj954.pdf
https://scholar.google.com/scholar?oi=bibs&cluster=16556266669895936051&btnI=1&hl=fr
https://scholar.google.com/scholar?oi=bibs&cluster=260974446099722925&btnI=1&hl=fr
https://ieeexplore.ieee.org/abstract/document/8868210?casa_token=dxaTUln1SgAAAAAA:fMXI9wf_YQbRWlspwdFJHSu0OL1yTfZ7jf5wMlDi5iEUtDjCIVn_WMUafXdWuOPiAuhY7OZ_


Everything seems to be 
great knowledge is 

accessible. 
What is the problem ?

33



The Real Story

Public SPARQL Endpoints 
are not really accessible.

They do not allow to 
execute any SPARQL 
query and get complete 
results. 34



35

What are the birthplaces of 
all movie actors? 



DBpedia endpoint yields partial results...

36

Only 10 000 results out of 35 215 expected !!

Try it yourself: Actor and city on dbpedia

https://dbpedia.org/sparql?default-graph-uri=http%3A%2F%2Fdbpedia.org&query=PREFIX+rdfs%3A+%3Chttp%3A%2F%2Fwww.w3.org%2F2000%2F01%2Frdf-schema%23%3E%0D%0APREFIX+dbo%3A+%3Chttp%3A%2F%2Fdbpedia.org%2Fontology%2F%3E%0D%0A%0D%0ASELECT+%3Factor+%3FbirthPlace%0D%0AWHERE+%7B%0D%0A%09%3Fx+a+dbo%3AActor%3B%0D%0A++++++++rdfs%3Alabel+%3Factor%3B%0D%0A++++++++dbo%3AbirthPlace+%3Fcity.%0D%0A++%09%3Fcity+a+dbo%3ACity%3B%0D%0A++++++rdfs%3Alabel+%3FbirthPlace.%0D%0A%7D%0D%0A%0D%0A%0D%0A&format=text%2Fhtml&CXML_redir_for_subjs=121&CXML_redir_for_hrefs=&timeout=30000&debug=on&run=+Run+Query+


Aggregate queries online on public 
SPARQL endpoints

37

Ex: Number of objects per class 



On Dbpedia: Partial Results

38



On Wikidata: Timeout

39



Retrieve creative works and the list of 
fictional works that inspired them

40

Property Path
Match path of arbitrary length !



On Wikidata: No Results

41

Wikidata kills 
the query after 
60s 



On DBpedia: Partial results

42

The query is 
killed  by 
quotas



 Fair Usage policy
“A Fair Use Policy is in place in order to provide a 
stable and responsive endpoint for the community”

● Communication Quotas: Limit the arrival rate of 
queries per IP

● Space Quotas: Prevent one query to consume all 
the memory of the server

● Time Quotas: Avoid convoy effect

43
https://wiki.dbpedia.org/public-sparql-endpoint



Convoy effect
● Convoy effect: A long-running SPARQL query slows down 

short-running ones [1]
● All threads of the Web server can be busy with long queries

44

Long-running 
SPARQL 

query

Short SPARQL 
queries

[1] M.W. Blasgen, et al. “The convoy phenomenon”, In Operating Systems Review 13 (2) (1979)



Quotas prevent convoy effects
● Long-running queries are interrupted by quotas
● However, quotas also deteriorate answer completeness!

○ Interrupted queries only deliver partial results

45Partial results

Long-running 
SPARQL 

query

Short SPARQL 
queries
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Issues
Without Quotas With Quotas

● Complete results
● server congestion
● Server not 

responsive

● Partial results
● Responsive server

To be useful, Endpoints 
have  to be responsive 
*and* deliver complete 

results !!



Storing and querying 
knowledge Graphs

47

SPARQL Engines

centralized P2PFederated

jena (2001)
...
Corese (2004)
Virtuoso (2006)
Blazegraph (2008)
Hexastore (2008)
RDF3X (2008)
Stardog (2010)
RDFox (2015)
Tentris (2020)
….

DARQ (2008)
Anapsid (2011)
SPLENDID (2011)
FedX (2011)
Hibiscus (2014)
Fedra (2015)
SemaGrow (2015)
Odyssey (2017)
multiQuery (2021)
….

Bibster (2004)
Unistore (2007)
RDFpeers (2014)
Cyclades (2016)
Lada (2017)
PIONIC (2019)
ColChain (2021)
….

Decentralized

TPF (2016)
brTPF (2016)
SaGe (2019)
SmartKG (2020)
SPF (2020)
WiseKG (2021)
….



Decentralization  SPARQL query processing

● Share the load between servers and 
clients
○ Building simpler servers with restricted 

expressivity 
○ Building more intelligent clients that 

contribute to the execution of the 
query
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Server

subqueries

Smart Client

 R. Verborgh, et al. “Triple pattern fragments: A low-cost knowledge graph interface for the web”, Journal of Web Semantics (2016)

https://ruben.verborgh.org/publications/verborgh_jws_2016/


Restrict the server expressivity

●  Triple Pattern Fragments  (TPF)
■ The server supports 

paginated triple patterns
○ A Smart client executes join, 

OPTIONAL, aggregate, property 
paths, etc

49
 R. Verborgh, et al. “Triple pattern fragments: A low-cost knowledge graph interface for the web”, Journal of Web Semantics (2016)

Server

Smart Client

subqueries

https://ruben.verborgh.org/publications/verborgh_jws_2016/


TPF with restricted web servers 
terminates but  ● Poor performance:

○ What are the birthplaces of all 
movie actors?

○ 2h query execution time
○ Large number of HTTP calls:

■ 507 156 HTTP requests sent
○ Huge Data transfer: 

■ 2GB of Data Transfers
● Too much calls and data 

transfer.
50http://query.linkeddatafragments.org/

http://query.linkeddatafragments.org/


Optimizations but still restricted expressivity

51

P. Folz, H. Skaf-Molli et P. Molli (2016). CyClaDEs: A Decentralized Cache for Triple Pattern Fragments. 13th Extended Semantic Web Conference 2016
A. Grall, P. Folz, G. Montoya, H. Skaf-Molli, P. Molli, M. V. Sande, and R. Verborgh.  Ladda: SPARQL Queries in the Fog of Browsers. Demo ESWC 2017

Hartig, Olaf, et al.  "Bindings-restricted triple pattern fragments." OTM - On the Move to Meaningful Internet Systems". 2016.
Azzam, Amr, et al. "SMART-KG: hybrid shipping for SPARQL querying on the web." Proceedings of The Web Conference 2020
Azzam, Amr, et al. "WiseKG: Balanced Access to Web Knowledge Graphs." Proceedings of the Web Conference 2021. 

Cyclade: Collaborative Cache
Ladda: Collaborative query processing

brTPF: allows clients to attach intermediate results to 
TPF requests (bind join strategy)
SMART-KG: The server ships graph partitions per 
star-shaped patterns to the client 
WiseKG:  SMART-KG with cost model to balance 
star-shaped patterns between server-client

Server

Smart Client

subqueries

https://hal.archives-ouvertes.fr/hal-01251654
https://hal.archives-ouvertes.fr/hal-01585146
https://arxiv.org/pdf/1608.08148.pdf
https://epub.wu.ac.at/7428/
https://relweb.cs.aau.dk/colchain/files/WiseKG.pdf
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Endpoints vs Restricted Interfaces
SPARQL Endpoints 
with quotas

Restricted 
Interfaces

● Fast 
● But, partial results 

● Complete results...
● But, huge data 

transfer and poor 
performances

We need completeness and 
performances !
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Query interruption is not an issue
 if the query can be resumed later

Our Approach: Web Preemption 



Web Preemption

We define Web preemption as:

“The capacity of a Web server to 
suspend a running query after a 
time quantum with the intention to 
resume it later.”

54

Thomas Minier, Hala Skaf-Molli and Pascal Molli. "SaGe: Web Preemption for Public SPARQL Query 
services" in Proceedings of the 2019 World Wide Web Conference (WWW') 2019.

https://hal.archives-ouvertes.fr/hal-02017155
https://hal.archives-ouvertes.fr/hal-02017155
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What are the birthplaces of 
all movie actors? 



http://sage.univ-nantes.fr

56

DBpedia:
Only 10 000 results

TPF:
Execution time: 2h 
HTTP calls: 507 156



Web Preemption in action

57

Waiting queue of 
SPARQL queries

Q1

Web Client

Preemptive Web 
Server

Quantum = 10ms



Web Preemption in action

58

Preemptive Web 
Server

Quantum = 10ms
Waiting queue of 
SPARQL queries

Web Client

Q1



Web Preemption in action

59

Preemptive Web 
Server

Quantum = 10ms
Waiting queue of 
SPARQL queries

Q1

Web Client

Execute Q1 for a 
time quantum



Web Preemption in action

60

Preemptive Web 
Server

Quantum = 10ms
Waiting queue of 
SPARQL queries

Q1
Quantum 

exhausted 
Q1S = Suspend(Q1)

Web Client



Web Preemption in action

61

Preemptive Web 
Server

Quantum = 10ms
Waiting queue of 
SPARQL queries

Q1S + results

Web Client



Web Preemption in action

62

Preemptive Web 
Server

Quantum = 10ms
Waiting queue of 
SPARQL queries

Print results
Send Q1S

Web Client



Web Preemption in action
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Preemptive Web 
Server

Quantum = 10ms
Waiting queue of 
SPARQL queries

Q1S

Web Client



Web Preemption in action
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Preemptive Web 
Server

Quantum = 10ms
Waiting queue of 
SPARQL queries

Q1S

Web Client



Web Preemption in action
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Preemptive Web 
Server

Quantum = 10ms
Waiting queue of 
SPARQL queries

Q1S Q1 = Resume(Q1S)

Web Client



Web Preemption in action
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Preemptive Web 
Server

Quantum = 10ms
Waiting queue of 
SPARQL queries

Q1

Web Client

Q1 execution 
completed



Web Preemption in action

67

Preemptive Web 
Server

Quantum = 10ms
Waiting queue of 
SPARQL queries

Web Client

Results



Advantages of Web Preemption

● Fair Sparql Endpoint by design
○ No quotas, no time-out.

● Better average completion time 
● Better time for first results

68



First-Come First-Served (FCFS) 
vs Web Preemption

69

Time Quantum: 30s
Preemption overhead: 3s for Suspend/Resume

Web Preemption

Queries execution times
● Q1: 60s
● Q2: 5s
● Q3: 5s



70

Quantum: 30s
Overhead: 3s

First-Come First-Served (FCFS) 
vs Web Preemption

Web Preemption

FCFS Web Preemption

Throughput (query/second)

Average query completion 
time (s)

Average time for first 
results (s)



The preemption overhead is the time to suspend a running 
query and to resume the next waiting query

Objective: Minimize the preemption overhead
 

71

Preemption overhead



Minimizing the overhead 

● Minimize the complexity in time of Suspend and Resume
● Minimize the complexity in space of Suspend and Resume

72



73Evaluate tp2

Evaluate BGP { tp1, tp2 }

Evaluate SELECT ?v0 ?v1

We suspend/resume a running 
physical query execution plan

Evaluate tp1



74Evaluate tp2

Evaluate BGP { tp1, tp2 }

Evaluate SELECT ?v0 ?v1

Evaluate tp1

Saving the internal state 
of all physical query 
operators

Suspending a physical query plan
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Operators internal states

Suspending a physical query plan

Saving the internal state 
of all physical query 
operators



Resuming a physical query plan

76

1. The server receives a 
saved plan

2. It rebuilds the query plan 
from the saved one

  
3. It continues execution 

for a time quantum

Saved Plan



SaGe: A preemptive SPARQL query engine

77



SPARQL Physical Query Operators 

78

● One mapping-at-a-time:
○ Operator has one bag of 

mappings as input
○ Ex: Projection

● Full-mappings operators
○ Need n bags of mappings as 

input
○ Ex: Order By



SaGe distributes Physical Query 
Operators between Server and Client

79

Preemptive Web 
server

Smart Web Client

● One mapping-at-a-time 
operators
○ No need to materialize data

● Full-mappings operators
○ Need to materialize data



80

Server language 
Triple pattern, ⋈, ∪,

SELECT, FILTER

Client language 
aggregate, PPath, 

order by

Smart Web Client

Preemptive Web 
server

SaGe distributes Physical Query 
Operators between Server and Client

● One mapping-at-a-time 
operators
○ No need to materialize data

● Full-mappings operators
○ Need to materialize data
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SaGe Preemptive Web server 
+

SaGe Smart Web Client
=

Full SPARQL queries

Server language 
Triple pattern, ⋈, ∪,

SELECT, FILTER

Client language 
aggregate, PPath, 

order by

Smart Web Client

Preemptive Web 
server

SaGe distributes Physical Query 
Operators between Server and Client



Complexity of Preemptable Operators
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|Q| : the number of operators in the physical query execution plan
|t| and |tp| : the size of encoding a RDF triple and a triple pattern, respectively.

Suspend Resume
Preemptable

operator
Space complexity

of local state
Time complexity of
loading local state Remarks



Complexity of Preemptable Operators
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|Q| : the number of operators in the physical query execution plan
|t| and |tp| : the size of encoding a RDF triple and a triple pattern, respectively.

Suspend Resume
Preemptable

operator
Space complexity

of local state
Time complexity of
loading local state Remarks

● Minimize the complexity in time of Suspend and Resume
○ Bounded by the size of the plan and log(|D|)

● Minimize the complexity in space of Suspend and Resume
○ Bounded by the size of the plan

● Mainly depends on the size of the plan, which is generally small



Experimental Study
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Experimental Study

1. What is the overhead of Web preemption in time and 
space?

2. Does Web preemption improve the average workload 
completion time?

3. Does Web preemption improve the time for first results?
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Experimental Setup

Dataset and Queries

● Waterloo SPARQL Diversity Test suite [1]
○ 107 triples, stored using HDT [2]

● Generate 50 workloads of 193 queries
○ 20% of queries require more than 30s to execute

● Same as BrTPF experiments [3]

86

[1] G. Aluç et al., “Diversified stress testing of RDF data management systems”,  ISWC 2014
[2] J. D. Fernández et al., “RDF representation for publication and exchange (HDT)”, Journal of Web Semantic (2013)
[3] O. Hartig et al. “Bindings-restricted triple pattern fragments”, in ODBASE 2016



87
Distribution of query execution time for each workload



Compared approaches
● SaGe

○ Quantums of 75ms (SaGe-75ms) & 1s (SaGe-1s)
● Virtuoso [1] for SPARQL endpoints

○ Without quotas
● Triple Pattern Fragments [2] (TPF)
● Bindings-restricted Triple Pattern Fragments [3] (BrTPF) 
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[2] R. Verborgh et al. “Triple pattern fragments: A low-cost knowledge graph interface for the web”, Journal of Web 
Semantics (2016)
[3] O. Hartig et al. “Bindings-restricted triple pattern fragments”, in ODBASE 2016
[1] O.Erling et al. “RDF support in the Virtuoso DBMS”, In Networked Knowledge - Networked Media, 2009



What is the overhead in time of Web preemption?
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The size of the dataset does not impact the overhead, around 
1ms for Suspend and 1,5ms for Resume (3% of time quantum)

Time quantum: 75ms

Average preemption overhead
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● Space is proportional to the number of operators in the plan
● The size of a saved plan remains small, no more 6.2Kb for a 

query with ten joins

Sizes of saved physical query execution plans

What is the overhead in space of Web preemption?
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Does Web preemption improve  the average 
workload completion time?

● Virtuoso is impacted 
by convoy effect

● BrTPF & TPF avoid 
convoy effect, but 
they are slow

● SaGe-75ms avoids 
convoy effect and 
performs better than 
others Average workload completion time per client, with up to 50 

concurrent clients (logarithmic scale, one worker)
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Does Web preemption improve 
the time for first results (TFR)?

Average time for first results (over all queries), with up to 50 
concurrent clients (linear scale)

● Virtuoso is impacted 
by convoy effect

● TFR for BrTPF & TPF 
increase slowly

● TFR for SaGe is 
proportional to the 
time quantum 



Which Operators are Preemptable?
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Preemptable ?? Not preemptable

● Triple pattern,
● Projection,
● Join, 
● Union, 
● Bind, Group,
● Most Filters

● Optional
● Filter not exist
● Minus

● Aggregation:  requires to store 
group keys

● Order-by: requires all results before 
sorting

● Nested queries: storing results of 
inner query 

● Property paths: need to remember 
visited nodes...

If we consider only these operators: A preemptive 
SPARQL endpoint behaves as a SPARQL 
endpoint. 
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Processing SPARQL Aggregate Queries 
with Web Preemption

● Compute partial 
Aggregates per quantum

● Client merge partial 
aggregate

● Correct because 
aggregation functions are 
decomposable 

SaGe-Agg: Processing SPARQL Aggregate Queries with Web Preemption.  A Grall, T  Minier, H Skaf-Molli, P Molli. 
ESWC 2020

https://hal.archives-ouvertes.fr/hal-02511819/


Retrieve creative works and the list of 
fictional works that inspired them

95

Killed after 60 s!



TPF with restricted web servers 
terminates but  

● After 8 hours, the query is still 
running

● Why ?
○ No support for BGP
○ No support for transitive 

closures on server-side
● Too much calls and data transfer. 

Not realistic !
96



With the preemptive server SaGe in 
~9 sec !
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Julien AIMONIER-DAVAT, Hala-Skaf Molli, Pascal Molli.SaGe-Path: Pay-as-you-go SPARQL Property Path 
Queries Processing using Web Preemption. Demo Extended Semantic Web Conference, ESWC 2021.

DBpedia: Killed
Wikidata: Killed

TPF:
I stopped query 
after 8 hours, no 
results

https://www.youtube.com/watch?v=u47rbvIawkc
https://www.youtube.com/watch?v=u47rbvIawkc


Transitive closure (*) 
is not preemptive
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● To suspend/resume a transitive closure
○ Need to keep at least the current 

path ~ O(graph)
● O(suspend/resume) ~ O(graph)

A

B

ED

F

C

suspended



Key idea: Server & Client collaborate
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● Partial Transitive Closure (PTC) on the 
server
○ Exploration depth is limited by k 
○ O(suspend/resume) = O(k)

● PTC is preemptable but not complete
○ Return frontier nodes = nodes 

visited at distance k
● The client expands frontier nodes by 

generating new queries
○ Ensure complete results

PTC(B, b, 2)

A

B D

G

E

C

F

a

b

b

c

c
b

Julien AIMONIER-DAVAT, Hala-Skaf Molli, Pascal Molli. Processing SPARQL Property Path Queries Online 
with Web Preemption. Extended Semantic Web Conference, ESWC 2021.

https://link.springer.com/chapter/10.1007/978-3-030-77385-4_4
https://link.springer.com/chapter/10.1007/978-3-030-77385-4_4


SELECT * WHERE { A a ?x . ?x b+ ?y . ?y c ?o }
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Client
A

B D

G

E

C

F

Server (k = 2)

a

b

b

c

c
b



PTC in action
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SELECT ?x ?y ?o 
WHERE { A a ?x . ?x b+ ?y . ?y c ?o } 

Client
A

B D

G

E

C

F

Server (k = 2)

a

b

b

c

c
b



PTC in action
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SELECT ?x ?y ?o 
WHERE { A a ?x . ?x b+ ?y . ?y c ?o } 

Client
A

B D

G

E

C

F

Server (k = 2)

a

b

b

c

c
b



PTC in action
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SELECT ?x ?y ?o  
WHERE { A a ?x . ?x b+ ?y . ?y c ?o } 

Client
A

B D

G

E

C

F

Server (k = 2)

a

b

b

c

c
b



PTC in action
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SELECT ?x ?y ?o 
WHERE { A a ?x . ?x b+ ?y . ?y c ?o } 

Client
A

B D

G

E

C

F

Server (k = 2)

a

b

b

c

c
b



PTC in action
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SELECT ?x ?y ?o 
WHERE { A a ?x . ?x b+ ?y . ?y c ?o } 

Client
A

B D

G

E

C

F

Server (k = 2)

a

b

b

c

c
b

{ ?x -> B, ?y -> C, ?o -> D }

( ( B, C, E ), { ?x -> B } )



PTC in action
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SELECT ?x ?y ?o 
WHERE { A a ?x . ?x b+ ?y . ?y c ?o } 

Client
A

B D

G

E

C

F

Server (k = 2)

a

b

b

c

c
b

{ ?x -> B, ?y -> C, ?o -> D }

( ( B, C, E ), { ?x -> B } )

SELECT ?x ?y ?o WHERE { 
BIND ( B as ?x ) . 
E b+ ?y . ?y c ?o } 



PTC in action
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SELECT ?x ?y ?o  
WHERE { A a ?x . ?x b+ ?y . ?y c ?o } 

Client
A

B D

G

E

C

F

Server (k = 2)

a

b

b

c

c
b

{ ?x -> B, ?y -> C, ?o -> D }

( ( B, C, E ), { ?x -> B } )

SELECT ?x ?y ?o WHERE { 
BIND ( B as ?x ) . 
E b+ ?y . ?y c ?o } 



PTC in action
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SELECT ?x ?y ?o 
WHERE { A a ?x . ?x b+ ?y . ?y c ?o } 

Client
A

B D

G

E

C

F

Server (k = 2)

a

b

b

c

c
b

{ ?x -> B, ?y -> C, ?o -> D }

( ( B, C, E ), { ?x -> B } )

SELECT ?x ?y ?o WHERE { 
BIND ( B as ?x ) . 
E b+ ?y . ?y c ?o } 
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SELECT ?x ?y ?o 
WHERE { A a ?x . ?x b+ ?y . ?y c ?o } 

Client
A

B D

G

E

C

F

Server (k = 2)

a

b

b

c

c
b

{ ?x -> B, ?y -> C, ?o -> D }

( ( B, C, E ), { ?x -> B } )

SELECT ?x ?y ?o WHERE { 
BIND ( B as ?x ) . 
E b+ ?y . ?y c ?o } 

{ ?x -> B, ?y -> F, ?o -> G }

( ( F ), { ?x -> B } )



PTC in action
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SELECT ?x ?y ?o 
WHERE { A a ?x . ?x b+ ?y . ?y c ?o } 

Client Server (k = 2)

{ ?x -> B, ?y -> C, ?o -> D }

( ( B, C, E ), { ?x -> B } )

SELECT ?x ?y ?o WHERE { 
BIND ( B as ?x ) . 
E b+ ?y . ?y c ?o } 

{ ?x -> B, ?y -> F, ?o -> G }

( ( F ), { ?x -> B } )

All joins are performed on 
the server !
● No intermediate 

results transferred to 
the client

Only visited nodes and 
final results are transferred



PTC in action

111

SELECT ?x ?y ?o 
WHERE { A a ?x . ?x b+ ?y . ?y c ?o } 

Client Server (k = 2)

{ ?x -> B, ?y -> C, ?o -> D }

( ( B, C, E ), { ?x -> B } )

SELECT ?x ?y ?o WHERE { 
BIND ( B as ?x ) . 
E b+ ?y . ?y c ?o } 

{ ?x -> B, ?y -> F, ?o -> G }

( ( F ), { ?x -> B } )

All results are 
returned ranked by 

depth
First answers 

quickly



What happens with cycles ?
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SELECT ?x ?y ?o 
WHERE { A a ?x . ?x b+ ?y . ?y c ?o } 

Client
A

B D

G

E

C

F

Server (k = 2)

a

b

b

c

c
b

{ ?x -> B, ?y -> C, ?o -> D }

( ( B, C, E ), { ?x -> B } )

SELECT ?x ?y ?o WHERE { 
BIND ( B as ?x ) . 
E b+ ?y . ?y c ?o } 

{ ?x -> B, ?y -> F, ?o -> G }
{ ?x -> B, ?y-> C, ?o -> D }

( ( F, C ), { ?x -> B } )

b
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SELECT ?x ?y ?o 
WHERE { A a ?x . ?x b+ ?y . ?y c ?o } 

Client
A

B D

G

E

C

F

Server (k = 2)

a

b

b

c

c
b

{ ?x -> B, ?y -> C, ?o -> D }

( ( B, C, E ), { ?x -> B } )

SELECT ?x ?y ?o WHERE { 
BIND ( B as ?x ) . 
E b+ ?y . ?y c ?o } 

{ ?x -> B, ?y ->F, ?o -> G }
{ ?x -> B, ?y -> C, ?o -> D }

( ( F, C ), { ?x -> B } )

b

C already 
visited -> 
finished !



What happen with cycles ?
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SELECT ?x ?y ?o 
WHERE { A a ?x . ?x b+ ?y . ?y c ?o } 

Client
A

B D

G

E

C

F

Server (k = 2)

a

b

b

c

c
b

{ ?x -> B, ?y ->C, ?o -> D }

( ( B, C, E ), { ?x ->B } )

SELECT ?x ?y ?o WHERE { 
BIND ( B as ?x ) . 
E b+ ?y . ?y c ?o } 

{ ?x -> B, ?y ->F, ?o -> G }
{ ?x ->B, ?y->C, ?o -> D }
( ( F, C ), { ?x -> B } )

b

Overhead 
=

Duplicates
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Experimental study
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1. What is the performance of SaGe-PTC compared to 
the baseline SaGe?

2. What is the performance of SaGe-PTC compared to 
optimal solutions as Fuseki/Virtuoso, i.e. What is 
the price to pay for complete results with no quota?

3. What is the impact of the PTC limit k on data 
transfer, execution time and number of calls ?

4. What is the impact of the quantum on data transfer, 
execution time and number of calls ?



Experimental setup
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● Dataset:
○ Synthetic gMark 

Benchmark [1] of 10M 
triples with cycles.

● Queries:
○ 30 queries with maxPath 

of 20, timeout of 30m
○ 1 to 3 transitive closures 

within a BGP

[1] Bagan, G., Bonifati, A., Ciucanu, R., Fletcher, G. H., Lemay, A., & Advokaat, N. (2016). gMark: Schema-driven generation of graphs and 
queries. IEEE Transactions on Knowledge and Data Engineering, 29(4), 856-869.



Execution time with a Quantum of 60s
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● SaGe-PTC 
outperforms the 
baseline SaGe

● Not transferring 
intermediate results 
is really effective !



Execution time with a Quantum of 60s
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● SaGe-PTC20 always 
better than 
SaGe-PTC5

● As expected, k=20 
is the best case for 
SaGe-PTC.



Execution time with a Quantum of 60s
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● Compared to Virtuoso 
SaGe-PTC better supports 
standard
○ Virtuoso rejects 12 of 

the 30 queries
● Surprisingly, SaGe-PTC 

can be better than optimal 
solutions
○ Ex: Q7, Q1, Q18

● SaGe is competitive vs 
Fuseki and always 
terminate



Which Operators are Preemptable?
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Preemptable ?? Not preemptable

● Triple pattern,
● Projection,
● Join, 
● Union, 
● Bind, Group,
● Most Filters
● ✅ Partial 

aggregation
● ✅ Partial property 

paths

● Optional
● Filter not exist
● Minus

● Aggregation:  requires to store 
group keys

● Order-by: requires all results before 
sorting

● Nested queries: storing results of 
inner query 

● Property paths: need to remember 
visited nodes...



Takeaways
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● Knowledge graphs  are everywhere, they 
cover all domains

● Public SPARQL servers allow online 
querying of knowledge graphs
○ Quotas ensure fair usage policies but 

prevent to build applications
● Restricted server interfaces (TPF)  ensures 

complete results 
○ Suffer of large number of HTTP calls 

and large data transfer



Takeaways
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● With web preemption, a SPARQL 
server is scalable and  fair by design

● The more we do on the server, the 
faster it is… (it is not a surprise…)
○ Data shipping should be avoided if 

possible because it is bad for 
performances, it is also bad for the 
planet.



Challenges and Opportunities
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● Web preemption and updates
○ How to ensure snapshot isolation with 

web preemption?
● Playing with Quantum

○ How to adjust quantums to workload 
and resources?

● Web preemption and parallelism
○ Take advantage of web preemption to 

split a running query into multiple 
queries... 



Challenges and Opportunities
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● Privacy preservation
○ Personal Knowledge Graph:

■ Take back control of your 
data Solid project initiated 
by Tim Berners-Lee

○ What happens when I query 
private and public knowledge 
graphs?

https://solidproject.org/

https://solidproject.org/
https://solidproject.org/


Challenges and Opportunities
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● Findability of Knowledge graphs
○ Source selection services are local for a 

federated query engine and do not scale

● Define a global source selection service that 
scales to the web
○ Findiability of Knowledge Graphs (à la 

Google)



Challenges and Opportunities
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● Decentralized Knowledge Graphs (DeKaloG: ANR 
project at https://dekalog.univ-nantes.fr/)
○ Accessibility provided by the web preemption 

is a good starting point
■ Findinbaility ..

● RDF*/SPARQL*/Property Graph context for 
statements
<<dbr:JulesVerne sch:educatedAt sch:Lycée-Clemenceau>> sch:startTime “1844”

■ Transparency…
● Query optimisation and machine learning

Olaf Hartig. Foundations to query labeled property graphs using sparql*. Technical report, 2019
Working group: https://w3c.github.io/rdf-star/

https://dekalog.univ-nantes.fr
https://dekalog.univ-nantes.fr
https://dekalog.univ-nantes.fr/
http://ceur-ws.org/Vol-2447/paper3.pdf
https://w3c.github.io/rdf-star/


Querying Decentralized 
Knowledge Graphs

128Keynote 06-07

Live Demonstration 
http://sage.univ-nantes.fr

Hala.Skaf@univ-nantes.fr

http://sage.univ-nantes.fr

