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ABSTRACT
Solving polynomial systems whose solution set is finite is usually
done in two main steps: compute a Gröbner basis for the degree
reverse lexicographic order, and perform a change of order to find
the lexicographic Gröbner basis. The second step is generally con-
sidered as better understood, in terms of algorithms and complexity.
Yet, after two decades of progress on the first step, it turns out that
the change of order now takes a large part of the solving time for
many instances, including those that are generic or reached after
applying a random change of variables.

Like the fastest known change of order algorithms, this work fo-
cuses on the latter situation, where the ideal defined by the system
satisfies structural properties. First, the ideal has a shape lexico-
graphic Gröbner basis. Second, the set of leading terms with respect
to the degree reverse lexicographic order has a stability property;
in particular, the multiplication matrix of the smallest variable is
computed for free from the input Gröbner basis.

The current fastest algorithms rely on the sparsity of this mul-
tiplication matrix to find its minimal polynomial efficiently using
Wiedemann’s approach. This paper starts from the observation
that this sparsity is a consequence of an algebraic structure, which
can be exploited to represent the matrix concisely as a univari-
ate polynomial matrix. We show that the Hermite normal form
of that matrix yields the sought lexicographic Gröbner basis, un-
der assumptions which cover the shape position case. This leads
to an improved complexity bound for the second step. The prac-
tical benefit is also confirmed via implementations based on the
state-of-the-art software libraries msolve and PML.

1 INTRODUCTION
Context. Modeling problems from biology, coding theory, com-

binatorics, robotics or aerospace engineering fundamentally relies
on the exact solving of polynomial systems over a finite field or
over the rational numbers. The topical method to solve a system of
polynomial equations 𝑓1 = ⋯ = 𝑓𝑚 = 0 in variables 𝑥1, . . . , 𝑥𝑛 over a
field K is to compute a Gröbner basis, for a lexicographic order, of
the ideal ℐ spanned by 𝑓1, . . . , 𝑓𝑚 . In this paper the variable 𝑥𝑛 will
play a special role, hence we will denote it by 𝑦: the variables are
𝑥1, . . . , 𝑥𝑛−1,𝑦. Whenever𝑚 = 𝑛, for generic polynomials 𝑓1, . . . , 𝑓𝑛
of respective degrees 𝑑1, . . . , 𝑑𝑛 , the solution set consists in finitely
many 𝐷 = 𝑑1⋯𝑑𝑛 points, counted with multiplicity, over an alge-
braic closure of K. Furthermore, the ideal spanned by 𝑓1, . . . , 𝑓𝑛 is
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in shape position (see the shape lemma in [21, Lem. 1.4], and Eq. (1)).
This ensures that the lexicographic Gröbner basis gives easy access
to the solutions of the system.

While computing Gröbner bases is exponential in 𝑛 in general,
specific ones can be easier to compute than others. Indeed, the tradi-
tional strategy to find a lexicographic Gröbner basis uses two steps.
First, compute a Gröbner basis 𝒢 of the ideal ℐ for a degree-refining
order, using an algorithm such as Buchberger’s, or Faugère’s F4 or
F5 [9, 13, 14]. Then, apply a change of order to obtain the lexico-
graphic Gröbner basis, using the FGLM algorithm [16], or its faster
Sparse-FGLM variant [17, 18] in the shape position case. The latter
also requires the prior computation of amultiplication matrix easily
obtained from 𝒢 under some stability assumption (see below).

In many examples, the change of order is in fact the bottleneck of
this strategy, even for instances that satisfy the shape and stability
properties, such as Katsura-𝑛 (see [8, Tbl. 1]). Faster polynomial
system solving requires a faster change of order algorithm.

Prior results. The original FGLM algorithm [16] takes as input
two monomial orders ≼1 and ≼2, and a ≼1-Gröbner basis of a zero-
dimensional ideal ℐ , and returns the reduced ≼2-Gröbner basis of
ℐ using 𝑂(𝑛𝐷3) operations in K. This algorithm may be viewed
as a two-step process: first compute the multiplication matrix of
each of the 𝑛 variables in K(︀𝑥1, . . . , 𝑥𝑛−1,𝑦⌋︀⇑ℐ with respect to the
≼1-monomial basis; then use these multiplication matrices to com-
pute the sought ≼2-Gröbner basis. The latter step can be done in
𝑂(𝑛𝐷𝜔 log𝐷) operations in K [37, Thm. 1.7] while computing the
matrices currently requires, to reach the same complexity, some
stability of the ≼1-leading terms of elements of ℐ [37, Thm. 1.9].

For the sake of presentation, in the rest of the introduction we
make the mild assumption 𝑛 ≤ 𝐷 .

In [15], the authors consider the special case where ≼1 is the
degree reverse lexicographic order ≼drl and ≼2 is the lexicographic
one ≼lex, with 𝑦 ≼drl 𝑥𝑘 and 𝑦 ≼lex 𝑥𝑘 for 1 ≤ 𝑘 ≤ 𝑛 − 1. They show
that the multiplication matrix of 𝑦 can be obtained for free from the
≼drl-Gröbner basis, assuming either genericity or a random linear
change of variables and using results from [34]. One can see that the
assumptions are exploited for the stability they bring to the ideal
of ≼drl-leading terms of ℐ , as described precisely in Definition 2.1.
Adding the shape position assumption, this multiplication matrix
alone suffices to recover the ≼lex-Gröbner basis, which is done in
time 𝑂˜(𝐷𝜔) [15]. Furthermore, even if ℐ is not in shape position,
the shape lemma [4, 21] ensures that its radical ideal is in shape
position, allowing the authors to compute the ≼lex-Gröbner basis
of the radical instead within the same complexity.

In [17, 18], the authors follow on from the same assumptions:
shape and stability. They observe that the multiplication matrix is
sparse, and study how to exploit this for faster computations thanks



to Wiedemann’s approach [46]. Precisely, the matrix has about 𝑡𝐷
nonzero entries out of 𝐷2, where the parameter 𝑡 is the number
of polynomials in the ≼drl-Gröbner basis whose leading monomial
is divisible by 𝑦. This leads to a complexity estimate of 𝑂(𝑡𝐷2)
operations in K, which improves upon 𝑂˜(𝐷𝜔) when 𝑡 is small
compared to 𝐷 . This provides significant practical benefit for the
change of order step of polynomial system solving in many cases
[18, Tbl. 2], and this is the approach used by the state-of-the-art
change of order implementation in msolve [8].

Contributions. More precisely, the multiplication matrix has 𝑡
dense columns, and 𝐷 − 𝑡 sparse columns which come from the
𝐷 ×𝐷 identity matrix [18, Sec. 5] [43, Sec. 4]. This is a well-known
matrix structure inK-linear algebra, called a shifted form in [38, 39],
and studied in particular in the context of the computation of the
characteristic polynomial or the Frobenius normal form of a matrix
over K (see [44, Sec. 9.1] and Section 3.3).

Here, rather than focusing of the resulting sparsity, we exploit
the algebraic structure itself, and relate it to operations in a K(︀𝑦⌋︀-
submodule of ℐ . Following a classical construction in [44, Sec. 9.1],
instead of the multiplication matrix𝑀 which is in K𝐷×𝐷 , we con-
sider a univariate polynomial matrix 𝑃 in K(︀𝑦⌋︀𝑡×𝑡 whose average
column degree is 𝐷⇑𝑡 . This polynomial matrix can be seen as a
“compression” of𝑀 , or more precisely of the characteristic matrix
𝑦𝐼𝐷 −𝑀 , with smaller matrix dimension but larger degrees.

Our main result is that, if 𝑃 is known and the lexicographic
Gröbner basis satisfies some assumption which covers the shape
position case, then this Gröbner basis can be directly retrieved from
the Hermite normal form of 𝑃 (Theorem 4.1). We also prove that
the matrix 𝑃 can be computed for free from some part of a border
basis of ℐ in general (Theorem 5.2) and, as a consequence under the
stability assumption, from the input Gröbner basis (Corollary 5.4).
Observe that both structural assumptions, of being stable and shape,
are used independently. In particular it is expected that in some
situations where the stability assumption is not satisfied, 𝑃 may
still be obtained efficiently, and then its Hermite normal form yields
the lexicographic Gröbner basis if ℐ is in shape position.

The Hermite normal form can be computed deterministically in
𝑂˜(𝑡𝜔−1𝐷) operations in K [31], which dominates the overall com-
plexity of the change of order. Compared to the previous 𝑂(𝑡𝐷2),
the speed-up factor is of the order of 𝑡2−𝜔𝐷 . The least favorable
situation is 𝑡 ∼ 𝐷 with a speed-up of 𝐷3−𝜔 . The most favorable one
is when 𝑡 ≪ 𝐷 , the extreme case being 𝑡 ∼ 𝑛. We give explicit com-
plexity gains for families of polynomial systems for which closed
formulas or asymptotic estimates for 𝑡 and 𝐷 are known [7, 18].

Finally, we study the practical performance of the new approach.
For this, we designed an efficient implementation of the Hermite
normal form, which follows the approach of [31] but tailored to the
matrices 𝑃 encountered here, which have specific degree shapes.
This implementation relies on the Polynomial Matrix Library [28]
(PML) and on NTL [42]. We show that it outperforms both the exist-
ing change of order algorithm in the current version of msolve [8],
and an implementation of a block-Wiedemann approach in NTL.

Structure of the paper. In Section 2, we recall basic notation and
facts on Gröbner bases, and define the above-mentioned structural
assumptions. Section 3 is devoted to the definition, from ℐ and

some chosen monomials, of a K(︀𝑦⌋︀-submodule of ℐ: the matrix 𝑃
will be a basis of that module, and we relate this construction to
the multiplication matrix of 𝑦. Section 4 establishes the connexion
between the reduced ≼lex-Gröbner basis of ℐ and the Hermite nor-
mal form of 𝑃 . Section 5 shows how to compute 𝑃 from a Gröbner
basis. Finally, in Section 6, we discuss complexity results and report
on practical performance of the new approach.

2 NOTATION AND PRELIMINARIES
Consider the polynomial ringℛ = K(︀𝑥1, . . . , 𝑥𝑛−1,𝑦⌋︀. For a nonzero
polynomial 𝑓 ∈ℛ ∖ {0}, the support of 𝑓 , denoted by supp(𝑓 ), is
the collection of all monomials appearing in 𝑓 , with a nonzero
coefficient. For a set of polynomials 𝑆 ⊂ℛ, the ideal generated by
𝑆 inℛ is denoted by ∐︀𝑆̃︀.

Monomial orders, normal forms. For the definition of a monomial
order ≼ onℛ, we refer to [10, Chap. 2, §2]. We recall that ≼ is a total
order on the set of monomials, and we write ≺ for the corresponding
strict order. Here, monomial orders are such that𝑦 ≺ 𝑥𝑛−1 ≺ ⋯ ≺ 𝑥1.
In particular, we will use the lexicographic order ≼lex, and the degree
reverse lexicographic order ≼drl. We denote by lt≼(𝑓 ) the ≼-leading
term of a nonzero polynomial 𝑓 ∈ ℛ, and by lt≼(𝑆) the set of
≼-leading terms of all nonzero elements of a set 𝑆 ⊆ℛ.

For a monomial order ≼ and an ideal ℐ ⊂ℛ, consider the set ℬ of
monomials inℛ that are not in the ideal of leading terms ∐︀lt≼(ℐ)̃︀.
This set ℬ is called the ≼-monomial basis of ℛ⇑ℐ: it is a basis of
ℛ⇑ℐ as a K-vector space [5, Prop. 6.52]. For a polynomial 𝑓 ∈ ℛ,
the ≼-normal form of 𝑓 with respect to ℐ , denoted by nf≼,ℐ(𝑓 ),
is the unique polynomial whose support is in ℬ and such that
𝑓 − nf≼,ℐ(𝑓 ) ∈ ℐ .

Gröbner bases, shape position. For the notion of (reduced) ≼-Gröb-
ner bases of ideals in ℛ, we refer to [10, Chap. 2]. By definition,
for a ≼-Gröbner basis 𝒢 of ℐ , we have ∐︀lt≼(𝒢)̃︀ = ∐︀lt≼(ℐ)̃︀ and
the ≼-monomial basis ℬ is also the set of monomials that are not
multiples of an element in lt≼(𝒢).

A proper ideal ℐ ⊂ℛ is zero-dimensional [5, Def. 6.46] if, and only
if,ℛ⇑ℐ has finite dimension 𝐷 as a K-vector space [5, Thm. 6.54].
In that case, following [4], ℐ is said to be in shape position if its
reduced ≼lex-Gröbner basis has the form

𝒢lex = {ℎ(𝑦), 𝑥𝑛−1 − 𝑔𝑛−1(𝑦), . . . , 𝑥1 − 𝑔1(𝑦)}, (1)

where 𝑔1, . . . , 𝑔𝑛−1, ℎ are in K(︀𝑦⌋︀. By properties of reduced Gröbner
bases, this implies deg𝑔𝑖 < degℎ for 1 ≤ 𝑖 < 𝑛. Then, ℛ⇑ℐ is iso-
morphic to K(︀𝑦⌋︀⇑∐︀ℎ(𝑦)̃︀ as anℛ-module (equipping this quotient
with the multiplication 𝑥𝑖 ⋅ 𝑓 = 𝑔𝑖(𝑦)𝑓 for 1 ≤ 𝑖 < 𝑛), and the ≼lex-
monomial basis is (1,𝑦, . . . ,𝑦𝐷−1) for 𝐷 = degℎ = dimK(ℛ⇑ℐ).

Stability assumption. This assumption, mentioned in Section 1,
concerning the stability of the ideal of ≼drl-leading terms of ℐ , is
defined as follows.

Definition 2.1. For a set 𝑆 of monomials inℛ, the statement 𝒮(𝑆)
is: “for any monomial ` ∈ 𝑆 such that 𝑦 divides `, the monomial
𝑥𝑖
𝑦
` belongs to 𝑆 for all 𝑖 ∈ {1, . . . , 𝑛 − 1}”.
This is directly related to classical notions of stability of sets

of monomials and of monomial ideals [26, Sec. 4.2.2, 6.3 and 7.2.2],
which arise notably through the Borel-fixedness of generic initial
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ideals [3, 20]. The next lemma states that when considering the
monomials in a monomial ideal, the above statement holds if, and
only if, it holds for the minimal generating monomials of that ideal.

Lemma 2.2. Let 𝒥 be a monomial ideal ofℛ, and {`1, . . . , `𝑠} be
its minimal generating set. Let 𝑆 be the set of monomials in 𝒥 . Then,
𝒮(𝑆) is equivalent to 𝒮(`1, . . . , `𝑠).

We do not prove this, as this is a direct consequence of [37,
Lem. 2.2]. For our purpose, we are mostly interested in the case
𝒥 = lt≼(ℐ) for some monomial order ≼ and some ideal ℐ . The
above lemma shows that, if lt≼(ℐ) is known (for example via the
≼-leading terms of a ≼-Gröbner basis), then it is straightforward to
check whether 𝒮(lt≼(ℐ)) holds.

Example 2.3. Consider the ideal ℐ of F29(︀𝑥1, 𝑥2,𝑦⌋︀ generated by

𝑥
2
2 + 12𝑥1𝑦 + 26𝑥2𝑦 + 5𝑦2 + 9𝑥1 + 6𝑥2 + 8𝑦 + 6,

𝑥1𝑥2 + 10𝑥22 + 10𝑥1𝑦 + 9𝑦2 + 2𝑥1 + 14𝑥2 +𝑦 + 13,
𝑥
2
1 + 7𝑥1𝑥2 + 27𝑥22 + 15𝑥1𝑦 + 24𝑥2𝑦 + 3𝑦2 + 4𝑥1 + 28𝑥2 + 18𝑦 + 26.

Its reduced ≼drl-Gröbner basis 𝒢drl consists of the polynomials

𝒚4 + 3𝑦3 + 15𝑥1𝑦 + 23𝑥2𝑦 + 3𝑦2 + 26𝑥2 + 22𝑦,
𝒙2𝒚

2 + 5𝑥1𝑦 + 28𝑥2𝑦 + 3𝑦2 + 19𝑥1 + 15𝑥2 + 17,
𝒙1𝒚

2 + 18𝑦3 + 24𝑥1𝑦 + 27𝑥2𝑦 + 19𝑦2 + 2𝑥1 + 9𝑦 + 3,
𝑥
2
2 + 12𝑥1𝑦 + 26𝑥2𝑦 + 5𝑦2 + 9𝑥1 + 6𝑥2 + 8𝑦 + 6,

𝑥1𝑥2 + 6𝑥1𝑦 + 𝑥2𝑦 + 17𝑦2 + 28𝑥1 + 12𝑥2 + 8𝑦 + 11,
𝑥
2
1 + 𝑥1𝑦 + 10𝑥2𝑦 + 2𝑦2 + 3𝑥1 + 16𝑥2 + 21.

Observe that it has 𝑡 = 3 polynomials whose ≼drl-leading terms,
in boldface font, are multiples of 𝑦. The ≼drl-monomial basis ℬ of
ℛ⇑ℐ is the set of monomials not in

∐︀lt≼drl(𝒢drl)̃︀ = ∐︀𝑦4, 𝑥2𝑦2, 𝑥1𝑦2, 𝑥22 , 𝑥1𝑥2, 𝑥21̃︀,
that is, ℬ = (1,𝑦,𝑦2,𝑦3, 𝑥2, 𝑥2𝑦, 𝑥1, 𝑥1𝑦).

Finally, we verify that the stability property 𝒮(lt≼drl(ℐ)) holds.
As noted in Lemma 2.2, it is sufficient to check that for each minimal
generator ` of ∐︀lt≼drl(ℐ)̃︀ such that 𝑦 divides `, the monomials 𝑥1

𝑦
`

and 𝑥2
𝑦
` remain in lt≼drl(ℐ). Thus we consider ` ∈ {𝑥2𝑦2, 𝑥1𝑦2,𝑦4},

and it is easily verified that 𝑥1𝑥2𝑦, 𝑥22𝑦, 𝑥21𝑦, 𝑥1𝑥2𝑦, 𝑥1𝑦3, 𝑥2𝑦3 are
all in lt≼drl(ℐ). □

3 RESTRICTING TO A K(︀𝑦⌋︀-MODULE
The algorithmic approach in this paper makes use of aK(︀𝑦⌋︀-module
denoted byℳ𝒯 ,ℐ , which is defined from an ideal ℐ and a set of
monomials 𝒯 . This module is a subset of ℐ , which is sufficient
to recover the ≼lex-Gröbner basis basis of ℐ in the shape position
case, and which allows us to benefit from efficient algorithms for
matrices over K(︀𝑦⌋︀.

3.1 General definitions and properties
For general definitions and properties of modules, we refer to [11,
Chap. 10]. Roughly, free modules are those which admit a basis, and
since K(︀𝑦⌋︀ is commutative, all bases of a free K(︀𝑦⌋︀-module have

the same cardinality which is called the rank of the module [11,
Sec. 10.3].

For modules over a principal ideal domain such asK(︀𝑦⌋︀, we refer
to [11, Chap. 12]. In particular, if𝒩 is a free K(︀𝑦⌋︀-module of rank
𝑡 ∈ N andℳ is a K(︀𝑦⌋︀-submodule of 𝒩 , thenℳ is free and its
rank 𝜌 is at most 𝑡 [11, Sec. 12.1, Thm. 4]. As a result,ℳ has a basis
of cardinality 𝜌 , which can be represented as a matrix in K(︀𝑦⌋︀𝜌×𝑡 .
This matrix has full row rank, and its rows are the basis elements
(see also Eq. (4) in Section 3.2). Furthermoreℳ has a unique basis
in a specific form, at the core of this work: the Hermite normal form
[25, 29]. When 𝜌 = 𝑡 , a matrix 𝑃 = (︀𝑝𝑖 𝑗 ⌋︀ ∈ K(︀𝑦⌋︀𝑡×𝑡 is in Hermite
normal form if:
● 𝑃 is lower triangular;
● the diagonal entries of 𝑃 are monic;
● in each column of 𝑃 , the diagonal entry has greater degree
than the other entries, i.e. deg(𝑝𝑖 𝑗) < deg(𝑝 𝑗 𝑗) for 𝑖 ≠ 𝑗 .

A typical example of ambient module is𝒩 = K(︀𝑦⌋︀𝑡 . Here we will
also consider the K(︀𝑦⌋︀-module 𝒩 = ℛ𝒯 ⊂ ℛ, defined as follows.
Let 𝒯 = (`1, . . . , `𝑡 ) be a list of pairwise distinct monomials in
K(︀𝑥1, . . . , 𝑥𝑛−1⌋︀, and consider the set of monomials

𝒯 ∗ = {𝑦𝑒` ⋃︀ ` ∈ 𝒯 , 𝑒 ≥ 0}
of 𝑦-multiples of a monomial in 𝒯 . Then we define

ℛ𝒯 = {𝑓 ∈ℛ ⋃︀ supp(𝑓 ) ∈ 𝒯 ∗}, (2)
which is a free K(︀𝑦⌋︀-module of rank 𝑡 , with basis given by 𝒯 .

Hereafter, for a finite set of polynomials 𝑆 ⊂ℛ, theK(︀𝑦⌋︀-module
generated by 𝑆 will be denoted by ⎷𝑆⌄.

Example 3.1. Let 𝒯 = (1, 𝑥𝑛−1, . . . , 𝑥1). Then
ℛ𝒯 = ⎷1, 𝑥𝑛−1, . . . , 𝑥1⌄ = K(︀𝑦⌋︀ + 𝑥𝑛−1K(︀𝑦⌋︀ +⋯ + 𝑥1K(︀𝑦⌋︀

is a K(︀𝑦⌋︀-submodule ofℛ of rank 𝑛. □

3.2 A module associated to the ideal
For pairwise distinctmonomials𝒯 = (`1, . . . , `𝑡 ) inK(︀𝑥1, . . . , 𝑥𝑛−1⌋︀,
we consider the K(︀𝑦⌋︀-moduleℛ𝒯 defined in Section 2; it is free of
rank 𝑡 , with basis 𝒯 . Then, for any ideal ℐ ofℛ, let

ℳ𝒯 ,ℐ = ℐ ∩ℛ𝒯 . (3)
By construction, we have the inclusion of ideals ∐︀ℳ𝒯 ,ℐ̃︀ ⊆ ℐ .

Example 3.2. Let 𝒯 be as in Example 3.1. Thenℳ𝒯 ,ℐ is the set
of polynomials in ℐ which have degree at most 1 in each of the
variables 𝑥𝑛−1, . . . , 𝑥1, and
● for ℐ = ∐︀𝑥21̃︀,ℳ𝒯 ,ℐ = {0} and ∐︀ℳ𝒯 ,ℐ̃︀ ⊊ ℐ ;
● for ℐ = ∐︀𝑥1 − 1̃︀,ℳ𝒯 ,ℐ = (𝑥1 − 1)K(︀𝑦⌋︀ and ∐︀ℳ𝒯 ,ℐ̃︀ ⊊ ℐ ;
● for a zero-dimensional ideal ℐ , if ℐ is in shape position then
∐︀ℳ𝒯 ,ℐ̃︀ = ℐ (see Lemma 5.1). □

The case of equality ∐︀ℳ𝒯 ,ℐ̃︀ = ℐ is of particular interest: it
ensures that no information is lost when restricting to polynomials
withmonomial support in 𝒯 ∗. Our aim is to compute objects related
to ℐ , such as its ≼lex-Gröbner basis, using only computations in the
smaller submoduleℳ𝒯 ,ℐ . The motivation behind this idea is that
many efficient tools are known for computing withℳ𝒯 ,ℐ , thanks
to the matrix representation explained below.

As seen in Section 3.1, as a K(︀𝑦⌋︀-submodule of ℛ𝒯 ,ℳ𝒯 ,ℐ is
free of rank 𝜌 , with 𝜌 ≤ 𝑡 , and any basis ofℳ𝒯 ,ℐ is a collection of
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𝜌 polynomials {𝑃1, . . . , 𝑃𝜌} ⊂ℛ𝒯 . Such a basis can be represented
as a matrix

𝑃 =
⎨⎝⎝⎝⎝⎝⎪

𝑃11 ⋯ 𝑃1𝑡
⋮ ⋮ ⋮
𝑃𝜌1 ⋯ 𝑃𝜌𝑡

⎬⎠⎠⎠⎠⎠⎮
∈ K(︀𝑦⌋︀𝜌×𝑡 (4)

of rank 𝜌 , whose row 𝑖 is formed by the univariate polynomials
𝑃𝑖1, . . . , 𝑃𝑖𝑡 ∈ K(︀𝑦⌋︀ such that 𝑃𝑖 = 𝑃𝑖1`1 +⋯ + 𝑃𝑖𝑡 `𝑡 .

Example 3.3 (following on from Example 2.3). Take 𝒯 as the set of
monomials inℬ which are not multiples of𝑦, that is, 𝒯 = (1, 𝑥2, 𝑥1);
observe that the cardinality of 𝒯 is 𝑡 = 3. As noted in Example 3.1,
ℳ𝒯 ,ℐ is then the set of polynomials in ℐ which have degree at
most 1 in 𝑥1 and in 𝑥2. This is the case for 𝑡 = 3 polynomials of 𝒢drl:

𝒚4 + 3𝑦3 + 15𝑥1𝑦 + 23𝑥2𝑦 + 3𝑦2 + 26𝑥2 + 22𝑦,
𝒙2𝒚

2 + 5𝑥1𝑦 + 28𝑥2𝑦 + 3𝑦2 + 19𝑥1 + 15𝑥2 + 17,
𝒙1𝒚

2 + 18𝑦3 + 24𝑥1𝑦 + 27𝑥2𝑦 + 19𝑦2 + 2𝑥1 + 9𝑦 + 3.
Hence these polynomials are inℳ𝒯 ,ℐ ; note they are exactly the
polynomials of 𝒢drl whose ≼drl-leading terms are multiples of 𝑦.
In Section 5 we will prove that, since 𝒮(lt≼drl(ℐ)) is satisfied (see
Example 2.3), these polynomials form a basis ofℳ𝒯 ,ℐ .

Representing these polynomials on the basis 𝒯 ofℛ𝒯 , we obtain
the following matrix in F29(︀𝑦⌋︀𝑡×𝑡 :

𝑃 =
⎨⎝⎝⎝⎝⎝⎪

𝑦
4 + 3𝑦3 + 3𝑦2 + 22𝑦 23𝑦 + 26 15𝑦

3𝑦2 + 17 𝑦
2 + 28𝑦 + 15 5𝑦 + 19

18𝑦3 + 19𝑦2 + 9𝑦 + 3 27𝑦 𝑦
2 + 24𝑦 + 2

⎬⎠⎠⎠⎠⎠⎮
.

Note that this matrix is directly read off from 𝒢drl. □

We end this section by showing that if ℐ is zero-dimensional,
then the bases 𝑃 ∈ K(︀𝑦⌋︀𝜌×𝑡 ofℳ𝒯 ,ℐ are square (𝜌 = 𝑡 ), nonsingular
matrices. This is implied by the first item of the following lemma,
thanks to the fact that a zero-dimensional ideal contains a univariate
polynomial in each variable [5, Lem. 6.50]. For completeness, we
also give a partial converse property in the second item.

Lemma 3.4. With the above notation,
● If there exists a nonzero univariate ℎ ∈ ℐ ∩K(︀𝑦⌋︀, thenℳ𝒯 ,ℐ
has rank 𝜌 = 𝑡 as a K(︀𝑦⌋︀-module.
● Ifℳ𝒯 ,ℐ has rank 𝜌 = 𝑡 as a K(︀𝑦⌋︀-module and 1 ∈ 𝒯 , then
there exists a nonzero univariate ℎ ∈ ℐ ∩K(︀𝑦⌋︀.

Proof. We already observed that 𝜌 ≤ 𝑡 . First item: assuming the
existence of ℎ, the set 𝑔ℛ𝒯 = {ℎ𝑓 ⋃︀ 𝑓 ∈ ℛ𝒯 } is a K(︀𝑦⌋︀-module
of rank 𝑡 , having ℎ𝒯 as a basis. Since ℎ ∈ ℐ , ℎℛ𝒯 is contained
inℳ𝒯 ,ℐ , which implies 𝑡 ≤ 𝜌 as recalled in Section 2. Hence
𝜌 = 𝑡 . Second item: assuming 𝜌 = 𝑡 , we define 𝑃 ∈ K(︀𝑦⌋︀𝑡×𝑡 as in
Eq. (4), from a basis {𝑃1, . . . , 𝑃𝜌} ⊂ ℛ𝒯 ofℳ𝒯 ,ℐ . Then, we let
ℎ = det(𝑃) ∈ K(︀𝑦⌋︀, which is nonzero since 𝑃 is nonsingular. By
assumption, there exists 𝑗 ∈ {1, . . . , 𝑡} such that ` 𝑗 = 1. Then, by
Cramer’s rule, there are 𝑢1, . . . ,𝑢𝑡 ∈ K(︀𝑦⌋︀ such that (︀𝑢1 ⋯ 𝑢𝑡 ⌋︀𝑃 =
(︀0 ⋯ 0 ℎ 0 ⋯ 0⌋︀ with ℎ at the 𝑗th position. By construction of
𝑃 , this means 𝑢1𝑃1 +⋯ +𝑢𝑡𝑃𝑡 = ℎ` 𝑗 = ℎ, hence ℎ ∈ ℐ . □

3.3 Link with the multiplication matrix
In Example 3.3, the basis 𝑃 ∈ K(︀𝑦⌋︀𝑡×𝑡 ofℳ𝒯 ,ℐ can be seen as a
compact representation of the operator of multiplication by 𝑦 in

ℛ⇑ℐ . The more classical representation uses amultiplication matrix,
which is the matrix of this operator expressed on the ≼-monomial
basis. We have seen that in the case of Examples 2.3 and 3.3, the
≼drl-monomial basis is ℬ = (1,𝑦,𝑦2,𝑦3, 𝑥2, 𝑥2𝑦, 𝑥1, 𝑥1𝑦). Then this
multiplication matrix is

𝑀 =

⎨⎝⎝⎝⎝⎝⎝⎝⎝⎝⎝⎝⎝⎝⎝⎝⎝⎪

0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 7 26 26 3 6 0 14
0 0 0 0 0 1 0 0
12 0 26 0 14 1 10 24
0 0 0 0 0 0 0 1
26 20 10 11 0 2 27 5

⎬⎠⎠⎠⎠⎠⎠⎠⎠⎠⎠⎠⎠⎠⎠⎠⎠⎮

∈ K𝐷×𝐷 .

The choice of ordering of ℬ makes the following structure obvious:
this matrix has companion blocks on the diagonal, and its other
blocks have zeroes everywhere but possibly on the last row. Note
how the basis 𝑃 from Example 3.3 can be built by replacing each
block by a single polynomial in K(︀𝑦⌋︀ (recall here K = F29):
● companion blocks are replaced by their respective charac-
teristic polynomials, for example the first companion block
becomes 𝑦4 − (26𝑦3 + 26𝑦2 + 7𝑦) = 𝑦4 + 3𝑦3 + 3𝑦2 + 22𝑦;
● other blocks by are replaced by the opposite of the polyno-
mial given by the last row, for example the block (3, 1) yields
−(11𝑦3 + 10𝑦2 + 20𝑦 + 26) = 18𝑦3 + 19𝑦2 + 9𝑦 + 3.

Both this type of structure for matrices over a field and the
corresponding compact representation as univariate polynomial
matrices have been studied, in particular concerning questions of
matrix similarity. For example, the Frobenius normal form of 𝑀
corresponds to the Smith normal form of 𝑃 [44, Thm. 9.1], whereas
the shifted Hessenberg form of 𝑀 corresponds to the Hermite
normal form of 𝑃 [44, Thm. 9.5 and Lem. 9.7]. More recently, such
matrix structures were instrumental in the design of fast algorithms
for the Frobenius normal form of a matrix over a field [38, 39].

However, to our knowledge, in the context of Gröbner basis
change of order, this structure of the multiplication matrix had only
been exploited through the sparsity it brings, in order to rely on
(block-)Wiedemann techniques [18, 27, 43].

4 RETRIEVING LEXICOGRAPHIC GRÖBNER
BASES FROM HERMITE NORMAL FORMS

From a matrix 𝑃 as in Eq. (4), whose rows in K(︀𝑦⌋︀1×𝑡 represent
a basis ofℳ𝒯 ,ℐ , one can compute the reduced Gröbner basis of
ℳ𝒯 ,ℐ with respect to a chosenmonomial order onK(︀𝑦⌋︀1×𝑡 ; see [12,
Chap. 15] for Gröbner bases of submodules of a free module with
basis. Here this ambient free module isℛ𝒯 ≃ K(︀𝑦⌋︀1×𝑡 , with K(︀𝑦⌋︀
univariate: specific terminology and computational tools exist. In
particular, classical reduced Gröbner bases are the Hermite normal
form [25] (corresponding to the position-over-term order [30]), the
Popov normal form [41] (corresponding to the term-over-position
order [30]), and shifted variants of the latter [6] (corresponding
to term-over-position orders with weights [35, Sec. 1.3.4]). The
definition of Hermite normal forms was given in Section 2.

However, these Gröbner bases of the submoduleℳ𝒯 ,ℐ do not
necessarily correspond to Gröbner bases of the ideal ℐ , even when
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∐︀ℳ𝒯 ,ℐ̃︀ = ℐ . The next result states that, under the stability as-
sumption, there is a correspondence between the lexicographic
Gröbner basis of ℐ and the basis ofℳ𝒯 ,ℐ in Hermite normal form.
(A link of this kind is not new [32, Sec. 5] [45, Sec. 7], yet we were
not able to find a statement similar to the next one in the literature.)

Theorem 4.1. Let ℐ be a zero-dimensional ideal of ℛ and let
𝒢lex be the reduced ≼lex-Gröbner basis of ℐ . Let 𝒯 = (`1, . . . , `𝑡 ) be
pairwise distinct monomials in K(︀𝑥1, . . . , 𝑥𝑛−1⌋︀, sorted increasingly
according to ≼lex. Defineℛ𝒯 andℳ𝒯 ,ℐ as in Eqs. (2) and (3). Let
𝐻 ∈ K(︀𝑦⌋︀𝑡×𝑡 be the basis ofℳ𝒯 ,ℐ in Hermite normal form.

Assuming 𝒢lex ⊆ ℛ𝒯 , then 𝒢lex can be read off from the rows
of 𝐻 . Explicitly, let 𝑓 be an element of 𝒢lex and let 𝑖 be the unique
integer in {1, . . . , 𝑡} such that lm≼lex(𝑓 ) = 𝑦𝑒`𝑖 for some 𝑒 ≥ 0. Then
the 𝑖th row of 𝐻 has the form (︀𝑓1 ⋯ 𝑓𝑖 0 ⋯ 0⌋︀ ∈ K(︀𝑦⌋︀1×𝑡 , with
deg(𝑓𝑖) = 𝑒 and 𝑓 = 𝑓1`1 +⋯ + 𝑓𝑖`𝑖 .

Proof. In this proof, ≼ stands for the lexicographic order ≼lex.
Let 𝑓 be an element of 𝒢lex. Since 𝒢lex ⊆ℛ𝒯 , every monomial

of 𝑓 belongs to 𝒯 ∗ = {𝑦𝑒` 𝑗 ⋃︀ 1 ≤ 𝑗 ≤ 𝑡, 𝑒 ≥ 0}. In particular,
lm≼(𝑓 ) = 𝑦𝑒`𝑖 for some 𝑖 in {1, . . . , 𝑡} and 𝑒 ≥ 0 (and 𝑖 is unique
since the ` 𝑗 ’s are pairwise distinct).

Since 𝑓 ∈ℛ𝒯 , and 𝒯 is a basis ofℛ𝒯 as a K(︀𝑦⌋︀-module, there
is a unique (︀𝑓1 ⋯ 𝑓𝑡 ⌋︀ ∈ K(︀𝑦⌋︀1×𝑡 such that 𝑓 = 𝑓1`1 +⋯ + 𝑓𝑡 `𝑡 .

Let 𝑗 ∈ {𝑖 + 1, . . . , 𝑡}. We are going to prove 𝑓𝑗 = 0. Recall that
𝑦 ≺ 𝑥𝑘 for 1 ≤ 𝑘 ≤ 𝑛−1, and that the monomial ` 𝑗 only involves the
variables 𝑥1, . . . , 𝑥𝑛−1. Besides, 𝒯 being sorted increasingly ensures
`𝑖 ≺ ` 𝑗 . Hence 𝑦𝑒`𝑖 ≺ 𝑦𝑑 ` 𝑗 for any 𝑑 ≥ 0: having 𝑓𝑗 ≠ 0 would
contradict lm≼(𝑓 ) = 𝑦𝑒`𝑖 .

Thus 𝑓 = 𝑓1`1+⋯+ 𝑓𝑖`𝑖 , and lm≼(𝑓 ) = 𝑦𝑒`𝑖 ensures deg(𝑓𝑖) = 𝑒 .
It remains to show that the 𝑖th row of𝐻 is equal to (︀𝑓1 ⋯ 𝑓𝑖 0 ⋯ 0⌋︀.

We first show that the 𝑖th diagonal entry of 𝐻 has degree 𝑒 =
deg(𝑓𝑖). On the one hand, the 𝑖th row of𝐻 corresponds to a nonzero
polynomial in ℐ whose ≼-leading term is 𝑦𝑑 `𝑖 . Then, having 𝑑 < 𝑒
would mean that lt≼(𝑓 ) is a strict multiple of the ≼-leading term of
some element of ℐ , which contradicts the definition of 𝒢lex. Thus
𝑑 ≥ 𝑒 . On the other hand, 𝑓 is inℳ𝒯 ,ℐ and therefore corresponds
to a vector in the K(︀𝑦⌋︀-row space of 𝐻 whose rightmost nonzero
entry is at index 𝑖 . Then, the triangularity of 𝐻 implies that

(︀𝑓1 ⋯ 𝑓𝑖 0 ⋯ 0⌋︀ = (︀_1 ⋯ _𝑖 0 ⋯ 0⌋︀𝐻
for some _1, . . . , _𝑖 ∈ K(︀𝑦⌋︀ and _𝑖 ≠ 0. Using the triangularity again,
we obtain 𝑒 = deg(𝑓𝑖) = deg(_𝑖) + 𝑑 , hence 𝑑 ≤ 𝑒 . This yields 𝑒 = 𝑑 .

Let 𝑑1, . . . , 𝑑𝑖−1 ∈ N be the degrees of the first 𝑖 − 1 diagonal
entries of 𝐻 . In this paragraph we show that, to conclude the proof,
it is enough to prove deg(𝑓𝑗) < 𝑑 𝑗 for 1 ≤ 𝑗 < 𝑖 . Indeed, as seen
above, the vector (︀𝑓1 ⋯ 𝑓𝑖 0 ⋯ 0⌋︀ is in the K(︀𝑦⌋︀-row space of 𝐻 ,
and has rightmost nonzero entry 𝑓𝑖 at index 𝑖 , which has the same
degree as the 𝑖th diagonal entry of 𝐻 and is monic by definition of
a reduced ≼-Gröbner basis. Thus, if deg(𝑓𝑗) < 𝑑 𝑗 for 1 ≤ 𝑗 < 𝑖 , then
this vector must be equal to the 𝑖th row of 𝐻 , by uniqueness of the
Hermite normal form: otherwise one could replace the 𝑖th row of
𝐻 by this vector and get a different Hermite normal form for the
same K(︀𝑦⌋︀-module.

Let 1 ≤ 𝑗 < 𝑖 . We are going to prove deg(𝑓𝑗) < 𝑑 𝑗 . The 𝑗th row
of 𝐻 yields a polynomial in ℐ with ≼-leading term 𝑦

𝑑 𝑗 ` 𝑗 , hence
𝑦
𝑑 𝑗 ` 𝑗 ∈ ∐︀lt≼(ℐ)̃︀. At the same time, since 𝒢lex is reduced, lt≼(𝑓 ) =

𝑦
𝑒
`𝑖 is the only monomial appearing in 𝑓 which is in ∐︀lt≼(ℐ)̃︀. In

particular, defining 𝑑 = deg(𝑓𝑗), the monomial 𝑦𝑑 ` 𝑗 of 𝑓 is not a
multiple of or equal to 𝑦𝑑 𝑗 ` 𝑗 , hence 𝑑 < 𝑑 𝑗 . □

Example 4.2 (following on from Example 3.3). Computing the
Hermite normal form of the basis matrix 𝑃 from Example 3.3 yields

𝐻 =
⎨⎝⎝⎝⎝⎪

𝑦8 + 26𝑦7 + 8𝑦6 + 17𝑦5 + 19𝑦4 + 𝑦3 + 28𝑦2 + 20𝑦 + 18 0 0
28𝑦7 + 23𝑦6 + 17𝑦5 + 25𝑦4 + 24𝑦3 + 17𝑦2 + 14𝑦 + 4 1 0
6𝑦7 + 13𝑦6 + 22𝑦5 + 12𝑦4 + 28𝑦3 + 24𝑦2 + 26𝑦 + 14 0 1

⎬⎠⎠⎠⎠⎮
.

This is the basis ofℳ𝒯 ,ℐ in Hermite normal form; recall that here
ℳ𝒯 ,ℐ is the K(︀𝑦⌋︀-submodule of polynomials in ℐ which have the
form 𝑝1(𝑦)+ 𝑝2(𝑦)𝑥2 + 𝑝3(𝑦)𝑥1. This basis gives the ≼lex-Gröbner
basis of ℐ :

𝑦
8 + 26𝑦7 + 8𝑦6 + 17𝑦5 + 19𝑦4 +𝑦3 + 28𝑦2 + 20𝑦 + 18,

𝑥2 + 28𝑦7 + 23𝑦6 + 17𝑦5 + 25𝑦4 + 24𝑦3 + 17𝑦2 + 14𝑦 + 4,
𝑥1 + 6𝑦7 + 13𝑦6 + 22𝑦5 + 12𝑦4 + 28𝑦3 + 24𝑦2 + 26𝑦 + 14. □
Suppose the basis𝐻 ofℳ𝒯 ,ℐ in Hermite normal form is known.

If lt≼(𝒢lex) is known as well, which is the case under the shape po-
sition assumption, then Theorem 4.1 indicates precisely which rows
of𝐻 give the polynomials of 𝒢lex, without any further computation.

Remark 4.3. Even when lt≼lex(𝒢lex) is unknown, 𝒢lex is easily
found from 𝐻 . Indeed, 𝐻 yields polynomials ℎ1, . . . , ℎ𝑡 inℳ𝒯 ,ℐ ⊆ ℐ ,
and Theorem 4.1 ensures that they include the polynomials of 𝒢lex.
Thus {ℎ1, . . . , ℎ𝑡} is a ≼lex-Gröbner basis of ℐ , and filtering out from
it the polynomials which are not in 𝒢lex is easily done and computa-
tionally cheap, by following the classical procedure for transforming
a non-minimal Gröbner basis into a minimal one. Explicitly:

● let a𝑖 = lt≼lex(ℎ𝑖) for 1 ≤ 𝑖 ≤ 𝑡 ;
● find the indices 1 ≤ 𝑖1 < ⋯ < 𝑖𝑠 ≤ 𝑡 such that {a𝑖1 , . . . , a𝑖𝑠 } is
a minimal generating set of the monomial ideal ∐︀a1, . . . , a𝑡 ̃︀;
● then 𝒢lex = {ℎ𝑖1 , . . . , ℎ𝑖𝑠 }.

Note that the uniqueness of the indices 𝑖1, . . . , 𝑖𝑠 is ensured by the fact
that a1, . . . , a𝑡 are pairwise distinct by construction.

5 CONSTRUCTING A BASIS OF THE MODULE
FROM A KNOWN GRÖBNER BASIS

There are two missing ingredients in order to use the above frame-
work to compute 𝒢lex. First, the assumptions of Theorem 4.1 must
be satisfied. Second, we need an efficient method to compute the
basis𝐻 ofℳ𝒯 ,ℐ in Hermite normal form; for this, known methods
require the knowledge of some basis 𝑃 ∈ K(︀𝑦⌋︀𝑡×𝑡 ofℳ𝒯 ,ℐ .

The assumption that ℐ is zero-dimensional will be guaranteed
from our context. Themain constraint is therefore the choice of 𝒯 in
order to ensure that 𝒢lex ⊂ℛ𝒯 is satisfied. This relates to the more
general equality ∐︀ℳ𝒯 ,ℐ̃︀ = ℐ , via the following characterization:
∐︀ℳ𝒯 ,ℐ̃︀ = ℐ if, and only if, there exists a generating set of ℐ formed
by polynomials inℛ𝒯 . Obviously, taking 𝒯 large enough ensures
𝒢lex ⊂ℛ𝒯 ; yet a larger set 𝒯 also means a larger matrix dimension
𝑡 and thus more expensive computations to find 𝑃 and deduce 𝐻 .

Now, focusing on the shape position case as explained in Sec-
tion 1, all monomials occurring in 𝒢lex are either in {𝑥𝑛−1, . . . , 𝑥1}
or in {𝑦𝑒 ⋃︀ 𝑒 ≥ 0}. Hence the following lemma.
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Lemma 5.1. Using notation from Theorem 4.1, assume the ideal ℐ
is zero-dimensional and in shape position. If {1, 𝑥𝑛−1, . . . , 𝑥1} ⊆ 𝒯 ,
then 𝒢lex ⊂ℛ𝒯 .

Therefore, in the shape position case, the condition 𝒢lex ⊆ℛ𝒯
is easily satisfied, and the main missing ingredient is an efficient
method for computing 𝑃 . The next theorem shows that, for any
monomial order ≼, the knowledge of some ≼-border basis of ℐ
[33] directly provides a suitable set 𝒯 and a corresponding basis
𝑃 ∈ K(︀𝑦⌋︀𝑡×𝑡 ofℳ𝒯 ,ℐ . Furthermore, this matrix 𝑃 has a particular
degree pattern related to the ≼-monomial basis of ℐ .

In Corollary 5.4 we deduce that, under the stability assumption
𝒮(lt≼(ℐ)), the knowledge of the reduced ≼-Gröbner basis of ℐ
is enough to find 𝒯 and 𝑃 . Then, it will only remain to find the
Hermite normal form of 𝑃 , which is the sought basis𝐻 : the efficient
computation of 𝐻 from 𝑃 is discussed in Section 6.1.

Theorem 5.2. Let ≼ be a monomial order such that 𝑦 ≺ 𝑥𝑖 for
1 ≤ 𝑖 ≤ 𝑛 − 1. Let ℐ be a zero-dimensional ideal inℛ and let ℬ be the
≼-monomial basis ofℛ⇑ℐ . Let 𝒯 = (`1, . . . , `𝑡 ) be the monomials in
ℬ which are not divisible by 𝑦, i.e. 𝒯 = ℬ ∩K(︀𝑥1, . . . , 𝑥𝑛−1⌋︀. Then,

{` ∈ ℬ ⋃︀ 𝑦` ⇑∈ ℬ} = {𝑦𝑒𝑖−1`𝑖 ⋃︀ 1 ≤ 𝑖 ≤ 𝑡} (5)
for some 𝑒1, . . . , 𝑒𝑡 ∈ Z>0 with 𝑒1 +⋯ + 𝑒𝑡 = dimK(ℛ⇑ℐ), and

𝒫 = {𝑦𝑒𝑖 `𝑖 − nf≼,ℐ(𝑦𝑒𝑖 `𝑖) ⋃︀ 1 ≤ 𝑖 ≤ 𝑡}
is a basis ofℳ𝒯 ,ℐ as a K(︀𝑦⌋︀-module.

Furthermore, representing 𝒫 as a matrix 𝑃 ∈ K(︀𝑦⌋︀𝑡×𝑡 whose 𝑖th
row contains the coefficients of 𝑦𝑒𝑖 `𝑖 − nf≼,ℐ(𝑦𝑒𝑖 `𝑖) on the basis 𝒯
ofℛ𝒯 , then 𝑃 = diag(𝑦𝑒1 , . . . ,𝑦𝑒𝑡 ) + 𝑅 where 𝑅 ∈ K(︀𝑦⌋︀𝑡×𝑡 , with the
𝑗 th column of 𝑅 of degree less then 𝑒 𝑗 for 1 ≤ 𝑗 ≤ 𝑡 .

Proof. First note that, since ℐ is zero-dimensional, ℬ is finite
and therefore 𝒯 is finite as well. Concerning the identity in Eq. (5)
we first observe that, since ℬ is finite and is the complement of
lt≼(ℐ), for each 𝑖 ∈ {1, . . . , 𝑡} there is a unique 𝑒 ∈ Z>0 such that
𝑦
𝑒−1

`𝑖 ∈ ℬ and 𝑦𝑒`𝑖 ⇑∈ ℬ. Conversely, for any ` ∈ ℬ such that
𝑦` ⇑∈ ℬ, the integer 𝑒 = 1 + max{ 𝑗 ∈ N ⋃︀ 𝑦 𝑗 divides `} satisfies
𝑦
1−𝑒

` ∈ 𝒯 , hence ` = 𝑦𝑒−1`𝑖 for some 𝑖 . This shows Eq. (5).
Now, concerning 𝒫 , its elements are in ℐ by definition of the

≼-normal form (see Section 2), hence 𝒫 ⊆ℳ𝒯 ,ℐ . Furthermore 𝒫
has cardinality 𝑡 , which is the cardinality of 𝒯 and therefore the
rank ofℳ𝒯 ,ℐ (see Lemma 3.4). Thus, to prove that 𝒫 is a basis of
ℳ𝒯 ,ℐ it is sufficient to show that any polynomial 𝑓 inℳ𝒯 ,ℐ is a
ℛ-linear combination of 𝒫 , that is, 𝑓 ∈ ⎷𝒫⌄. Since 𝑓 ∈ℳ𝒯 ,ℐ ,

𝑓 ∈ SpanK({𝑦𝑒`𝑖 ⋃︀ 1 ≤ 𝑖 ≤ 𝑡, 𝑒 ∈ N})
= SpanK(ℬ ∪ {𝑦𝑒𝑖+𝑘`𝑖 ⋃︀ 1 ≤ 𝑖 ≤ 𝑡, 𝑘 ∈ N}).

On the other hand, as showed in Lemma 5.3, 𝑦𝑒𝑖+𝑘`𝑖 − 𝑏𝑖,𝑘 ∈ ⎷𝒫⌄
for some 𝑏𝑖,𝑘 ∈ SpanK(ℬ), for all 1 ≤ 𝑖 ≤ 𝑡 and 𝑘 ∈ N. Altogether,
this implies that 𝑓 = 𝑏 + 𝑝 , for some 𝑏 ∈ SpanK(ℬ) and 𝑝 ∈ ⎷𝒫⌄.
Since ⎷𝒫⌄ ⊆ℳ𝒯 ,ℐ , we have 𝑓 − 𝑝 ∈ℳ𝒯 ,ℐ ⊆ ℐ and therefore
𝑏 = nf≼,ℐ(𝑓 ) = 0. Hence 𝑓 ∈ ⎷𝒫⌄.

Finally, consider the matrix representation 𝑃 of 𝒫 . As seen in
Section 3.2, the 𝑖th row of 𝑃 is the vector (︀𝑝1 ⋯ 𝑝𝑡 ⌋︀ ∈ K(︀𝑦⌋︀1×𝑡
such that 𝑦𝑒𝑖 `𝑖 − nf≼,ℐ(𝑦𝑒𝑖 `𝑖) = 𝑝1`1 + ⋯ + 𝑝𝑡 `𝑡 . Therefore all
monomials of 𝑝1`1 +⋯+ 𝑝𝑡 `𝑡 −𝑦𝑒𝑖 `𝑖 are in ℬ. By definition of the
𝑒 𝑗 ’s, it follows that deg(𝑝 𝑗) < 𝑒 𝑗 for all 𝑗 ≠ 𝑖 , and deg(𝑝𝑖 −𝑦𝑒𝑖 ) < 𝑒𝑖 .

This shows that the 𝑗th column of 𝑅 = 𝑃 − diag(𝑦𝑒1 , . . . ,𝑦𝑒𝑡 ) has
degree less than 𝑒 𝑗 , for 1 ≤ 𝑗 ≤ 𝑡 . □

The next lemma uses notation from Theorem 5.2.

Lemma 5.3. For all 𝑘 ∈ N and 𝑖 ∈ {1, . . . , 𝑡}, 𝑦𝑒𝑖+𝑘`𝑖 −𝑏𝑖,𝑘 ∈ ⎷𝒫⌄,
where we have defined 𝑏𝑖,𝑘 = nf≼,ℐ(𝑦𝑒𝑖+𝑘`𝑖) ∈ SpanK(ℬ).

Proof. We prove this by induction on 𝑘 , noting that this prop-
erty holds for 𝑘 = 0 by definition of 𝒫 . Now, consider 𝑘 ∈ Z>0
and suppose the property holds for all integers up to 𝑘 − 1. Let
𝑖 ∈ {1, . . . , 𝑡}. By induction hypothesis there exists 𝑝 ∈ ⎷𝒫⌄ such
that 𝑦𝑒𝑖+𝑘−1`𝑖 = 𝑏𝑖,𝑘−1 + 𝑝 . Then 𝑦𝑒𝑖+𝑘`𝑖 = 𝑦𝑏𝑖,𝑘−1 + 𝑦𝑝 , with
𝑦𝑝 ∈ ⎷𝒫⌄ and therefore 𝑏𝑖,𝑘 = nf≼,ℐ(𝑦𝑒𝑖+𝑘`𝑖) = nf≼,ℐ(𝑦𝑏𝑖,𝑘−1).

It remains to prove that 𝑦𝑏𝑖,𝑘−1 is the sum of an element of ⎷𝒫⌄
and one of SpanK(ℬ) (the latter must then be 𝑏𝑖,𝑘 by uniqueness).
This follows from the facts that

𝑦𝑏𝑖,𝑘−1 ∈ SpanK(𝑦ℬ) ⊆ SpanK(ℬ ∪ {𝑦𝑒 𝑗 ` 𝑗 ⋃︀ 1 ≤ 𝑗 ≤ 𝑡}),
and that the elements of 𝒫 are {𝑦𝑒 𝑗 ` 𝑗 − 𝑏 𝑗,0 ⋃︀ 1 ≤ 𝑗 ≤ 𝑡} with
𝑏 𝑗,0 ∈ SpanK(ℬ); indeed these imply more precisely that 𝑦𝑏𝑖,𝑘−1 is
the sum of an element of SpanK(𝒫) and one of SpanK(ℬ). □

The next result is a direct consequence of Theorem 5.2.

Corollary 5.4. Using notation from Theorem 5.2, assume further
𝒮(lt≼(ℐ)), let𝒢 be the reduced ≼-Gröbner basis of ℐ , and let 𝑓1, . . . , 𝑓𝑠
be the elements of 𝒢 whose ≼-leading term is divisible by 𝑦. Then
{𝑓1, . . . , 𝑓𝑠} is a basis ofℳ𝒯 ,ℐ as a K(︀𝑦⌋︀-module.

Proof. It suffices to prove that, thanks to 𝒮(lt≼(ℐ)), we have
{𝑦𝑒 𝑗 ` 𝑗 ⋃︀ 1 ≤ 𝑗 ≤ 𝑡} = {lt≼(𝑓𝑖) ⋃︀ 1 ≤ 𝑖 ≤ 𝑠};

then 𝒫 = {𝑓1, . . . , 𝑓𝑠} follows (and in particular 𝑠 = 𝑡 ).
To prove this identity, we first observe that for 1 ≤ 𝑖 ≤ 𝑠 , the

monomial lt≼(𝑓𝑖) is divisible by𝑦 and does not belong toℬ, whereas
𝑦
−1 lt≼(𝑓𝑖) belongs to ℬ. Therefore

𝑦
−1 lt≼(𝑓𝑖) ∈ {` ∈ ℬ ⋃︀ 𝑦` ⇑∈ ℬ} = {𝑦𝑒 𝑗−1` 𝑗 ⋃︀ 1 ≤ 𝑗 ≤ 𝑡},

and lt≼(𝑓𝑖) ∈ {𝑦𝑒 𝑗 ` 𝑗 ⋃︀ 1 ≤ 𝑗 ≤ 𝑡}. Hence 𝑓𝑖 ∈ 𝒫 .
Conversely, for 1 ≤ 𝑗 ≤ 𝑡 , we want to prove that 𝑦𝑒 𝑗 ` 𝑗 = lt≼(𝑓𝑖)

for some 𝑖 ∈ {1, . . . , 𝑠}. By construction, the monomial 𝑦𝑒 𝑗 ` 𝑗 is in
lt≼(𝒫) ⊆ lt≼(ℐ). Thus 𝑦𝑒 𝑗 ` 𝑗 is divisible by lt≼(𝑓 ) for some 𝑓 ∈ 𝒢.
If lt≼(𝑓 ) is not divisible by 𝑦, then lt≼(𝑓 ) is a divisor of ` 𝑗 , which is
impossible since ` 𝑗 ∈ ℬ and lt≼(𝑓 ) ∈ lt≼(ℐ). It follows that 𝑓 = 𝑓𝑖
for some 𝑖 ∈ {1, . . . , 𝑠}. Thus 𝑦𝑒 𝑗 ` 𝑗 = ` lt≼(𝑓𝑖) for some monomial
`, which may only involve the variables 𝑥1, . . . , 𝑥𝑛−1 since 𝑦𝑒 𝑗−1` 𝑗
is in ℬ and thus cannot be a multiple of lt≼(𝑓𝑖). If ` ≠ 1, there
exists 𝑘 ∈ {1, . . . , 𝑛 − 1} such that 𝑥𝑘 divides `. By 𝒮(lt≼(ℐ)), the
monomial 𝑥𝑘

𝑦
lt≼(𝑓𝑖) is in lt≼(ℐ), hence `

𝑥𝑘

𝑥𝑘
𝑦
lt≼(𝑓𝑖) is in lt≼(ℐ)

as well. Yet this contradicts the fact that the latter monomial is
𝑦
−1
` lt≼(𝑓𝑖) = 𝑦𝑒 𝑗−1` 𝑗 , which is in ℬ. Thus ` = 1 and then the

proof is complete. □

6 COMPLEXITY AND PERFORMANCE
6.1 Hermite normal form computation
Here we assume that the basis 𝑃 ∈ K(︀𝑦⌋︀𝑡×𝑡 from Theorem 5.2 is
known, and we list the best known methods for the computation
of its Hermite normal form 𝐻 .
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Reducing to average degree, and general algorithms. According
to Theorem 5.2, the matrix 𝑃 has column degrees (𝑒1, . . . , 𝑒𝑡 ), and
𝐷 = 𝑒1 +⋯ + 𝑒𝑡 is the ideal degree 𝐷 = dimK(ℛ⇑ℐ). Hence 𝑃 has
average column degree 𝐷

𝑡
. Then, its Hermite normal form 𝐻 can be

found deterministically in 𝑂˜(𝑡𝜔−1𝐷) operations in K [31, Thm. 1].
Besides, it is showed in [31, Sec. 6] that computing 𝐻 directly

reduces to computing the Hermite normal form of a matrix which is
built from 𝑃 and has slightly larger size but with all entries of degree
at most [︂𝐷

𝑡
⌉︂. Since 𝑡 ≤ 𝐷 here, [︂𝐷

𝑡
⌉︂ ∈ 𝑂(𝐷

𝑡
), hence the same cost

𝑂˜(𝑡𝜔 𝐷
𝑡
) = 𝑂˜(𝑡𝜔−1𝐷) is obtained by the Las Vegas randomized

algorithm in [22, 24]. Observe that, in both cases, the number of
logarithmic factors in the cost bound is currently unknown.

Hermite normal form knowing degrees. Assume the ideal is in
shape position; further make the mild assumption that 𝒢lex ⊆ℛ𝒯 is
satisfied, meaning that the variables 𝑥1, . . . , 𝑥𝑛−1 are in 𝒯 . Order 𝒯
so that its first 𝑛 elements are (`1, . . . , `𝑛) = (1, 𝑥𝑛−1, . . . , 𝑥1). Then,
𝒢lex = {ℎ(𝑦), 𝑥𝑛−1 −𝑔𝑛−1(𝑦), . . . , 𝑥1 −𝑔1(𝑦)}, and the sought basis
in Hermite normal form is

𝐻 =

⎨⎝⎝⎝⎝⎝⎝⎝⎝⎝⎝⎝⎝⎝⎝⎪

ℎ(𝑦)
−𝑔𝑛−1(𝑦) 1
⋮ ⋱

−𝑔1(𝑦) 1
−𝑏𝑛+1(𝑦) 1
⋮ ⋱

−𝑏𝑡 (𝑦) 1

⎬⎠⎠⎠⎠⎠⎠⎠⎠⎠⎠⎠⎠⎠⎠⎮

(6)

for some polynomials 𝑏𝑛+1, . . . , 𝑏𝑡 ∈ K(︀𝑦⌋︀ of degree less than degℎ.
Indeed, for the first 𝑛 rows of 𝐻 this follows directly from Theo-
rem 4.1, proving also degℎ = 𝐷 = deg det𝐻 . Then, properties of
Hermite normal forms imply that the diagonal entries of 𝐻 are
(ℎ, 1, . . . , 1) and that the remaining rows have the above form. One
can further prove that 𝑏 𝑗 = nf≼,ℐ(` 𝑗) for 𝑗 ∈ {𝑛 + 1, . . . , 𝑡}.

In particular, we know the degree shape of the sought Hermite
normal form. Finding these degrees is the first step of the fastest
knownHermite normal form algorithm [31, Sec. 3], which can there-
fore be omitted: we directly use the second step in [31, Sec. 5]. The
advantage is that the latter boils down to one call to a row reduction
algorithm, for which the cost bound is known including logarithmic
factors: it is𝑂(𝑡𝜔M(𝐷

𝑡
)(log(𝑡)2+ log(𝐷

𝑡
))), if one uses the fastest

known deterministic algorithm [23, Thm. 18]. Here, M(⋅) is a time
function for the multiplication of univariate polynomials in K(︀𝑦⌋︀,
with usual assumptions recalled for example in [23, Sec. 2].

Observe that one may still follow this approach when it is un-
known whether the ideal is in shape position. If the obtained matrix
does not have the expected form described in Eq. (6), then the ideal
is not in shape position, and one can restart computations using a
more general, slower change of order algorithm.

Using a kernel basis to reduce the matrix dimension. For our pur-
pose, we are only interested in the 𝑛×𝑛 leading principal submatrix
𝐻1..𝑛,1..𝑛 , which exactly corresponds to 𝒢lex:

𝐻1..𝑛,1..𝑛 =
⎨⎝⎝⎝⎝⎝⎝⎝⎪

ℎ(𝑦)
−𝑔𝑛−1(𝑦) 1
⋮ ⋱

−𝑔1(𝑦) 1

⎬⎠⎠⎠⎠⎠⎠⎠⎮
.

To compute it from the known basis 𝑃 , we can proceed as follows
according to [31, Lem. 3.1] and [47, Lem. 3.1]:
● compute a left kernel basis𝐾 ∈ K(︀𝑦⌋︀𝑛×𝑡 of the right 𝑡×(𝑡−𝑛)
submatrix 𝑃1..𝑡,𝑛+1..𝑡 of 𝑃 , using the algorithm of [48];
● multiply 𝐾 with the left submatrix:𝑄 = 𝐾𝑃1..𝑡,1..𝑛 , using par-
tial linearization in case of unbalanced degrees [48, Sec. 3.6];
● compute the Hermite normal form of 𝑄 , which is 𝐻1..𝑛,1..𝑛 ,
using [31, Algo. 3].

Our implementation, on which we report in Section 6.3, is based
on this approach. The advantage is that this uses a single call to
the fast kernel basis algorithm of [48], for which a precise cost
estimate is known when the input matrix has full rank. After the
multiplication, whose cost is also well understood, we are left with
the computation of a Hermite normal form of an 𝑛 × 𝑛 matrix. In
most interesting instances, this has negligible cost, since 𝑛 ≪ 𝑡 (see
for example Sections 6.2 and 6.3).

Explicitly, the complexity of computing the kernel basis 𝐾 is
𝑂(𝑡𝜔M(𝐷

𝑡
) log(𝐷

𝑡
)) [36, Lem. 2.10], while the multiplication to

obtain 𝑄 , although possibly involving unbalanced degrees, has a
lower complexity [36, Lem. 2.8].

Here again, one does not have to assume that the ideal is in shape
position: this can be detected from the degrees in 𝑄 , which in fact
can be predicted from the degrees in the kernel basis 𝐾 . In the case
where the degrees in 𝐾 reveal that the ideal is not in shape position,
one could switch to another more general method.

6.2 Impact on specific systems
The complexity improvement from𝑂(𝑡𝐷2) of [17, 18] to𝑂˜(𝑡𝜔−1𝐷)
can be expressed in terms of 𝑛 and 𝐷 , and potentially other param-
eters, for several families of systems. A first analysis is given in [18,
Tbl. 2] for systems of 𝑛 random equations of degree 𝑑 in 𝑛 variables
(rand (𝑛,𝑑)). It is expanded in [7, Tbl. 1] for systems of critical points
of a mapping from K𝑛 to K𝑝 defined by 𝑝 polynomials of degree
𝑑 in 𝑛 variables (crit (𝑛,𝑑, 𝑝)). In [19, Tbl. 1], the authors consider
the ideal spanned by the (𝑟 + 1)-minors of a polynomial symmet-
ric matrix of size𝑚 in 𝑛 = (𝑚−𝑟+12 ) variables (symdet (𝑛,𝑑,𝑚, 𝑟)).
These improvements are summed up in Table 1.

6.3 Practical performance
We compare our implementation of the new change of order algo-
rithm with two other algorithms:
● The state-of-the-art implementation of the Sparse-FGLM
algorithm [17, 18], provided by msolve [8]. This is based on
the Wiedemann algorithm, with the core computational task
consisting of a series of matrix-vector products.
● A prototype implementation of a block-Wiedemann variant
of Sparse-FGLM, whose core computational task consists of
a series of matrix-matrix products. For the sake of compar-
ison with our prototype PML/NTL implementation of the
new algorithm, this was written with NTL using the linear
algebra tools provided by its Mat<zz_p> module.

Both implementations exploit the structure of the multiplication
matrix of𝑦 inℛ⇑ℐ written on the ≼drl-monomial basis, as explained
in Section 3.3. In this context, the expected advantage of the block
variant comes from the greater efficiency of performing a single
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matrix-matrix product 𝑀 ⋅ (︀𝑣1 ⋯ 𝑣𝑘⌋︀ versus performing several
matrix-vector products𝑀𝑣𝑖 for 1 ≤ 𝑖 ≤ 𝑘 .

In our experiments on the block-Wiedemann approach, a block-
size 𝑘 in the range between 64 and 128 appeared as a good compro-
mise. When 𝑘 is below 64, the benefit from matrix-matrix products
remains limited. On the other hand, when 𝑘 is above 128, although
there could still be some gain by further increasing the matrix di-
mension, this is counter-balanced by the cost of the second step
which starts to be non-negligible. This second step is a matrix
fraction reconstruction, performed via an approximant basis of a
(2𝑘) × 𝑘 matrix at order 2𝐷⇑𝑘 , for which we used PML [28].

Note that, although block-Wiedemann approaches are often used
for benefiting from multi-threaded or parallel computations, here
only single-threaded performance is considered, and we keep the
design of an optimized, multi-threaded implementation of our new
change of order algorithm as a future perspective. Indeed, we expect
it to also benefit frommulti-threading, since the dominant part of its
computations consists of multiplication and Gaussian elimination
of large-dimension matrices over K.

We summarize our comparison in Table 2. All computations were
performed on a single thread on a computer equipped with Intel®
Xeon® Gold CPU 6246R v4 @ 3.40GHz and 1.5TB of RAM.

The base field is K = Z⇑𝑝Z with a 30-bit prime modulus 𝑝 . This
choice comes from the fact that many application areas require
Gröbner bases computations over large fields. This is the case for
problems inmultivariate cryptography and number theory [1, 2, 40].
Furthermore, large computations over the rationals K = Q boil
down to solving several instances over K = Z⇑𝑝Z, through the
Chinese Remainder Theorem. We consider the 30-bit prime fields
as a base case in this setting, since it allows us both to choose suffi-
ciently many primes for large instances, and to avoid bad primes
with higher probability than e.g. 16-bit prime fields. It also seems to
be the base case used in computer algebra software like Macaulay2,
Maple and Singular and in the state-of-the-art change of order
implementation in msolve which we compare to.

We observe that our implementation of the new algorithm is
always faster than both other implementations, and that the gap is
increasing with the size of the instances. For large instances, the
speed-up factor is close to 5.

Let us notice that the block-Wiedemann approach also outper-
forms msolve for large sizes, as might be expected, yet only by a
very small margin. One explanation can be that NTL does not seem
to use AVX2 vectorization techniques for matrix multiplication over
a 30-bit prime field, whereas msolve does for its matrix-vector prod-
ucts. Investigating this is a future perspective, and incorporating
AVX2 may lead to further accelerations for the block-Wiedemann
approach, but also for the new algorithm which makes an inten-
sive use of the multiplication of matrices over K when multiplying
univariate polynomial matrices.

Let us recall that when computing over the rationals, the common
strategy through Chinese Remainder Theorem is to use F4 with a
tracer for the computation of 𝒢drl modulo each prime: perform a full
F4 algorithm modulo the first prime and learn which polynomials
are used in the construction of each matrix and remove those that
reduce to 0, and those used only in these reductions to 0. This allows
one to minimize the computations modulo the subsequent primes.
As a practical consequence, FGLM used to be slower than F4-tracer,

but this is not the case anymore, we have reestablished a kind of
balance. With the above perspective we expect the change of order
step to be consistently faster than the F4-tracer step. Furthermore,
even when computing over a 30-bit prime field, with only F4 and no
tracer, FGLM could take more than 25% of the total time, sometimes
even close to 40% (see rand (4, 7) or (4, 8)), now it is closer to
negligible (often below or close to 10%).

system 𝑂(𝐷) 𝑂(𝑡) 𝑂(𝑡2−𝜔𝐷)
rand (𝑛,𝑑)

𝑑
𝑛 𝑑

𝑛−1⌋︂
𝑛

(𝑑𝑛−1)3−𝜔 𝑛 𝜔−2
2[18, Cor. 5.10]

crit (𝑛, 2, 𝑝) 2𝑝(𝑛−1
𝑝−1) 2𝑝⌋︂

𝑝
(𝑛−2
𝑝−1) (2𝑝(𝑛−2

𝑝−1))
3−𝜔

𝑝
𝜔−2
2[7, Thm. 2]

crit (𝑛,𝑑, 𝑝)
𝑑
𝑛(𝑛−1
𝑝−1) 𝑑

𝑛−1⌋︂
𝑛−𝑝 (

𝑛−2
𝑝−1) (𝑑𝑛−1(𝑛−2

𝑝−1))
3−𝜔

[7, Thm. 2]
symdet

𝑚
3

𝑚
2
𝑑 𝑚

7−2𝜔

𝑑𝜔−2
(3, 𝑑,𝑚,𝑚 − 2)
[19, Prop. 9]
symdet

𝑚
6
𝑑
6

𝑚
5
𝑑
5 (𝑚𝑑)16−5𝜔(6, 𝑑,𝑚,𝑚 − 1)

[19, Prop. 12]
symdet

2𝑚𝑑(
𝑚

2 ) 2𝑚
𝑚
𝑑
(𝑚2 )−1 (2𝑚𝑑(𝑚2 ))

3−𝜔
𝑚
𝜔−2((𝑚2 ), 𝑑,𝑚, 1)

[19, Prop. 14]
Table 1: Simplified asymptotic gain of complexity compared
to Sparse-FGLM [17, 18] for systems of polynomial equa-
tions of degree 𝑑 in 𝑛 variables.

Step 1: 𝒢drl ≈ 𝑃 Step 2: 𝒢lex ≈ 𝐻
msolve msolve NTL PML

𝑛,𝑑 𝐷 𝑡 F4 F4-tr Wied. bl-Wied. HNF
2, 11 2048 462 11.6 1.1 1.2 1.7 0.8
2, 12 4096 924 115.9 8.3 6.5 14.5 5.3
2, 13 8192 1716 970 62 103.6 110 34.8
2, 14 16384 3432 7921 460 1011 880 240
2, 15 32768 6435 61381 3193 7844 6691 1665
2, 16 65536 12870 482515 24523 58744 52709 11359
3, 8 6561 1107 122.6 12.8 23.6 44.7 15.1
3, 9 19683 3139 3552.7 361 1302 1163 314
3, 10 59049 8953 95052 8664 34844 29974 6709
4, 6 4096 580 9.9 2.2 4 8.8 3.5
4, 7 16384 2128 876 128 575 545 157
4, 8 65536 8092 57237 6977 36454 33452 7231

Table 2: Timings in seconds for random square systems in 𝑛
variables and degree 𝑑 , over a prime field Z⇑𝑝Z with a 30-bit
modulus. F4 is the algorithm of [13]. “F4-tr” is the tracer algorithm
after the initial learn phase [8, Sec. 4.3]. “Wied.” and “bl-Wied.” are
the change of order comparison points described in Section 6.3. They
use respectively the Wiedemann-based Sparse-FGLM algorithm [18]
and a folklore block-Wiedemann variant (see e.g. [27, 43]). “HNF” is
the new algorithm, based on Hermite normal form, as described in
Section 6.1.
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