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Abstract: Audio-only augmented reality consists of enhancing a real environment with virtual sound
events. A seamless integration of the virtual events within the environment requires processing them
with artificial spatialization and reverberation effects that simulate the acoustic properties of the room.
However, in augmented reality, the visual and acoustic environment of the listener may not be fully
mastered. This study aims to gain some insight into the acoustic cues (intensity and reverberation)
that are used by the listener to form an auditory distance judgment, and to observe if these strategies
can be influenced by the listener’s environment. To do so, we present a perceptual evaluation of
two distance-rendering models informed by a measured Spatial Room Impulse Response. The
choice of the rendering methods was made to design stimuli categories in which the availability and
reproduction quality of acoustic cues are different. The proposed models have been evaluated in
an online experiment gathering 108 participants who were asked to provide judgments of auditory
distance about a stationary source. To evaluate the importance of environmental cues, participants
had to describe the environment in which they were running the experiment, and more specifically
the volume of the room and the distance to the wall they were facing. It could be shown that these
context cues had a limited, but significant, influence on the perceived auditory distance.

Keywords: audio-only augmented reality; auditory distance perception; acoustic cues weighting
strategies; reverberation-related cue; visual spatial boundary

1. Introduction

Audio-only augmented reality (AAR) consists of using spatial audio processing to
enhance the real environment of a user with virtual sound events. A key requirement
of AAR is to produce the localization of virtual sound sources in a real environment
as naturally as possible. Auditory distance perception is one component of the spatial
localization of virtual sound sources and depends on a combination of several acoustic
and nonacoustic distance cues [1]. The production of a virtual sound source in a real
environment calls for the choice of a spatial audio processing method. The main purpose
is to achieve a seamless integration of the virtual sound source into the real listening
environment. The method has a direct influence on the reproduction of acoustic cues
conveyed by the room effect, possibly affecting the auditory distance perception of a
virtual sound source. In AAR scenarios, the characteristics of the environment (geometry,
room acoustics) are not necessarily mastered; thus, a room divergence effect [2] may occur
between the real listening environment and the acoustic cues conveyed by the virtual sound
source processing.

1.1. Acoustic Cues Combination for Auditory Distance Perception

This study focuses on the auditory distance perception of virtual sound sources
presented in front of the listener, in a real environment, and at distances beyond the near-
field. Both auditory and nonauditory cues affecting the auditory distance perception of
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frontal sources have been identified [3,4]. In the free field, the sound level at the ears
decreases as the distance to the source increases. Therefore, sound level is considered as a
primary monaural cue for distance perception. Sound level is often classified as a relative
cue, as it needs a priori knowledge of the source sound power to be interpreted by a listener.

The direct-to-reverberant (DRR) energy ratio is often considered as the cue best defin-
ing the contribution of reverberation for distance. When the distance to a sound source
increases in a reverberant environment, the DRR decreases. DRR has been proposed as an
absolute distance cue, contrary to sound level, as it does not require a priori information
about the source power to be interpreted as a distance cue. Nonetheless, it can be argued
that familiarity with the acoustical environment is necessary to consider this cue as absolute,
the reverberation decay being specific to each environment.

However, it is very unlikely that the auditory system can effectively separate the
direct sound from reverberation and compute a physical DRR [5]. Different studies tried
to define a more relevant reverberation-related distance cue [5–8]. Three alternative cues
to DRR have already been evaluated: an estimation of the perceived distance with an
early-to-late energy power ratio [6], the interaural coherence [9,10], the initial time delay
gap (ITDG) depicting the time of arrival of the first reflections [11], and monaural changes
in the spectral centroid or in frequency-to-frequency variability in the signal [9]. Kopčo and
Shinn-Cunningham [5] have proposed that the best candidate is most likely an early-to-late
power ratio. Concerning the temporal limit between what is considered as the early energy,
which contains the direct sound and some early reflections, and the late reverberation, no
clear conclusions have been drawn [6]. The relevance of the early-to-late energy ratio as a
reverberation-related distance cue, and how this cue is combined with the sound level to
process an auditory distance judgment, are examined in this study.

Moreover, the combination of the sound level and reverberation-related cues is the main
factor driving the auditory distance perception of stationary sources. Zahorik [12] showed
that the perceptual system uses weighting strategies of intensity and of reverberation-related
cues flexibly to produce a distance percept, depending on the characteristics of the listening
situation: the stimulus nature, the angular position, and the source–receiver distance. He
also suggested that the weighting of cues may rely on the consistency associated with each
cue [4]. Cues that are either unavailable (e.g., reverberation in a free field environment) or
unreliable (e.g., a cue that stays constant with distance) are given less perceptual weight
in the combination process. To conclude, he suggests that such an individual weighted
sum of acoustic cues assessments may yield the final distance percept. In this study, the
influence of environmental characteristics on the acoustic cues weighting strategies adopted
by participants to produce an auditory distance judgment is investigated.

1.2. Vision Contribution

Another aspect that must be considered for auditory distance perception in an AAR
scenario is the influence of the visual environment. Indeed, in most cases, users of an AAR
scenario see their own environment while it is enhanced with virtual sound sources. The ge-
ometry of the room is not necessarily totally known and implemented in AAR applications,
and several studies have suggested that the visual context influences distance perception
of the sound sources through mechanisms related to multisensory integration [13,14]. Di-
vergent visual context was also demonstrated to have an effect on the externalization of
virtual sound sources [2].

It has long been argued that vision could calibrate auditory distance perception [15,16].
Calcagno et al. [13] demonstrated that a priori visual information about an environment
can be beneficial to the accuracy of auditory distance perception of real sound sources.

The authors hypothesized that the representation of the visual space can serve as a
spatial reference into which distance cues are integrated to create an auditory distance
judgment. Consequently, the reference space conditioned by visual information scales
auditory distance perception and can compress or expand the auditory distance responses,
depending on the congruence of the acoustic information with visual spatial cues. This
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hypothesis about calibration of space perception has been tested with stimulation of a
single or multiple sensory modalities. Previous studies have notably demonstrated that
distance perception responses can be calibrated by information collected by the same or a
different sensory modality. For instance, Etchemendy et al. [17] demonstrated how sound
reverberation conditions affect visual distance perception, with highly reverberant rooms
implying an overestimation of visual distance perception.

Given these results about spatial calibration of a sensory modality, the specific impact
of visual spatial boundaries on the perception of virtual sound sources is addressed.

1.3. Research Aim

The aim of this study is twofold: (1) to evaluate the use of early energy relative to late
reverberation and of the global energy to judge the absolute distance to a virtual sound
source; (2) to investigate the influence of two environmental characteristics, the visual
spatial boundary and the volume of the environment, on the auditory distance perception
of a virtual sound source.

An experiment was conducted with online listening tests in which participants had to
evaluate the distance of virtual sound sources produced by different rendering methods.
The choice of the rendering methods was made to design stimuli categories in which
the availability and reproduction quality of acoustic cues are different. Two different
distance-rendering models have been evaluated in contrast to a method based on actual
measurements of spatial room impulse responses (SRIR).

A first model, labeled “envelope-based model”, was used to investigate whether ener-
getic discrepancies between the model and measurements influence distance perception. Its
evaluation enabled the investigation of whether a portion of the early energy of an impulse
response can be considered as fused with the direct sound to establish an early-to-late
energy ratio as a relevant distance cue.

A second model, labeled “intensity-based model”, was designed to accurately re-
produce intensity while maintaining reverberation-related cues constant with distance.
The perceptual evaluation of this model provided insight into participants’ acoustic cues
weighting strategies, which included intensity and reverberation-related cues.

The experiment gathered two pools of 60 normal-hearing adult participants, each
performing the experiment with a different inclusion criterion on the distance between
the participant and the facing wall. The analysis of the differences between both groups’
results was made to investigate the influence of this visual spatial boundary condition on
auditory distance perception. Participants of both groups had to report the dimensions
of the room in which they were during the experiment. The volume estimated from this
report was considered as a primary descriptor of the quantity of reverberation in the
room. As participants were each accustomed to the specific acoustic properties of the
room where they were running the experiment, it was decided to study, through each
participant’s reported room volume and reported distances for each distance-rendering
method, the influence of a possible acoustic familiarity on auditory distance perception.

2. Design of Distance-Rendering Methods

Three methods were designed to reproduce distance of a virtual sound source in
a single acoustical environment: a classroom at IRCAM (semi-damped, dimensions:
8.7 m × 4.7 m × 3.5 m—L ×W × H, T60 at 1 kHz of 0.55 s). Their different designs aim to
partly reproduce the acoustic cues conveyed by real measurements.

2.1. Reference Method Based on Measurements

Different SRIRs were measured in the classroom with a spherical microphone array
(SMA), Eigenmike® EM32 from MH Acoustics. The choice to use SRIRs was motivated
by the flexibility of this solution. While a binaural impulse response (BRIR) only allows
temporal modifications, an SRIR can be subject to spatial modifications and binaural
decoding on any HRTF set. Nine SRIRs were measured for distances ranging from 1
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to 7 m (1, 1.5, 2, 2.5, 3, 4, 5, 6, 7 m) by changing the speaker position and with a single
microphone position. The different measurements were performed on an axis shifted 60 cm
from the median line of the room to avoid spatial symmetry of the first reflections. This
precaution was taken to favor decorrelation of the binaural stimuli, which also optimized
their externalization [18]. These SRIRs were converted from a fourth-order ambisonic
signal to BRIRs. Here, an “energy-preserving” decoding method was used [19]. In order to
decode the SRIR to binaural format, the spherical harmonic excitation of the fourth-order
ambisonic signal was sampled on virtual speakers’ positions. A virtual spherical array of
24 uniformly distributed speakers, following an equal-area grid, was used and the listener
was considered at its center. To produce the final BRIR signals, each of the speakers’ signals
was filtered with the head-related transfer function (HRTF) of a Neumann KU100 dummy
head, according to its direction. This set of nine resulting BRIRs will be referred to as the
“reference room”. The BRIR corresponding to a distance of 1 meter was used as an initial
impulse response for the two following distance-rendering models.

2.2. Envelope-Based Model

This model is based on a simplified representation of the energy envelope of the
impulse response, here divided into two temporal segments: the early energy Es, com-
prising both the direct sound and early reflections, and the late reverberation energy Erev.
The energy of these two temporal segments are modified according to the desired distance.

Different perspectives can be considered to demarcate the time limit between these two
segments. This transition time can be derived from perceptual considerations, regardless
of the room geometry. A time limit of 50 ms has been considered in room acoustics as
criteria describing the quality of speech perception, such as definition (D50) or clarity (C50).
In order to delineate the “useful sound” in opposition to the “detrimental sound”, Lochner
and Burger [20] consider a weighting function equal to 1 until 35 ms and then linearly
decreasing up to 95 ms.

This transition time can also refer to the physical properties of the room and of its
impulse responses. After reaching a sufficiently high echo density and modal overlap,
the room reverberation exhibits an exponentially decaying stochastic behavior. This lower
time limit is referred to as the mixing time. Several estimators of the mixing time have been
suggested in the literature. The estimation tm =

√
V (with tm the mixing time in ms and V

the volume of the room in cubic meter) was proposed in [21]. Other methods rely on the
evaluation of the diffuseness of the sound field from the statistics of the echoes observed in
the impulse response. This estimation may either be conducted in the time domain [22,23],
or in the spatial domain, when an SRIR is available [24]. In our case, a temporal estimation
of the mixing time was chosen and a value of 15 ms (after the onset delay) was provided.
This time will define the temporal limit between what is considered as the early part of the
BRIR and the reverberation tail.

The design of this model was based on the hypothesis that the early-to-late energy
ratio is a relevant reverberation-related distance predictor [7]. Bronkhorst tested a predic-
tive model in which he used an early-to-late energy power ratio to compute the perceived
distance with success [6]. He also highlighted the role of the spatial distribution of early
reflections. In [7], he showed that the early energy definition could be based on a later-
alization window (i.e., aggregation of the reflections sharing an ITD close to that of the
direct sound) rather than on a time window. Here, the mixing time was chosen as a first
estimation of the length of the temporal integration window of the early energy.

The model applied to alter the initial BRIR to control its apparent source distance is
inspired by previous work from Jot et al. described in [25]. In the proposed approach,
the sound source distance is driven through the control of two temporal segments, the direct
sound energy Edir and the reverberated energy Erev. The level of the direct sound according
to the source distance is expressed as follows:

Edir( f , d) =
Sφ( f )2µ( f )d

4πcd2 (1)
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with c the sound celerity, f the frequency, µ( f ) the frequency-dependent sound absorption
for a 1-m propagation in the air, and Sφ( f ) the free field transfer function of the source in
the direction of the receiver.

The level of the diffused part of the reverberation after the mixing time τ in the impulse
response is expressed as follows:

Erev(τ, f ) =
Tr( f )Sd( f )
13.81 ∗V

exp(−13.81 ∗
τ + d

c
Tr( f )

) (2)

with Tr( f ) the reverberation time, V the volume of the room, Sd( f ) the diffuse-field transfer
function. The dependence of the reverberation energy with the distance d agrees with
Barron’s revised theory on energy relations in the room response [26]. In the present
study, some further simplifications are made. Air absorption is not considered. The spatial
dependence of the free field transfer function is also neglected, as the source will always be
heard from its frontal direction. Moreover, the attenuation law of the direct sound will be
extended to the whole early energy, thus introducing discrepancies between the measured
and the simulated early reflections. Under these assumptions, the modifications that should
be applied to the early and late segments of the initial impulse response measured at a
distance dre f to derive the new impulse response at distance d can be written as follows:

Es(d) = Es(dre f ) ∗
d2

re f

d2 (3)

Erev(d, f ) = Erev(dre f , f ) ∗ exp(−13.81 ∗
d− dre f

cTr( f )
) (4)

This model will be referred to as the “envelope-based model”. Applying Equations (3)
and (4), nine BRIRs were generated upon modification of the initial impulse response
measured at dre f = 1 m to simulate the different distances selected in the classroom.

2.3. Intensity-Based Model

This simplified model extrapolates the BRIRs corresponding to different distances by
applying a global gain to the initial reference BRIR measured at 1 m. The gain used to
extrapolate the BRIR for a given distance was tuned so that the loudness of the resulting
stimulus corresponded to the loudness of the stimulus generated with the BRIR measured
at the same distance. The loudness criterion used here is EBU R128. This model is used in
contrast to the envelope-based model and the rendering method based on measurements,
as no modification of the reverberation-related cues is present when distance increases.

This second model gives insights into the participants’ auditory cues weighting strate-
gies, as well as a potential influence of the environment on these strategies. Participants that
primarily rely on intensity to infer a distance judgment were expected to show similarities
in distance reports for stimuli created with this model and for stimuli generated with the
reference measurements. Participants who primarily rely on reverberation-related cues
would exhibit significant differences between distance reports associated with both types
of stimuli.

2.4. Energy Differences between the Methods

The differences between the BRIRs generated with the two models and the measure-
ments taken in the reference room are analyzed under the scope of the energy contained
in different temporal segments of the impulse responses. Figure 1 depicts the energy
contained in the early part of the impulse response, Es, preceding the considered mixing
time, as well as in the reverberation, Erev, of each impulse response. When compared to
the measured impulse responses, the envelope-based model mainly underestimates the
early energy Es, a difference that increases for longer distances. This behavior comes from
the attenuation law, which is proportional to the square of the distance and is applied
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uniformly to the whole early energy segment and not only to the direct sound. Contrarily,
the late energy tends to be slightly overestimated, as distance increases with a maximum
difference of 1 dB. As a summary, the envelope-based model correctly reproduces the
energy contained in the late reverberation but strongly underestimates a part of the energy
of early reflections.
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Figure 1. Evolution of the total energy Etot (left), the early energy Es (middle), and reverberation
Erev (right) according to the source distance for the BRIRs generated by the two models and for the
measured ones.

For the intensity model, the attenuation law used to tune the global gain of the
impulse responses produces opposite differences in terms of energy contained in the
early and late time segments of the generated BRIRs. Early energy tends to be slightly
overestimated as distance increases, with a maximum difference of 1 dB. Late energy is
highly underestimated as distance increases.

Compared to the measurements, both models show a slight underestimation of the
total energy as the distance increases, however not exceeding 1 dB for the intensity-based
model and 2 dB for the envelope-based model, a value slightly above the just-noticeable
difference threshold of intensity perception [27]. The attenuation law used for the intensity-
based model is based on a loudness criterion (EBU R128) on the resulting stimuli. Hence,
a difference in terms of total energy of the BRIRs is observed.

3. Material and Methods

Two different pools of online participants were recruited according to the environment
in which they were running the experiment. In the Close Wall (CW) group of participants,
the seating distance from the wall they were facing was required to be less than 3 m.
Participants who were seated at a distance of more than 5 m from the wall were included
in a Far Wall (FW) group.

3.1. Participants

Online participants were recruited via the Prolific recruitment platform (www.prolific.
co, 15 December 2020). A total of 120 participants were recruited and paid to complete the
task. An initial criterion for participation was the declared absence of hearing problems or
uncorrected vision. A second criterion requested that they be equipped with headphones.
A Swiss German spoken text was used for the stimuli, the reason for a final recruitment
criterion being the absence of knowledge of the German language, so that participants

www.prolific.co
www.prolific.co
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would not focus on its semantic content. The participants were screened on the basis of the
self-reported distance from the wall they were facing. When the experiment had reached
the targeted number of participants, data were manually accepted into the final results
pool after inspection of the participants’ individual data. After identification of statistical
outliers, fifty-five out of sixty participants (age range 18 to 42; M = 25; SD = 6.5; 23 females,
32 males) were included in the CW group. Fifty-three out of the sixty participants were
included in the FW group (age range 18 to 46; M = 25; SD = 6; 23 females, 30 males).

3.2. Auditory Stimuli

A 5-s anechoic recording of a sentence in Swiss German pronounced by a male speaker
was preconvolved with each of the BRIRs, either measured or generated by the models.
A total of 27 stimuli, simulating 9 different sound source distances for both rendering
models and 9 stimuli based on the measures for the same distances, were used. Each
stimulus apparent distance was evaluated 4 times throughout the test trial, for a total of
108 stimuli presentations.

3.3. Report Method

A vertical visual analogue scale (represented by a vertical continuous slider) was used
to report the perceived distance of a sound stimulus. The top of the slider corresponded to
a distant impression to the sound source while the bottom corresponded to an impression
of proximity.

3.4. Online Experiment Design

The experiment task was designed using the software Psychopy [28]. This software
allows running online experiments by pairing it with Pavlovia, a platform designed for
hosting online behavioral experiments based on HTML/Javascript codes. The choice of a
recruitment service such as Prolific allowed us to guarantee anonymity of collected data
by Pavlovia.

3.5. Procedure

After reading the information note and approving the consent form, participants were
directed to the experiment.

Participants had to fill a questionnaire in which they were invited to report the main
geometric features of the room where they were running the experiment: surface (in square
meters) and height of the room (in meters), as well as the distance to the wall (in meters)
they were facing. They were requested to use circumaural headphones.

A screening process was launched to ensure the correct use of headphones: two
audio clips corresponding to the weakest and loudest stimuli were played successively.
Participants had to adjust the sound level for the quietest stimulus to be heard clearly.
The loudest stimulus was then played, to ensure that it was heard at a comfortable level.
Finally, broadband noise was displayed laterally to ensure that participants were correctly
wearing their headphones.

Afterwards, a training session began. Participants were instructed to look at the facing
wall while listening to a stimulus, and to judge the distance of the stimulus using the slider.
A total of 108 stimuli (9 distances× 3 rendering methods× 4 presentations) were presented
in a random order.

After the training session, the experiment began. The order of the stimuli within
the experiment was randomized. During the trials, participants triggered the stimulus
playback, but the stimulus was only played once.

At the end of the experiment, participants were invited to fill out a final questionnaire
to collect feedback on the procedure. The total duration of the procedure was 15 min. Two
weeks later, a second debriefing was conducted through Prolific electronic mail service,
to ensure the validity of the answers about the room characteristics.
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4. Results
4.1. General Results

In the following statistical analysis, the logarithmic value of the geometric mean of each
participant’s responses over a type of stimulus was considered as a dependent variable
(27 different stimuli: 9 distances × 3 rendering methods). For both groups separately,
a focus was placed on ensuring the normality of the dependent variables associated with a
specific stimulus. A Jarque–Bera test indicated that in all cases for both groups, the null
hypothesis “the data were normally distributed” was not rejected. Homoscedasticity was
checked with Levene’s tests, and no large deviations of the variance were detected across
the conditions. Geometric means over all participants reports for each rendering methods
are displayed in Figure 2.

A repeated measures ANOVA (α = 0.05) was conducted on geometric mean of
reported distances of each subject with RENDERING (three rendering methods) and
DISTANCE (nine levels ranging from 1 to 7 m) as within-subjects factors and GROUP
(two groups) as intersubject factor. The analysis revealed a main effect of DISTANCE
(F(1, 8) = 580.8, p < 0.001) and a main effect of RENDERING (F(1, 2) = 68.0, p < 0.001), as
well as a DISTANCE ∗ RENDERING interaction (F(1, 16) = 11.7; p < 0.001) and a GROUP
∗ DISTANCE interaction (F(1, 8) = 2.05; p = 0.039). No significant main effect of GROUP
was revealed (F(1, 1) = 0.74, p > 0.05).

4.2. Effect of Room Volume

Participants had to answer questions about the boundaries and dimensions of the
room they were in. Their answers were used to estimate the volume of the room in which
they performed the task (see Figure 3). In the FW group, the estimated room volumes
were larger on average and more dispersed than in the CW group. A nonparametric
statistical test confirmed that both distributions were significantly different (Kruskal–Wallis:
H = 16.85 p < 0.001). Consequently, in the following analysis, the influence of volume
on auditory distance perception is investigated separately in each group. For each group,
separate linear regressions were applied to responses associated with a specific stimulus (27
different stimuli: 9 distance × 3 rendering methods), with the room volume as a factor. In
the CW group, significant correlations between the room volume and distances longer than
4 m generated with the intensity-based model were found (D = 4 m F = 4.16 p = 0.034;
D = 5 m F = 6.05 p = 0.017 ; D = 6 m F = 5.06 p = 0.028 ; D = 7 m F = 6.40
p = 0.014). For these specific stimuli, larger volumes were significantly correlated to a
larger compression of the reported distances. No significant correlations were found for
shorter source distances (p > 0.05) nor for all distances in the FW group.
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Figure 2. Geometric means of reported distance according to the rendering method used to generate
the stimuli and the visual spatial boundary condition. Clear dots represent the geometric mean of
a single participant for a given distance, while opaque dots represent the geometric mean over all
participants for a given distance.
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Figure 3. Estimated room volume of participants in each group (CW group: M = 37.5 m3; FW group:
M = 81.7 m3).

4.3. Compression Effect Quantification across Rendering Methods

The influence of the distance-rendering method and of the environmental context
(visual spatial boundary and volume) on the compression effect inherent to auditory
distance perception was quantified with power functions, similarly to what is usually
employed in studies implying the quantification of psychometric distance functions [13,29].
Power functions of the following form were fit (linear fit on logarithmic values) to the
geometric mean reported distances with each rendering method:

D = k ∗ da (5)

where D is the perceived auditory distance, d is the sound–source distance, k a constant,
and a a power-law exponent. For comparison purposes, the reported distances that are
considered in the fitting result from a linear conversion of scaled reports made by partic-
ipants on the visual analogue scale. The maximum of the visual scale (0% on the slider
corresponds to the minimal distance of 0 meter and 100% to the maximum possible dis-
tance) was 7 m. The fitting parameters, k and a, were used as measures of auditory distance
perception accuracy. The exponent a indicates the amount of nonlinear compression (a < 1)
or expansion (a > 1) and is equivalent to the slope when representing reported distances
on a logarithmic scale. The constant k indicates the amount of linear compression (k > 1)
or expansion (k > 1) in the function and is equivalent to the intercept when representing
reported distances on a logarithmic scale.

The fitting parameters k and a quantify the amount of compression in auditory distance
perception: the closer they are to 1, the less compression there is. Hence, the fitting
parameters are mentioned in the following as compression coefficients.

The cross-correlation coefficient R2 can be used to assess the fit’s quality. For each
rendering method, a positive correlation was found between a fitted power function and
the distances reported by each participant for the rendering method based on measure-
ments (mean(R2) = 0.86; SD = 0.12) and for the envelope-based model (mean(R2) = 0.84;
SD = 0.11). The intensity-based model had a moderately positive correlation
(mean(R2) = 0.73; SD = 0.28). The mean value of R2 obtained on reported distances
of stimuli generated by the intensity-based model is significantly lower than the mean
obtained by the envelope-based model. In that respect, stimuli rendered with the intensity-
based model tend to produce higher intrasubject variability.

To further investigate the similarity between the rendering method based on mea-
surements and the envelope-based model at an individual level in both groups, each
participant’s compression coefficients were compared. In Figure 4, the individual com-
pression coefficients a and k collected among the two groups are contrasted between those
estimated for each model (ordinate) and for the rendering method based on measured
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BRIRs (abscissa). For each distribution of dots, a linear regression analysis was run. In all
eight analyses, the null hypothesis “the coefficient of the regression slope is equal to zero”
was rejected (p < 0.001). The distributions evaluating individual similarity between
the envelope-based model and the measurements produce regression slopes close to 1,
while the distributions related to the intensity-based model produce regression slopes
significantly inferior to 1.
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Figure 4. Comparison of the individual compression coefficients a (above) and k (below) between the
rendering method based on measurements and the models. On the left, the envelope-based model
(blue). On the right, the intensity-based model (green). Dark symbols correspond to parameters
estimated from participants of the FW group, and light symbols are of the CW group. Dark lines
correspond to the regression curves associated with the FW group, and light lines correspond to the
CW group.

The distribution of compression coefficients a and k illustrates the presence of a
similarity, in terms of auditory compression effect, between the envelope-based model and
the rendering method based on measurements. While the distribution of coefficients for
the intensity-based model is more dispersed, showing less correlation at an individual
level, the distribution also highlights that most compression coefficients a estimated for the
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intensity-based model are lower than those obtained for the rendering method based on
the measurements.

4.4. Visual Spatial Boundary and Compression Coefficients

In order to study the influence of the environment on auditory perceived distance com-
pression, the following analysis method, inspired by the work of Anderson and Zahorik [29]
was applied. The mean values of compression coefficients for each distance-rendering
method are displayed in Figure 5 for each group. The mean values of the coefficients a
and k suggest that the compression effect is weaker in the FW group. For each model,
independent sample t-tests were conducted between the values of coefficients a and k
estimated from the data of the CW group and those estimated from the data of the FW
group. The null hypothesis “the two population means are equal” is rejected for all tests,
except for the comparison of the values of the coefficient a for the intensity model. Accord-
ing to these results, the visual spatial boundary had a moderate but significant effect on the
compression effect of auditory distance perception.
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Figure 5. Mean and standard deviation of individual fitting coefficients a (left) and k (right) classed
by groups (CW group (black, n = 55) and FW group (gray, n = 53)) and by rendering methods:
measurements-based (red), envelope-based model (blue), and the intensity-based model (green).
Coefficients for FW group are closer to 1 compared to those obtained for the CW group, demonstrating
a lower compression effect of auditory distance perception. (*) t-test indicated a p-value p < 0.05;
(**) t-test indicated a p-value p < 0.01.

4.5. Room Volume and Compression Coefficients

The effect of room volume on reported distances was investigated by running a
linear regression analysis applied to the individual a compression coefficients estimated
in the CW group for the intensity-based model (which values are displayed in Figure 6).
The logarithm of each reported volume was considered as factor for this regression analysis.
According to the results of this analysis, a higher volume is significantly correlated with
a lower parameter a (F = 5.60; p = 0.021). This result confirms that a larger volume is
linked to a stronger compression effect of reported distances of stimuli generated by the
intensity-based model.



Appl. Sci. 2021, 12, 348 13 of 19

0 100 200
0.0

0.5

1.0

1.5

Volume (m3)

C
oe

ffi
cie

nt
 a

CW Group (n=55)

Figure 6. Value of the fitting coefficient a (green dots) estimated on the intensity-based model,
for participants of the CW group as a function of the self-reported volume of the room.

5. Discussion

The current study evaluated the importance of different cues known to be important
to auditory distance perception. The procedure applied here aimed to be close to a sim-
ple AAR scenario, with participants having access to the vision of the room during the
experiment. The role of the global intensity and of the energy contained in various tempo-
ral segments of the room impulse response was investigated through the comparison of
three different rendering methods. The results are discussed under the criteria of accuracy
and variability of reported distances relative to the reference rendering method based on
real measurements.

The influence of environmental context cues was also examined. The effect of the
visual spatial boundary on the auditory distance perception was assessed by comparing
the value of the mean compression coefficients a and k between both groups. The impact of
room volume was investigated through linear regression fitting on distance reports and
each rendering method associated compression coefficients.

5.1. Early-to-Late Energy Ratio as a Distance Cue

The envelope-based model and the rendering method based on measurements were
shown to provide very similar auditory distance perceptions. This result was further
confirmed by the post hoc analysis applied to each tested distance. However, they
differ significantly by design in terms of their early-to-late energy ratio (See Figure 7).
The envelope-based model strongly underestimates the early energy for offset times under
50 ms, especially with increasing distances. This perceptual similarity raises the question
of the definition of a reverberation-related distance cue, and which definition could best
explain the perceptual similarity between these two methods. Previously, Kopčo and Shinn-
Cunningham [5] have suggested that an early-to-late power ratio is the best candidate to act
as a reverberation-related distance cue. However, past studies that explored the importance
of this ratio as an auditory distance cue present contrasting results on the temporal limit
that should be considered between the early energy and late energy [6,7,30–32].

In our case, the differences in terms of late energy between the measurements and
the extrapolated responses by the envelope-based model are not significant for any onset
time considered superior to 10 ms (see Figure 7). Early energy differences tend to reach
their minimum for a considered offset time of 50 ms. When considering an early-to-late
ratio for a limit of 50 ms, consistent with the definition of speech clarity C50, the difference
between measurements and generated impulse responses is around 1 dB. For speech signals,
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the just-noticeable difference of C50 is around 1.1 dB, and a significant change value is
considered to be around 3 dB [33]. This value is superior to the minimal early energy
difference observed between the measured impulse responses and those generated by the
envelope-based model.
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Figure 7. Early and late energy differences of the BRIRs generated with the envelope–based model
compared to measured BRIRs. Tmix = 15 ms corresponds to the transition time between the early
and the late reverberation segments considered in the envelope-based model to generate the BRIRs.

Thus, this similarity, in terms of early energy, could explain the perceptual similarity
observed in the current experiment between the envelope-based model and the rendering
method based on measurements. As the experiment results are only related to a single
acoustical environment, it is not sufficient to draw a general conclusion about what ap-
propriate limit should be considered as an early-to-late energy ratio in order to compute
a distance cue. It does, however, corroborate the assumption that early reflections have
little to no effect on distance perception on their own, but are perceived as part of the direct
sound [7].



Appl. Sci. 2021, 12, 348 15 of 19

The design of the envelope-based model entails that numerous aspects of the gener-
ated impulse responses were inherited from the initial measurement. In this experiment, a
measurement taken at a distance of 1 m was employed to extrapolate further distances. Sev-
eral reverberation-related cues that were acknowledged as influential on auditory distance
perception were not reproduced correctly with distance. Among these, the initial time delay
gap (ITDG) [11], which denotes the arrival time of the first reflections, remains constant
across all generated impulse responses. However, no significant perceptual differences were
identified between the reference stimuli and those generated by the envelope-based model.
Because Equation (3) was applied to the entire early part of the initial impulse response
prior to Tmix, generated BRIRs underestimate the energy contained in the first reflections
(see Figure 7). The lack of energy in the first reflections may have weakened the ITDG
reliability as a reverberation-related distance cue. As a result, participants’ distance judg-
ments were driven by other cues, such as the early-to-late energy ratio. To corroborate this
assumption, further studies investigating the weighting strategies of reverberation-related
cues to infer a distance percept are required.

5.2. Individual Acoustic Cues Weighting Strategies

The perceived sound intensity is regarded as a primary cue for determining the
distance to a sound source. It, along with the reverberation-related cue, are the two primary
cues involved in auditory distance perception of frontal sources. Earlier research has
produced contradictory findings regarding the relative role of intensity or a reverberation-
related cue for auditory distance perception [34–36]. Kopčo and Shinn-Cunningham [5]
and Zahorik [4,12] concluded that listeners weight differently the acoustic cues to produce
auditory distance judgments, and that the weighting of cues might be influenced by the
listening situation. The different acoustic weighting cues employed by participants are
analyzed under the scope of the individual compression coefficients (see Figure 4). These
coefficients quantify the compression effect for each model and each participant.

Individual participant’s compression coefficients for the envelope-based model and
the rendering method based on measurements are homogeneous. Each participant presents
a similar compression effect for these two rendering methods. In contrast, the difference
between the compression coefficients associated with the rendering method based on
measurements and the intensity-based model suggests that different strategies were used
to judge the distance of sound sources. Participants for which the value of the compression
coefficients estimated on the intensity model is comparable to the value obtained with the
rendering method based on measurements mainly base their auditory distance judgments
on intensity. Some participants obtain a compression coefficient a that is nearly equal to
0 for the intensity-based model only, then do not use intensity as a distance cue, and rely
primarily on a reverberation-related distance cue.

This result corroborates the findings of Zahorik [12]. It shows that the acoustic cues
weighting strategies is mainly an individual characteristic. In the following section, the in-
fluence of environmental context on the weighting of acoustic cues is examined, to deter-
mine if it can be linked to some characteristics of the listening situation or if it is only an
idiosyncratic characteristic.

5.3. Room Volume and Acoustic Cues Weighting Strategies

This study investigated the influence of volume on auditory distance perception.
Results in Section 4.5 demonstrated a slight influence on the reported distances of stimuli
generated by the intensity-based model. This specific result illustrates the influence of the
reported volume on the compression effect of participants on the intensity-based model.

In the CW group, the maximal value of the nonlinear compression coefficient a tends
to a smaller value when volume increases. This can be regarded as a reduction in the
number of strategies observed for producing auditory distance judgments when the volume
increases. In large volumes (>100 m3), participants seem to only rely on a reverberation-
related cue to produce an auditory distance judgment. Under the hypothesis that a larger
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volume generally leads to the perception of a more reverberant environment [37–40], this
effect can be explained by the expectation induced by these environments. Participants
who expect a large variation in a reverberation-related cue may be more likely to rely on it.

This effect is not observable on the compression coefficients associated with partici-
pants of the FW group who benefited from a longer visual spatial boundary. It is possible
that the statistical effect observed on the a coefficient values is due solely to the seven partic-
ipants with a room volume greater than to 100 m3. These participants potentially adopted
the same strategies for reporting distances, that imply mainly relying on a reverberant-
related cue, without being influenced by their perceived acoustic environment.

5.4. Visual Spatial Boundary and the Calibration of the Auditory Space

The influence of visual divergence was studied by investigating differences between
the CW and FW groups. Results in Section 4.4 demonstrate that the FW group, whose
participants were exposed to a longer spatial boundary, presents a smaller compression
effect. This result can be compared to past studies concluding that the presence of congruent
visual cues could enhance the accuracy of auditory distance perception [13,29,41].

In this experiment, a room divergence effect originates from the discrepancy between
the reproduced room and the experimental environment specific to each participant. The ge-
ometrical characteristics of the reproduced room are, however, closer to the dimensions
reported on average by the participants of the FW group than those reported in the CW
group. The volume of the reproduced room is 144 m3, while the mean volume is 81.7 m3 in
the FW group and 37.5 m3 in the CW group. The presented stimuli intend to reproduce
auditory distances up to 7 m, while the visual spatial boundary is limited to 3 m in the
CW group and ranges from 5 to 10 m for the FW group. Therefore, the presence of more
congruent visual cues might have enhanced the auditory distance perception accuracy of
the FW group.

It has been long argued that the visual context in which auditory judgments occur
contributes to the organization of the auditory space [13,15,16]. This finding about the
influence of the visual spatial boundary could be seen as an extension of the hypothesis
discussed by Calcagno et al. [13]. In their experiment, participants had to evaluate the
distance to a real loudspeaker, presented frontally and emitting white noise bursts. As a
result, no room divergence effect was present. Participants had access to an increasing
quantity of visual cues, ranging from being blindfolded to having full vision of the room.
Intermediate scenarios in which only two or four LEDs were lit during the reports were
also examined. The authors demonstrated in this acoustically congruent situation that the
presence of congruent visual cues increases the accuracy of auditory distance perception.
They hypothesized that visual range information helped calibrate the reported distances of
real sound sources, visual distance perception being a sensory modality far more accurate
for distance estimations [29]. In the current study, the visual spatial boundary condition
could also have acted as a calibration of auditory distance perception in an acoustically
divergent situation. A long visual spatial boundary condition might have influenced the
representation of the auditory space and incited participants to expand the range of the
reported distances. This influence on the reporting strategy explains the significantly lower
compression effect of the FW group.

5.5. Study Limitations

Practical difficulties linked to online-based experiments may reduce the significance of
the observed effects and limit their comparison with similar lab-based studies. The inherent
lack of control on the participants’ experimental conditions, such as the use of diverse
headphones models and different environmental noise levels, may have increased the
variability of the reported distances.

In this study, the influence of divergent environmental characteristics on auditory
distance perception was examined. Participants were asked to assess the perceived distance
of auditory stimuli, but no reporting about externalization was proposed. Externaliza-
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tion and auditory distance perception are two related concepts; however, they primarily
depend on distinct cues [18]. The presence of binaural cues in the sound signal is manda-
tory for externalization, which can be considered a prerequisite for an accurate distance
perception for some listeners [10]. In this respect, the perception of externalization is
regarded as dichotomous, whereas distance perception is continuous and mainly driven
by monaural cues [3,18]. Therefore, precautions were taken to favor the externalization,
such as preserving binaural cues in the auditory stimuli. Generic HRTFs were applied to
generate the binaural stimuli, which is known to increase the risk of in-head localization,
especially for frontal sources [42]. However, aside from practical constraints linked to the
online-based experiment, this decision was motivated by previous findings showing that
nonindividualized HRTFs had no impact on the auditory distance perception of frontal
sound sources [36].

6. Conclusions

In this study, we presented and discussed the results of an online experiment investi-
gating how acoustic cues are interpreted to produce an auditory distance judgment and
how environmental cues influenced the auditory distance perception of a virtual sound
source. Through statistical analysis of mean distance reports and individual quantification
of compression effect, the effect of the self-reported visual spatial boundaries and the room
volume was investigated.

First, we showed that the DRR is likely to be overtaken by an early-to-late energy ratio
in defining a meaningful approach to interpret reverberation as a distance cue. This, how-
ever, requires additional testing in a variety of environments. The participants employed
a broad range of acoustic cue weighting strategies, suggesting that they rely mainly on
idiosyncratic choices.

Second, visual spatial boundaries influence auditory distance perception. The closer
the visual boundary is, the more compressed the overall distance judgments are. The effect
of this boundary on auditory distance perception is thought to be owing to a partial
calibration of the auditory space by vision of the room’s apparent boundaries.

Finally, volume of the room has also an effect on the acoustic cues weighting strategies.
The larger the room is, the more participants rely on reverberation to judge the auditory
distance. This could be explained by the greater expectation of reverberation driven by
large rooms. However, the limited number of participants that led to this result casts
doubt on the significance of the reported effect. Further lab-based studies with controlled
conditions are necessary to confirm this finding.
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