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Abstract

Poly(lactic acid) production has received an increasing attention, mainly due to its

inherent biodegradable thermoplastic properties and to its renewable resources-based

composition. This process is a�ected by changes in the operating conditions and by raw

material impurities which in�uence the reaction rate and degrade the polymer prop-

erties. As the system model is multivariable with coupled dynamics and constraints,

Linear Model Predictive Control (LMPC) is employed here. A model reduction tech-

nique is proposed to obtain an approximate linear representation of the non-linear sys-

tem around the operating point to minimize the calculation cost of the controller. The

proposed LMPC approach is validated by simulation and is compared to a Proportional-

Integral controller and a Non-linear Model Predictive Control. It is found that LMPC

has a superior performance in terms of o�-spec time when a disturbance occurs in the

feed and it can restore the target conditions better and faster.
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INTRODUCTION

Whereas the vast majority of polymers is derived from either oil or natural gas, there is a

growing trend towards producing them from renewable resources. In addition, many applica-

tions call for bio-degradable and environmentally friendly polymers to minimize plastic waste,

thus, the importance of biodegradable polymers in the production of plastics.1 Poly(lactic

acid) (PLA) is a renewable thermoplastic made from renewable resources (sugar cane, corn

starch, cassava roots, etc). PLA is now a green alternative to non-biodegradable polymers

in a wide range of applications such as medical implants,2 �bers3 and biomedical applica-

tions.4 According to the recent review article,5 PLA has multiple attractive properties such

as: very low cost, renewable character, high biocompatibility, excellent material properties,

high transparency and thermoplasticity, which open up a wide range of application �elds.

The two chemistry ways used to produce PLA, melt polycondensation and ring-opening poly-

merization procedures are discussed in this review, along with the e�ect of several catalysts

and the di�erent polymerization conditions.

In the industry, the ring-opening polymerization (ROP) of lactide monomer produces a

high average molecular weight of the polymer, which is required in most applications.6 How-

ever, this reaction is highly sensitive to impurities and variations in operating conditions. In

particular, any impurities present will in�uence the �nal conversion and the average molec-

ular weight of the polymer. Moreover, it is possible that the polylactide monomer itself

contains unknown quantities of impurities.7 So it is crucial to use a control strategy for re-

jecting perturbations and ensuring the required quality and productivity of PLA production.

The classical PI controller was �rst used in 2016,8 to control a PLA process formed by

two continuous reactors and a loop reactor. They considered the catalyst and co-catalyst

�ow rates at the inlet of the �rst reactor as control inputs, and as controlled outputs, they

considered both monomer conversion as well as the pressure at the end of the single-loop

reactor as outputs. In fact, the pressure has a direct correlation with the viscosity, and

thereby with the average molecular weight of the polymer. To deal with the high coupling
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between the inputs, the authors proposed an interesting way to modify the PI error (i.e.

the di�erence exists between required and real outputs). A comparison of this strategy with

the classical PI was performed and showed that the newly proposed strategy weakened the

coupling and was able to overcome the in-feed disturbances.

It is important to note however that the process is highly non-linear and multivariable,

with constraints on the inputs and outputs, and also the control is only realized on the

boundaries. A PI controller cannot handle all these constraints, and therefore a more so-

phisticated controller, such as model predictive control (MPC), would be more appropriate

and will thus be employed in this work to control the PLA process.

The MPC was successfully operated in a various �elds.9�11 It has proven its ability to

cope with multi-input/multi-output (MIMO) processes and consider explicitly any possible

constraints imposed on manipulated and/or tracked variables. Also, it is highly appreciated

for time-delayed systems control because of its predictive ability.

The MPC requires a reliable mathematical model that should be easy to manipulate and

able to accurately predict the behavior of the plant. One of the most challenging issues

of MPC is the resolution of the constrained optimization problem. For large dimensional

non-linear processes, the optimization problem, to be solved at every sampling time, may

demand a very large computation time, without a guarantee to reach the optimum. There-

fore, di�erent linear approximations of the non-linear model are often considered in order

to formulate the overall task as a linear and convex problem. Thus, we speak about a

Linear Model Predictive Control (LMPC) instead of a Non-linear Model Predictive Control

(NLMPC) for the case where a non-linear process is used. For instance, linearized models

were used within an MPC strategy to control a denitrication reactor,12 a building climate13

and a counter-current heat exchanger.14 Laguerre functions can also be used to parametrize

NLMPC, so to reduce the simulation time and improve the optimization conditions.15,16

In this work, the multivariable control of a ring-opening continuous polymerization pro-

cess of lactide is envisaged. This system is made up of three reactors (Figure 1): two tubular
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ones on each side of a second loop reactor in the middle. The process model is constituted

of sets of non-linear PDEs. The discretization in space of the PDEs representing the sys-

tem results in a large number of non-linear algebraic di�erential equations that increase the

computational burden. Despite the good performance of the NLMPC that we used in our

previous work,17 it was much longer to run than the PI controller (depending on the distur-

bance level, the simulation time was between 760s and 2730s in the NLMPC and about 138s

in the PI controller). Therefore, a reduced linear model is considered here and incorporated

into the MPC strategy to minimize the calculation cost. The controller objectives are to

maintain the product quality and the process productivity at the desired values, mainly in

the presence of disturbances. The most important product property considered here is the

average molecular weight of the polymer. That weight correlates with the medium loop's

viscosity and thus with the pressure drop. As control inputs, catalyst and co-catalyst �ow

rates are considered. Note that the control acts directly only at the entrance of the �rst

reactor, while the outputs, are measured just at the exit of the loop reactor (as all the in-

gredients, including the control variables, are fed at the inlet of the �rst reactor). In fact,

the most important conversion takes place in the loop reactor (70%), while the conversion

in the last tubular reactor reaches 95%, which only slightly a�ects the polymer quality.

The structure of this paper is as follows: In Section 2, we provide the non-linear math-

ematical model of the PLA process. In Section 3, we present a summary of the control

objectives, along with a presentation of the principles of the three control strategies em-

ployed: i) the novel LMPC strategy based on a discrete-time linear reduced state-space

model, ii) the NLMPC proposed in our previous work17 and, iii) the PI controller-based

method proposed by.8 The comparison of the simulation results of the three used strategies

is presented in section 4. The last section of the paper presents conclusions and perspectives.
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Mathematical PLA model

There are several sections and reactor types in the PLA process design (Figure 1): a �rst

pre-polymerization tubular reactor (R1), a loop reactor (R2) and a tubular reactor (R3). By

using the loop reactor (with a recirculation rate of r = 10 i.e., ratio between the recycled

stream and the feed stream), the yield and the average molecular weight of the polymer

can be increased. Both the mixing quality and the residence time in this reactor ("loop")

are similar to those of a continuous stirred tank reactor (CSTR), but with enhanced heat

exchange.18Therefore, it will be modeled as a CSTR.

Material balances and average molecular weight of the polymer

A model of an isothermal unit with �at radial concentration pro�les is used to describe

each tubular reactor. Whereas the loop reactor is modeled as an isothermal CSTR (i.e., a

single section). The reaction is performed in bulk (i.e. a homogeneous liquid phase consti-

tutes of melted polymer mixed with liquid monomer). Based on the lactide ROP kinetic

scheme,8,19�21 the corresponding di�erential equations of material balances may be written

as functions of the �rst four moments of the dormant (µi) and active (λi) chains as shown

in Table 1 (Equation 1-Equation 11). The reaction scheme and the development of the

moments,22 are given in "Supporting Information" in the Table S1 and S2, respectively.

Figure 1: The PLA process formed of two tubular reactors and a loop one.
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Table 1: The corresponding di�erential equations of material balances of the PLA process.

Species Di�erential equations

The catalyst C
∂C

∂t
= −ν ∂C

∂x
+ ka2λ0A− ka1µ0C (1)

ν: linear velocity, ka1: rate coe�cient of catalyst activation reaction, ka2:
rate coe�cient of catalyst deactivation reaction.

The acid A
∂A

∂t
= −ν ∂A

∂x
+ ka1µ0C − ka2λ0A (2)

The monomer M
∂M

∂t
= −ν ∂M

∂x
− kPλ0M + kdλ0 (3)

kP: rate coe�cient of propagation reaction, kd: rate coe�cient of de-
propagation reaction.

The moment µ0
∂µ0
∂t

= −ν ∂µ0
∂x
− ka1µ0C + ka2λ0A (4)

The moment µ1

∂µ1
∂t = −ν ∂µ1∂x − ka1µ1C + ka2λ1A+ ksλ1µ0 − ksλ0µ1

+ktλ1(µ1 − µ0)− 1
2ktλ0(µ2 − µ1)

(5)

The moment µ2

∂µ2
∂t = −ν ∂µ1∂x − ka1µ2C + ka2λ2A+ ksλ2µ0 + ktλ2(µ1 − µ0)

−ksλ0µ2 + ktλ1(µ2 − µ1) + 1
6ktλ0(−4µ3 + 3µ2 + µ1)

(6)

The moment µ3 µ3 =
µ2(2µ2µ0 − µ2

1)

µ1µ0
(7)

kt: rate coe�cient of reversible chain transesteri�cation reaction, ks: rate
coe�cient of reversible chain transfer reaction.

The moment λ0
∂λ0
∂t

= −ν ∂λ0
∂x

+ ka1µ0C − ka2λ0A. (8)

The moment λ1
∂λ1
∂t = −ν ∂λ1∂x + ka1µ1C − ka2λ1A+ 2kPλ0M − ktλ1(µ1 − µ0)

−2kdλ0 − ksλ1µ0 + ksλ0µ1 + 1
2ktλ0(µ2 − µ1)

(9)

The moment λ2

∂λ2
∂t = −ν ∂λ2∂x + ka1µ2C + 4kP(λ0 + λ1)M + 4kd(λ0 − λ1)

−ks(λ0µ2 + λ2µ0) + 1
3ktλ0(λ1 − λ3) + ktλ1(λ2− λ1)

−ka2λ2A− ktλ2(µ1 − µ0) + 1
6ktλ0(2µ3 − 3µ2 + µ1)

(10)

The moment λ3 λ3 =
λ2(2λ2λ0 − λ2

1)

λ1λ0
(11)
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From the moments of the active and dormant chain distributions, Equation 12 is used to

calculate the average molecular weight of the polymer, Mw, ("dead chains" have a negligible

e�ect):

Mw =
MM

2

λ2 + µ2
λ1 + µ1

(12)

MM represents the molecular weight of the monomer lactic molecule (half of the lactic

molecule constitutes a monomer repeating unit).

Equation 13 provides the adimensional pressure expression of the reactor, Φ:23

∂Φ

∂x
= − 1

L

η

ηref
= − 1

L

[
Xp1(

Mw

Mw,ref
)p2exp(

E

R
(

1

T
− 1

Tref
))

]
. (13)

L and X are the length of the loop reactor and the monomer conversion, respectively.

η and ηref are the viscosity and the reference viscosity respectively. p1 and p2 are parameters.

Mw,ref, R, T and Tref are the reference average molecular weight of the polymer, the universal

gas constant, the temperature and the reference temperature respectively.

Initial and boundary conditions

Table 2 summarizes the initial and the boundary conditions. Initially, the reactors are

assumed to be full of monomer only. The boundary conditions include the inlet �ow rates

of monomer, catalyst, co-catalyst and, as contaminants, acid and hydroxyl functionalities,

introduced into the �rst reactor. We assume that both hydroxyl and acidic impurities can

be present in the monomer, where the fraction of hydroxyl impurities to acidic impurities is

equal to α (α=0.5). Such impurities lead to the production of dormant species (Equation 17).
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Table 2: Initial and boundary conditions.

Condition type Equations and conditions descriptions

Initial conditions M(x, t = 0) = ρM/MM (14)

(All other concentrations are assumed to be zero)

Boundary condi-
tions

C(x = 0, t) =
2 ppmcat ρcat

106Mcat
(15)

The factor 2 in Equation 15 is because the stannous octoate has two
catalytic sites.21

ppmcat : parts per million of octoate stannous catalyst in the feed, Mcat:
catalyst molecular weight, x: axial coordinate.

A(x = 0, t) =
meqCOOHρM

106
(16)

meqCOOH: millimoles of acid functional groups per kg in the feed.

µ0(x = 0, t) =
(meqROH + αmeqCOOH)ρM

106
(17)

meqROH: concentration of OH-bearing species, acting as a co-catalyst.

Discretization of the partial di�erent equations

The discretization of the PDEs is done using the �nite di�erence method. This method is

widely used for the simulation of chemical processes due to its practical implementation.24,25

The system of Equation 1- Equation 11 is implemented into Matlab that solves a �nite

di�erence scheme with Ng = 30 axial grid points for each tubular reactor.8

Controller design

Control objectives

The most important industrial requirements for PLA processes are prede�ned monomer

conversion and average molecular weight of the polymer. Since the main production takes

place in the loop reactor, both of these variables have to be regulated at the outlet of

the loop reactor. The choice to use the outlet of the second loop reactor as controlled

variables is due to the fact that the conversion is very low in the �rst reactor with low
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accuracy, while the outlet of the third reactor is far from the controller, with a very slow

response.8 As previously mentioned, these variables are strongly coupled since the increase

in conversion correlates with an increase in the average molecular weight of the polymer

(Equation 13). It is therefore important to consider this coupling in the controller design.

Based on the kinetic scheme, such outputs can be e�ectively regulated through the use of

both the catalyst (ppmcat) and the co-catalyst (meqROH) as manipulated variables (i.e., the

inputs are U = [ppmcat meqROH]T ) .8

Regarding sensors, online measurement of monomer conversion can be determined by near-

infrared, Raman, or Fourier transform infrared spectroscopy, while the average molecular

weight of the polymer is measured indirectly using the viscosity correlation (Equation 13).

It is possible to determine the viscosity locally via either a viscometer26 or by correlation with

the pressure drop (Equation 13). As a result, the considered outputs of the PLA process are

the conversion at the loop reactor outlet (y1 = X2), and the di�erence in pressure between

the loop reactor inlet and outlet (y2 = ∆Φ2) (i.e., ym = [X2 ∆Φ2]
T ) .

Model predictive control structures: NLMPC and LMPC

Model Predictive Control (MPC) is an optimal control strategy that can be applied to both

linear and non-linear processes. This control approach requires a process model to predict

variable evolution over a de�ned �nite prediction horizon (Np). Thus, an optimal control

policy involves a minimization of an objective function that includes generally one term

related to the error between desired and real outputs, and another term to penalize the e�ort

of the applied control, all over a �nite prediction horizon. The control action is optimized

along a control horizon (Nc), that is shorter than or at most equal to the prediction horizon.

Only the �rst determined control action is then applied to the system, and the optimization

is carried out again at the next sampling time NS.

The MPC structure is shown in Figure 2,12 with the following components:

� The non-linear process model given by Equation 1-Equation 13, including disturbances.
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Figure 2: The MPC structure.

� The prediction model (that can be a nonlinear model or a linearized process model,

but without disturbances).

� The MPC algorithm.

� A is the reference model related to the two set-point signals Yset(k) = [X2set(k) Φ2set(k)]T :

A :

 x A(k + 1) = A refx A(k) +B refu ref(k)

y A(k + 1) = C refx A(k + 1)
(18)

� R is the reference model related to regulation:

R :

 xR(k + 1) = ArgxR(k) +Brgurg(k)

yR(k + 1) = CrgxR(k + 1)
(19)

Using the control structure shown in Figure 2, we can write:

yR = yP − ym (20)

The MPC controller's objective is to keep the non-linear process output yP at the set-point

yA, and so this allows to bring up the predictive model output ym to its set-point yd:

yd = yA − yR (21)

10



So, the cost function, J(k), can be formulated as follows :12,15,27

J(k) =
∑k+Np

i=k+1[(yd(i) − ym(i))TQ(yd(i) − ym(i))]

+
∑k+Nc

i=k [(U(i− 1)− U(i− 2))TR(U(i− 1)− U(i− 2))]

(22)

where Q is a positive de�nite matrix and R is a positive semi de�nite matrix. The second

term of this cost function aims to limit excessive control actions.

A non-linear prediction model of the process was employed in our work previously,17 which

leads to Non-linear MPC (NLMPC). At each sample time NS the future sequence of manip-

ulated variables was determined through solving the optimization equation (Equation 22).

The main disadvantage of NLMPC is the complexity related with the resulting non-linear

optimization problem, which must be solved at every sampling time. Thus, it demands a

very large computation time and the convergence is not ensured for some model structures.

Therefore, a reduced linear model is considered in this work and incorporated into the MPC

strategy (LMPC case) in order to reduce the computational cost. In this case, an explicit

solution of the problem can be found which reduces the calculation time.

Linear Model predictive control (LMPC)

[1. ] Linear Model reduction

A linear prediction model M is considered in this paper to describe the evolution of the non-

linear discrete-time state space model and thus to describe the in�uence of the two inputs

variation (U = [∆u1 ∆u2]
T = [∆ppmcat ∆meqROH]T ) and the main disturbances (which

are due to ∆meqCOOH), on the two outputs variation (ym = [∆y1 ∆y2]
T = [X2 − X2set

∆Φ−∆Φset]
T ):

M :

 xm(k+1) = Amxm(k) +BmU(k)

ym(k+1) = Cmxm(k+1)

(23)
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where xm = [∆y1 ∆y2 ∆meqCOOH]T ∈ Rn, U ∈ Rr and ym ∈ Rm are the state variables,

the inputs and the outputs respectively. Am, Bm and Cm are state matrices with dimensions

Rn×n, Rn×r and Rm×n, respectively.

The non-linear model of the process presented by Equation 1-Equation 11 is used to generate

input−output data to allow estimating the model parameters of the two matrices Am and

Bm. This is done by varying the values of the inputs u1, u2 and the main disturbances d

around their nominal values.

[2. ] LMPC formulation

To give the control strategy, the following notations are used (assuming Nc=Np=N):

� y̆A(k) = [yA(k+1), · · · · · · yA(k+N)]T : the outputs of the model A (Equation 18) along the

horizon N .

� y̆R(k) = [yR(k+1), · · · · · · yR(k+N)]T : the outputs of the model R (Equation 19) along the

horizon N .

� y̆(k) = [ym(k+1), · · · · · · ym(k+N)]T : the outputs of the reduced model M (Equation 23)

along the horizon N .

� ŭ(k) = [U(k), · · · · · ·U(k +N − 1)]T : the control signals along the horizon N .

� y̆d(k) = y̆A(k) − y̆R(k) : the desired outputs along the horizon N .

Criterion in Equation 22 then becomes:

J(k) = (y̆d(k) − y̆(k))T Q̆(y̆d(k) − y̆(k)) + ŭ(k)T R̆ŭ(k)− 2ŭ(k)T R̂ǔ(k − 1) (24)

where: R̂ =

[
R 0 · · · · · · 0

]T
(rN, r), Q̆ =



Q 0 . . . 0

0
. . . . . . 0

... . . . . . . 0

0 . . . 0 Q


(mN,mN),
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R̆ =



R −R 0 . . . 0

−R 2R
. . . 0 0

0
. . . . . . . . . 0

... 0
. . . 2R −R

0 . . . 0 −R R


(rN, rN).

And ym(k) becomes:



ym(k + 1) = Cmxm(k + 1)

= Cm(Amxm(k) +BmU(k)) = CmAmxk + CmBmU(k)

ym(k +N) = Cmxm(k +N)

= Cm(Amxm(k +N − 1) +BmU(k +N − 1))

= CmA
N
mxm(k) + CAN−1

m U(k) + . . . . . . . . . . . . . . . . . .

+CmAmBmU(k +N − 2) + CmBmU(k +N − 1)

(25)

Thus

y̆(k) = ϕŭ(k) + Tx(k) (26)

where:

ϕ =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

CmBm 0 . . . 0

CmAmBm
. . .

. . . ...
... . . . . . . 0

CmA
N−1
m Bm . . . CmAmBm CmBm

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(mN, rN), T =

∣∣∣∣∣∣∣∣∣∣∣∣∣

CmAm

...

...

CmA
N
m

∣∣∣∣∣∣∣∣∣∣∣∣∣
(mN,n) (27)

By replacing y̆(k) by its value in Equation 24, the following criterion can be obtained:12

J(k) = ŭ(k)TFUŭ(k) + 2ŭ(k)TFOk (28)
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Where  FU = ϕT Q̆ϕ+ R̆

FOk = ϕT Q̆(Tx(k)− y̆d(k))− R̂u(k − 1)
(29)

Q >= 0 and R > 0 imply ϕT Q̆ϕ > 0 and R̆ > 0. So FU > 0, which guarantees the existence

and uniqueness of the minimum of J(k).

The solution of the problem that minimizes J(k) in the absence of constraintss on the input

is given by:

ŭ(k)∗ = −(FU)−1FO(k) (30)

At each sampling time NS, the optimal inputs are calculated on the whole horizon, ŭ(k)∗,

but only the �rst element of this vector is applied to the process. Note that this calculation

is relying on constant matrices that only depend on the linear prediction model M.

It is worth noting that we need a longer prediction horizon than the residence time of the

PLA process (in the �rst tubular and loop reactor), i.e. Np > (tR2 + tR1). This is due to

the distributed nature of the process, which means that this process responds with a delay

to any input change. So, both LMPC and NLMPC will be ine�cient if we vary the inputs

without simulating the process for a signi�cant time period, because the inputs variations

will not have a relevant impact on the outputs. Therefore, for both LMPC and NLMPC,

the prediction horizon Np is �xed at 40 min.

Table 3 summarizes the di�erence between the two strategies. The MATLAB optimization

function, "lsqnonlin" was employed in the NLMPC case to solve Equation 31.
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Table 3: Di�erence between the LMPC and the NLMPC.

Control
strategy

LMPC NLMPC

Criterion

� Equation 29:
FU = ϕT Q̆ϕ+ R̆

FOk = ϕT Q̆Tx(k)

−ϕT Q̆y̆d(k)

−R̂u(k − 1)

min
U(k+1)...U(k+Nc)

J(k) =

k+Np∑
i=k+1

‖yr(i)− ym(i)‖2Q

+ ‖U(k)− U(k − 1)‖2R
subject to Ulb ≤ U(k) ≤ Uub.

(31)

� Equation 30:

ŭ(k)∗ = −(FU)−1FO(k)

Uub and Ulb are respectively the upper
and lower bounds of the input.

Simulation
conditions

� Np = Nc = N = 40 min

� NS=5 min

� Nc = 1 (i.e., the control inputs are
constant over Np), R = 0 (i.e., no
constraints on the inputs).

� NS=5 min

� Execution of the optimization rou-
tine at each sampling time.

A control strategy based on a modi�ed PI

In this section, the strategy developed by Costa and Trommsdor�,8 is recalled here to point

out the shortcomings of using it and therefore to emphasize the necessity of the LMPC

approach. The principle is to use the classical PI controller with a modi�ed formulation of

the error to account for inputs-outputs coupling (Figure 3).

The following equations show the di�erences that were employed in the modi�ed PI version:

εX = X2set −X2 (32)

εΦ = ∆Φ2 −∆Φset

(
X2

X2set

)(p1+p2)

(33)
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Figure 3: The modi�ed PI version used in the work of Costa and Trommsdor�.8

By looking at Equation 33, ∆Φset is the desired set-point just if X2 equals to X2set,

otherwise the current set-point is dynamically adjusted whenever X2 is di�erent from X2set.

This section presented the principles of the three control strategies employed to control the

PLA process. The PI strategy is easy to develop and fast to compute, and an interesting

modi�cation was suggested to weaken the coupling between the inputs and outputs,8 however

it cannot handle all the process non-linearity and constraints. Model predictive control can

handle coupling between the inputs and outputs, process non-linearity and constraints, but it

requires a precise process model. First, we proposed to employ NLMPC, where the criterion

is straightforward to develop and can be computed using available optimization routines.

We expect the computation time to be longer than the PI controller, so care should be taken

to ensure that it is possible to realize online. Indeed, the nonlinear optimization task, is

usually nonconvex, for which the optimal solution is not guaranteed and it may cause a high

computational cost. To cope with this disadvantage of NLMPC and improve the optimization

performance, LMPC was proposed. The LMPC formulates the overall optimization task as

a linear and convex problem. However, this requires to make further calculation to linearize

the model around the interesting operating points. Also, note that it is inappropriate to use

linear models to represent a very highly nonlinear model.
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Results and discussion

Simulation Conditions

The parameter values of the model are given in Table 4.8,21The set-points are set as: the

desired monomer conversion, X2set, at the loop reactor outlet equals to 0.6887 and the �nal

desired average molecular weight of the polymer, Mw3,out, at the third continuous reactor

outlet equals to 2 105g.mol−1. These two conditions result in a pressure drop, ∆Φset, in the

loop reactor equal to 0.1419.

At the following section, we will plot the �gures as a function of τ , which is the adi-

mensional ratio between the actual time t and the residence time in the loop reactor, i.e.,

τ = t/tR2. For all the scenarios, at �rst, we simulate the PLA model over 20τ until the nom-

inal steady state is reached, and then a step-change in the acidic impurity level ∆meqCOOH

is made in the feed, which mimics a sudden impurity perturbation in the monomer concen-

tration (positive or negative).

Table 4: Parameters values of the ROP process.

Parameters values [unit]

kp = 2.06108 [Lmol−1s−1] exp
(
−63244 [Jmol−1]

RT

)
kd = kpMeq = ρ

MM
exp

(
∆H
RT −

∆S
R

)
ka1 = 1000kp

keq = 1.45105 exp
(
−50125 [J mol−1]

RT

)
ka2 = ka1

keq
, ks = 1000 kp

kp = 9.39e7 [Lmol−1s−1]exp(−83256 [J mol−1]
RT )

MM = 144.13 gmol−1,Mcat = 405 gmol−1

∆H = −23300 Jmol−1

∆S = −22 Jmol−1K−1

p1 = 8, p2 = 3.4, r = 10
E = 77 900 J mol−1

MW,ref = 100000 gmol−1, Tref = 448K
tR2 = 3600 s, tR1 = 0.25tR2, tR3 = tR2
VR1 = 0.25VR2, VR3 = VR2
TR1 = TR2 = 448.14K,TR3 = 463.14K

ρM = ρcat = 1145[g L−1]
1+0.00739(T−423.14[K])
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The LMPC controller is compared to the modi�ed PI controller (Equation 32-Equation 33)8

and to the NLMPC (Equation 31).17 In the case of the modi�ed PI controller, we assume a

perfectly measured disturbance and that the computed inputs are implemented each minute

(NS = 1 min). However, for the cases of the LMPC and the NLMPC, both of these methods

are not based on any measured disturbance. So �rst, a method is developed in order to

estimate the disturbances which can be then implemented for improving the LMPC and

the NLMPC performances. Both the LMPC and the NLMPC suppose that the outputs are

measured online and apply a new control value each 5 minutes (NS = 5 min), which is more

realistic.

Estimation of the disturbance

For both LMPC and NLMPC cases, the level of the disturbance is �rst estimated and im-

plemented in each strategy. Therefore, the non-linear process model is employed to generate

input-output data while changing the disturbance values ∆meqCOOH as input in positive and

negative directions and by recording the outputs variation of X2 and ∆Φ2. The ∆Φ2 varia-

tion was found to be more signi�cant than the X2 variation when ∆meqCOOH was varied, and

was therefore adopted for the estimation of the perturbation. The MATLAB routine cftool

was used to identify the two following equations which give the relation between ∆meqCOOH

and ∆Φ2 in both positive (Equation 34) and negative (Equation 35) cases respectively:

∆meqCOOH = −6.39e20∆Φ4
2 + 3.38e14∆Φ3

2 + 1.29e11∆Φ2
2 − 1.49e6∆Φ2 − 0.02. (34)

∆meqCOOH = 1.427e28∆Φ5
2 + 1.514e23∆Φ4

2 + 5.59e17∆Φ3
2 + 1.04e12∆Φ2

2

−1.01e6∆Φ2 + 0.021.
(35)

These two estimated equations were then used for estimating the disturbance once a change

in the outputs occurs, which then was implemented in the LMPC and the NLMPC strategies.
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It is assumed that only after 15 min of its appearance, the disturbance can be estimated for

both LMPC and NLMPC strategies. This is because before 15 min, no impact on the output

slopes could be seen. So, during the �rst 15 min, u1 and u2 were �xed at their nominal values.

Then, from t = 15 min, the NLMPC optimization (Equation 31) and the LMPC based on

the identi�ed linear model are performed using the estimated perturbations.

Identi�cation of the reduced model parameters

In order to identify the parameters of the linear model (Equation 23), the non-linear process

model represented by (Equation 1-Equation 11) was simulated using the nominal feed values

over 20 τ . Then, multiple step-wise changes were realized in the two manipulated variables

and the acidic impurity level, around the nominal values to better capture the behavior of

the two outputs.

The generated input−output data was used to estimate the two state matrices Am and Bm

of the linear model. This was done by optimizing the error between the outputs obtained from

the non-linear and linear models, using the routine "fminunc" of MATLAB. The obtained

Am and Bm are as follows:

Am =


0.9556 0 −0.0012

0 0.9640 −0.0139

0 0 1

 , Bm =


0.0004 0.0012

0.0032 −0.0035

0 0

 (36)

Comparison between the PI, the LMPC and the NLMPC

Various levels of positive and negative perturbations were supposed to occur in the inlet

�ows.17 We added a positive perturbations in the range of 1 to 10 mmol kg−1 together with

di�erent negative perturbation levels (-1 to -5 mmol kg−1) to the nominal value which is

equal to 5 mmol kg−1. The responses of the PI controller, the NLMPC and the LMPC

strategy to these perturbations were studied.
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The PI tuning parameters were determined following the Cohen-Coon tuning method that

was found to give a better performance compared to others methods, like Tyreus-Luyben

and Ziegler-Nichols.8

[1.]Response to positive disturbances

Various levels of positive perturbations are supposed to take place in the input �ows.

Figure 4 shows a comparison of the monomer conversion results, X2, provided by the modi-

�ed PI, the LMPC and the NLMPC. From these simulations, both the LMPC and NLMPC

strategies appear to perform better than the PI controller. They are able to reject distur-

bances better and reach the nominal state faster, even without a direct measurement of the

disturbances. Both strategies LMPC and NLMPC manage to reach the set-point X2set at

the same time. The output X2LMPC
obtained by the LMPC strategy has a slightly lower peak

than the one produced by the NLMPC strategy X2NLMPC
.

Regarding the results of ∆Φ2 obtained by the PI controller, the NLMPC and the LMPC

are compared in Figure 5 for the same positive impurity levels. This �gure demonstrates

that the higher the disturbance, the bigger the pressure drop impact, ∆Φ2, as well as the

more time it takes to reach the nominal state. The LMPC strategy performs much better

than the PI controller and the NLMPC strategy in this case, as it converges faster than they

do with a lower deviation.
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Figure 4: Time evolution of the X2 for di�erent levels of positive disturbances.
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Figure 5: Time evolution of the pressure drops ∆Φ2 for di�erent levels of positive distur-
bances.

[2.]Response to negative disturbances

The response of the PI controller, the NLMPC, and the LMPC to a variety of negative

perturbation levels was also considered. In this case, Figure 6 shows that the three proposed

strategies have almost similar behavior in terms of X2 monomer conversion. All strategies

can reject the perturbation within a reasonably short time.

The results of ∆Φ2 obtained by the three strategies for the same negative impurity levels

are compared in Figure 7. The drift of the modi�ed PI controller is clearly larger than that

of the NLMPC and LMPC strategies. And, the LMPC strategy again gives better behavior

than the PI controller and the NLMPC, with a lower peak than the other two strategies.

Another advantage of using the LMPC is that the time to execute is low compared to

the NLMPC strategy (LMPC (between 27 s and 32 s), NLMPC (between 760 s and 2730

s). It appears that the NLMPC takes more time to be executed than the LMPC and the PI

controller (between 138 s and 140 s), this is due to the optimization routine which is carried

out at each sampling time. Thus the need to apply the LMPC to reduce the simulation time,

and it is therefore possible to perform it online.
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Figure 6: Time evolution of X2 for di�erent levels of negative disturbances.
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Figure 7: Time evolution of ∆Φ2 for di�erent levels of negative disturbances.

Conclusions

In this work, three control strategies were employed to control a highly non-linear PLA

process. This reaction is sensitive to impurities (mostly present in the monomer feed), so

it is necessary to develop a control strategy for recovering the nominal operating conditions

when any disturbances occur. The objectives of the control are linked to the productivity

of the process (monomer conversion) and to the quality of the product (average molecular

weight of the polymer). These outputs may be controlled through the manipulation of
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both catalyst and co-catalyst feed rates. Since the inputs/outputs are highly coupled and

the system is subject to di�erent constraints, a more advanced controller like NLMPC and

LMPC is required. These two strategies were compared to a PI controller which was modi�ed

to deal with the coupling.8

The LMPC was found to recover nominal steady states earlier than both the PI controller

and the NLMPC. The use of a reduced model instead of the complex model, which is the

case for the NLMPC, allows to reduce the simulation time and thus the possibility of the

implementation of the LMPC on line. In this process, a disturbance estimate is needed to

improve the LMPC behavior. Since many types of disturbances can occur, it is di�cult to

measure them. So, a simple estimated equation was used to approximate these disturbances.

Even if this estimated disturbance is not exactly the same as the real one, the LMPC manages

to restore the nominal conditions.
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