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A polyhedral view to a generalization of multiple
domination

José Neto

Samovar, Télécom SudParis, Institut Polytechnique de Paris,
19 place Marguerite Perey, 91120 Palaiseau, France

Abstract

Given an undirected simple graph G = (V,E) and integer values fv, v ∈ V , a

node subset D ⊆ V is called an f -tuple dominating set if, for each node v ∈ V ,

its closed neighborhood intersects D in at least fv nodes. We study the polytope

that is defined as the convex hull of the incidence vectors in RV of the f -tuple

dominating sets in G. New families of valid inequalities are introduced and a

complete formulation is given for the case of stars. A corollary of our results is

a proof that the conjecture reported in [Argiroffo, G., Proc. the 11th SIO, pp.

30-34, 2013] on a complete formulation of the 2-tuple dominating set polytope

of trees does not hold. Preliminary computational results are also reported.

Keywords: dominating set, multiple domination, limited packing, polytope

1. Introduction

Let G = (V,E) denote an undirected simple graph with node set V =

{1, 2, . . . , n} and edge set E. For every node v ∈ V , we denote by dGv (or

more simply by dv when G is clear from the context) its degree in G. Given

a node subset S ⊆ V , N(S) denotes the open neighborhood of S: N(S) =5

{v ∈ V \ S : vw ∈ E for some node w ∈ S}, and N [S] stands for its closed
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neighborhood: N [S] = N(S) ∪ S. When S is a singleton, i.e. S = {v} for some

node v ∈ V , we will write N(v) (resp. N [v]) in lieu of N({v}) (resp. N [{v}]).

The subgraph of G induced by some given node subset S ⊆ V is the graph

G[S] = (S,E(S)) with E(S) = {uv ∈ E : (u, v) ∈ S2}. The incidence vector in10

Rn of any node subset S ⊆ V is denoted by χS : χSv = 1 if v ∈ S, and χSv = 0

otherwise.

Let F̂G (resp. FG) stand for the following set of vectors indexed on the nodes

of G: F̂G = {f ∈ Zn+ : 0 ≤ fv ≤ dv + 1, v ∈ V } (resp. FG = {f ∈ F̂G : fv ≤

dv, v ∈ V }). Given f ∈ FG, a node subset D ⊆ V is called an f -dominating15

set of G [24, 35, 10] if each node v in V \D has at least fv neighbors in D, i.e.

|N(v) ∩D| ≥ fv. If the latter inequality holds for all the nodes in V , then D is

called a total f -dominating set of G [11]. Given f ∈ F̂G, we define an f -tuple

dominating set of G as a node subset D ⊆ V satisfying: |N [v]∩D| ≥ fv, for all

v ∈ V . The last three presented notions are generalizations of a dominating set,20

a total dominating set and a k-tuple dominating set (where k denotes a positive

integer) from classical domination theory (see, e.g. [22]), respectively. The

notion of k-tuple dominating set corresponds to the particular case of f -tuple

dominating set, when fv = k, for all v ∈ V [16, 21] [22, p. 189]. So, similar to

the notion of total f -dominating set, for the case of an f -tuple dominating set all25

the nodes of the graph must satisfy a domination requirement (determined by

f) whereas this must be verified only by the nodes in V \D for an f -dominating

set D. But different from a total f -dominating set, the domination requirement

for an f -tuple dominating set involves the closed neighborhoods of the nodes

instead of the open ones. To illustrate the differences between the different30

three types of domination, consider for example the graph (a star) represented

in Figure 1 where the number close to node v represents fv. For this case a

minimum cardinality f -dominating set is given by {A}, a minimum cardinality

total f -dominating set is given by {A,B,C,D} and a minimum cardinality f -

tuple dominating set is given by {A,B,C}. Another notion which is closely35

related to f -tuple domination is that of f-limited packing [16, 17]: Given f ∈ F̂G,

an f -limited packing is a node subset S ⊆ V such that |N [v] ∩ S| ≤ fv, for all
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Figure 1: Example to illustrate the differences between concepts of domination

v ∈ V . For the particular case when fv = k, for all v ∈ V , for some positive

integer k, we speak of k-limited packing. Let f̃ ∈ Zn be defined as follows:

f̃v = dv − fv + 1, for all v ∈ V . Then, S is an f -limited packing if and only if40

V \ S is an f̃ -tuple dominating set.

The minimum weight f-tuple dominating set problem denoted by [MWf ] can

be stated as follows. Given an undirected simple graph G = (V,E), w ∈ Rn+
and f ∈ F̂G , find a minimum weight f -tuple dominating set of G, i.e. find a

node subset S ⊆ V such that S is an f -tuple dominating set and the weight

of S, given by
∑
v∈S wv, is minimum. This problem can be formulated as the

following integer linear program.

(IP1)



min
∑
v∈V wvxv

s.t. ∑
u∈N [v] xu ≥ fv, v ∈ V,

x ∈ {0, 1}n.

Let UfG denote the convex hull of the feasible solutions of (IP1), or equiva-

lently, the convex hull of the incidence vectors in Rn of the f -tuple dominating

sets in G. It will be called the f -tuple dominating set polytope in what fol-

lows. Also, let (LP1) denote the linear relaxation of (IP1) (obtained replacing45

x ∈ {0, 1}n by x ∈ [0, 1]n).

Remark. Let DfG (resp. T fG ) denote the convex hull in Rn of the incidence

vectors of the f -dominating (resp. total f -dominating) sets in G. One can
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easily check the following inclusions hold:

T fG ⊆ U
f
G ⊆ T

f−~1
G ⊆ Df−~1G , and T fG ⊆ U

f
G ⊆ D

f
G,

where ~1 stands for the n-dimensional all-ones vector.

Observe that x ∈ Rn is the incidence vector of an f -tuple dominating set if

and only if ~1 − x is the incidence vector of an f̃ -limited packing. This implies

that the polytope defined as the convex hull of the incidence vectors of f -limited

packings is affinely isomorphic1 to U f̃G. From this simple observation we can also

deduce the following equation, which generalizes Lemma 5 in [17]:

max{wTχS : S is an f -limited packing}+

min{wTχR : R is a (d+~1− f)-tuple dominating set} = wT~1,

with d = (d1, d2, . . . , dn)T . Given this, we will simply focus on f -tuple dom-

ination in the next sections: the derivation of the corresponding results for

f -limited packings are straightforward.50

Motivation

The concept of domination naturally arises in location problems for the

strategic placement of facilities in a network. A wide variety of applications are

presented in [22, 23], e.g., sets of representatives, location of radio stations, land

surveying, etc. Considering the variant of f -tuple domination, and some of its55

extensions, they emerge notably for the design of fault tolerant wireless sensor

networks, see, e.g., [34]. In that context it may be desirable to have several

sensors monitoring the same target to deal with potential failures in the network.

More generally, assume that the nodes of the graph G correspond to the places

where some facility can be installed (fire station, school, hospital, etc.), two60

nodes being adjacent if the places corresponding to the endpoints are physically

close or each one can be easily reached from the other. The fact of requiring more

1Two polytopes are said to be affinely isomorphic if there is an affine map that is a bijection

between the points of the two polytopes [19, 37].
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than one facility in the closed neighborhood of some place may be interpreted in

terms of safety or quality of service in the sense that, if some installed facility in

the neighborhood of a location v cannot be used for any reason and fv ≥ 2, then65

another one can be reached in the neighborhood of v. The fact of considering

reliability requirements depending on the nodes allows also some flexibility of the

model to account for practical matters. For example, with respect to the location

of public facilities (hospitals, police stations, charging stations for electric cars...)

one may require a higher number of these facilities close to places that are more70

densely populated. Still with respect to real contexts, the fact of considering

not necessarily unit weights (wv) for the facilities accounts for possibly different

costs related to the installation or dimensioning of the facility depending on

the location. Limited packings arise for the strategic placement of obnoxious

facilities [17] such as incinerators, garbage dumps, industrial plants: for each75

location (represented by some node in a graph), it is required that no more than

some given number of such facilities are placed in its neighborhood.

Related work

The works we can find in the literature on f -tuple domination essentially

focus on the case when looking for the minimum cardinality of a k-tuple domi-80

nating set (the case w = ~1 and f = k~1, for some positive integer k in the formu-

lation (IP1)), which is also called the k-tuple domination number, as introduced

in [20]. Most of these works deal with complexity and algorithmic aspects, or

introduce bounds on the minimum cardinality of an f -tuple dominating set.

Decision problems corresponding to minimum cardinality k-tuple dominat-85

ing set and maximum cardinality limited packing problems are known to be

NP-complete, even when considering restrictions on the input graph (split or

bipartite) [13, 28]. Both cardinality problems can be solved in linear time when

the input graph is a tree [12, 27]. For any f ∈ F̂G, a minimum cardinality

f -tuple dominating set can be found in polynomial time in strongly chordal90

graphs, and in linear time if a strong ordering of the nodes is given [28]. Dobson

et al. [13] have shown that the minimum cardinality k-tuple dominating set
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and maximum cardinality k-limited packing problems can be solved in polyno-

mial time in P4-tidy graphs. Some peculiar graph families for which minimum

cardinality k-tuple dominating set and maximum cardinality k-limited packing95

problems can be polynomially reduced to each other were investigated in [26].

Gallant et al. [17] established bounds on the maximum cardinality of a k-

limited packing and investigated structural properties of graphs for which some

bounds are satisfied with equality. Several bounds on the k-tuple domination

number, some of which involve other domination parameters, are reported in100

[21]; other upper bounds obtained with probabilistic approaches are reported,

e.g., in [15, 32, 36, 38]. The hardness of approximation for finding a minimum

cardinality k-tuple dominating set was investigated by Klasing and Laforest in

[25], where they present a (ln|V |+ 1)-approximation algorithm. They also show

that this problem cannot be approximated within a ratio of (1− ε)ln|V | for any105

ε > 0 unless NP ⊆ DTIME(|V |log log |V |).

There are few works dedicated to polyhedral results related to f -tuple dom-

ination or limited packing problems. And for the existing ones, they essentially

deal with the basic case when f = ~1. In particular, a complete formulation

of the dominating set polytope (i.e. the ~1-tuple dominating set polytope) for110

strongly chordal graphs is given by {x ∈ [0, 1]n :
∑
u∈N [v] xu ≥ fv, v ∈ V }. This

follows from the fact the closed neighborhood matrix of strongly chordal graphs

is totally balanced, see [1, 14] and Theorem 6.13 in [9]. Complete formulations

of the dominating set polytope are also known for domishold graphs [29], cycles

[7] and some peculiar webs [6]; an extended formulation for the case of cacti115

graphs is presented in [3]. Recent investigations on polytopes related to other

variants of domination: the concepts of f -domination and total f -domination,

are reported in [10] and [11], respectively. There is also a much vaster literature

on polyhedral aspects related to more general covering and packing concepts

and whose survey goes beyond the scope of this paper; see, e.g., [4, 9, 31]. But120

to the present author’s knowledge, they do not cover the polyhedral results that

we report hereafter with respect to the f -tuple dominating set polytope.
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Our contributions

The main contributions of the present paper can be summarized as follows.

We provide:125

� New families of valid inequalities for UfG together with sufficient conditions

for these to be facet-defining, and results on the associated separation

problem.

� Complete formulations for the f -tuple dominating set (and thus also for

the f -limited packing) polytopes of stars.130

� The proof that a conjecture made by Argiroffo [2] on a complete formula-

tion for the 2-tuple dominating set polytope of a tree does not hold.

In addition, we also present some further properties about formulations of the

f -tuple dominating set polytope and preliminary computational results.

The paper is organized as follows. In Section 2, we investigate general prop-135

erties related to the polyhedral structure of f -tuple dominating set polytopes.

Then, in Section 3, we present and study new families of inequalities, showing

that their addition to the relaxation (LP1) leads to a complete formulation for

the case of stars. Another family of valid inequalities, which led us to disprove

a conjecture on a complete formulation for the 2-tuple dominating set polytope140

of trees, is introduced in Section 4. A decomposition result and a procedure to

get an extended formulation for trees are described in Section 5. Preliminary

computational results are reported in Section 6, before we conclude in Section

7.

2. General polyhedral properties145

In this section we present some important basic polyhedral results on UfG
which are relevant to our investigations. Their proofs are reported in Appendix

A for completeness.
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Given a polyhedron P , let dim(P ) denote its dimension. Also, let R = {v ∈

V : fv = dv + 1}. Notice that for each node v ∈ R its closed neighborhood is150

included in all feasible solutions of (IP1).

Proposition 2.1. Let G = (V,E) denote an undirected simple graph and f ∈

F̂G. Then dim(UfG) = |V | − |N [R]|.

Remark. Let G′ = G[V \ R] and define f ′ ∈ FG′ and w′ ∈ RV \R+ as follows:

f ′v = fv − |N(v) ∩ R|, for all v ∈ V \ R, w′v = wv, for all v ∈ V \ N [R] and155

wv = 0, for all v ∈ N(R). It is easy to check that an optimal solution to the

problem [MWf ] defined by the parameters (G, f,w), can be obtained by the

union of the set N [R] with an optimal solution of a problem having the same

form and defined by the parameters (G′, f ′, w′). So, given that the required

nodes in R have no particular relevance with respect to solving [MWf ] nor160

with respect to the polyhedral description of UfG (which is obtained by adding

to a description of Uf
′

G′ the variables (xv)v∈R, together with the set of equations:

xv = 1, for all v ∈ N [R]), in what follows, we shall always assume f ∈ FG unless

otherwise stated. So, in particular, from Proposition 2.1, the polytope UfG is

full dimensional. In addition, we also assume the graph G has order at least165

2 (for non-triviality) and is connected (since otherwise we can work with each

connected component separately).

The next proposition characterizes the trivial inequalities which are facet

defining for UfG.

Proposition 2.2. Let f ∈ FG and u ∈ V . Then, the following holds.170

(i) The inequality xu ≥ 0 is facet-defining for UfG iff (if and only if) fv ≤

dv − 1, for all v ∈ N [u].

(ii) The inequality xu ≤ 1 is facet-defining for UfG.

A very general property satisfied by any non trivial facet-defining inequality

follows.175
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Proposition 2.3. Let aTx ≥ b denote a non trivial facet-defining inequality of

UfG, with f ∈ FG, and let its support be denoted by S = {v ∈ V : av 6= 0}. Then,

the following holds: |S| ≥ 2, av ≥ 0, for all v ∈ V , and b > 0.

We next formulate a simple sufficient condition for the so-called neighbor-

hood inequalities present in (IP1) to be facet-defining.180

Proposition 2.4. Let f ∈ FG and let u denote a node such that fu = du

and fz ≤ dz − 1, for all z ∈ N(u) such that dz ≥ 2. Then, the neighborhood

inequality ∑
v∈N [u]

xv ≥ fu(= du) (1)

is facet-defining for UfG.

Remark. Let E0 = {uv ∈ E : fu = fv = 0} and define G0 = (V,E \ E0) as

the graph obtained from G by removing the edges in E0. Then, observe that

UfG = UfG0
and also that a complete formulation of UfG is obtained by aggregating

the ones corresponding to the connected components of G0.185

3. Star inequalities

In this section we introduce two families of valid inequalities for the polytope

UfG and investigate some of their properties. In particular, we present sufficient

conditions for them to be facet defining, and we show that together with the

inequalities in the relaxation (LP1) they provide a complete formulation of UfG190

for the case of star graphs. We named these two families of inequalities star-1

and star-2 inequalities owing to the latter result, the fact that their support is

contained in the closed neighborhood of a single node, and also to distinguish

them from the well-known neighborhood inequalities (1). Omitted proofs of

this section are postponed to Appendix B. We may stress here the fact that195

the validity of star-1 and star-2 inequalities and the related results given in

sections 3.1-3.3 are not restricted to star graphs. (A restriction to star graphs

is considered only in Section 3.4, where we establish the complete description

result of UfG for this particular graph family.)
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3.1. Star-1 inequalities200

Definition 3.1. Let G = (V,E) denote an undirected simple graph and let f ∈

FG. Given any node u, let L0 = {v ∈ N(u) : fv ≤ dv − 1}, and L1 = N(u) \L0.

Then, an inequality of the following form is called a star-1 inequality.

[max (|L1|, fu)− fu + 1]xu +
∑

v∈N(u)

xv ≥ max (|L1|, fu) . (2)

Proposition 3.2. Under the setting of Definition 3.1, the star-1 inequality (2)

is valid for UfG.

In order to ease the presentation of some properties of star inequalities, let

us formulate the following technical assumption.

Assumption A. Let G = (V,E) be an undirected simple graph, f ∈ FG and205

u ∈ V . Let (L0, L1) denote a partition of N(u) with L0 = {v ∈ N(u) : fv ≤

dv−1}, and L1 = N(u)\L0 (possibly L0 = ∅ or L1 = ∅). Assume that G [N [u]]

is a star (i.e. N(u) is a stable set in G), and that for each node w ∈ V \N [u]

at least one of the following items holds:

� |N(w) \N(u)| ≥ fw and N(w) ∩ N(u) ⊆ L0 (with the convention that210

∅ ⊆ L0 always holds), or

� |N(w) ∩N(u)| = 1 and fw ≤ dw − 1.

� |N(w) ∩N(u)| = 1 and N(z) ∩N(u) = ∅ for all z ∈ N(w) \N(u),

� |N(w) ∩N(u)| = 0.

Note that in view of the last two items specifying conditions on the nodes215

in V \ N [u], Assumption A is clearly satisfied if G is a tree and f ∈ FG.

However the validity of this assumption is not restricted to this graph family.

For example, Assumption A also holds if we consider any graph G, f ∈ FG,

such that G contains a node u for which G [N [u]] is a star, and the set S2
u

of the nodes at distance exactly 2 from u satisfies the third item above (i.e.220

|N(w) ∩N(u)| = 1 and N(z) ∩ N(u) = ∅ for all w ∈ S2
u, z ∈ N(w) \ N(u)).

See, for example, the graph of Figure 2 for an illustration (where the number

10



close to a node v 6= u represents fv). For this particular case with fu = 2, it

follows from the next result that the star-1 inequality 2xu +
∑
v∈N(u) xv ≥ 3 is

facet-defining with respect to UfG.

u

fu

1

1 2

1
1

1

1

1

2
2 1

1

1

1

1

Figure 2: Example to illustrate star inequalities

225

Proposition 3.3. Suppose that Assumption A holds with fu ≥ 2. Then the

inequality (2) is facet-defining with respect to UfG.

Proof. We do the proof for the case fu ≥ |L1|. (The case when fu < |L1| can

be treated similarly.) Let aTx ≥ b denote an inequality defining a facet F of

UfG such that the face defined by (2) is contained in F . We prove that aTx ≥ b230

must correspond to (2) up to multiplication by a positive scalar.

Let w ∈ V \ N [u]. Let z denote a neighbor of u belonging to an elementary

chain joining w and u in G. Consider then the f -tuple dominating set D defined

by D = {z} ∪Q ∪ (V \N [u]), where Q denotes a set of exactly fu − 1 nodes in

N [u] \ {z} containing u. Notice that the incidence vector of D satisfies (2) with235

equality and the latter also holds for the incidence vector of D \ {w} which is

also an f -tuple dominating set in G (using Assumption A). Thus aw = 0, and

this holds for any node w ∈ V \N [u].

Let v1, v2 denote two distinct neighbors of u. We define two f -tuple dominating

sets as follows: D1 = {u, v1} ∪ S ∪ (V \ N [u]), D2 = D1∆{v1, v2}, where S240

stands for a set of exactly fu − 2 nodes in N(u) \ {v1, v2}. Since D1 and D2

correspond to f -tuple dominating sets in G whose incidence vectors satisfy (2)

11



with equality, we deduce av1 = av2 . It follows that av = c1, for all v ∈ N(u)

with c1 ∈ R+.

Considering now an f -tuple dominating set containing u whose incidence vector245

satisfies (2) with equality, we deduce au + (fu − 1)c1 = b. Proceeding similarly

for an f -tuple dominating set not containing u, we obtain b = fuc1. Thus,

the inequality aTx ≥ b corresponds to (2) up to multiplication by a positive

scalar.

3.2. Star-2 inequalities250

Definition 3.4. Let G = (V,E) denote an undirected simple graph and let

f ∈ FG. Given any node u with fu ≥ 3, let L0 = {v ∈ N(u) : fv ≤ dv − 1}, and

L1 = N(u) \ L0. Then, an inequality of the following form is called a star-2

inequality:

(|L1| − fu + |Z|+ 1)xu +
∑

v∈L1∪(L0\Z)

xv ≥ |L1|, (3)

with Z ⊆ L0 satisfying max(0, fu − |L1|) < |Z| < fu − 1 (in case such a set

exists).

To illustrate the family of star-2 inequalities, consider again the graph of

Figure 2, but now with fu = 3. Then the inequality 2xu +
∑
v∈N(u)\{a} xv ≥ 3

belongs to this family, where a denotes a neighbor of the node u satisfying255

fa = 1. From the next results, it turns out that this inequality is in fact also

facet-defining with respect to UfG.

Proposition 3.5. Under the setting of Definition 3.4, the star-2 inequality (3)

is valid for UfG.

Proposition 3.6. Suppose that Assumption A holds with fu ≥ 3. Then, the260

inequalities (3) are facet-defining for UfG.

Proof. Let αTx ≥ β represent an inequality of the type (3), and V denote the

node subset V \ N [u]. Let aTx ≥ b denote a facet-defining inequality of UfG,

such that the facet it defines contains the face of UfG defined by αTx ≥ β, i.e.

12



{x ∈ UfG : αTx = β} ⊆ {x ∈ UfG : aTx = b}. We show that aTx ≥ b must265

correspond to αTx ≥ β, up to multiplication by a positive scalar.

Let w ∈ V and let S denote a subset of fu nodes in N [u] such that

� {u, t} ∪ Z ⊆ S, if there exists t ∈ N(u) such that {t} = N(w) ∩N(u),

� {u} ∪ Z ⊂ S, otherwise.

Then, define D = V ∪S, D′ =
(
V \ {w}

)
∪S and note that D and D′ are f -tuple270

dominating sets. (This relies on the assumption made in the statement of the

proposition about the nodes in V .) And since we have aTχD = aTχD
′

= b, we

can deduce aw = 0.

Let w ∈ Z and define D = V ∪ (L1 ∪ Z), D′ = V ∪ (L1 ∪ Z) \ {w}. Since D

and D′ are f -tuple dominating sets satisfying aTχD = aTχD
′

= b, we deduce275

aw = 0.

If |(L1 ∪L0) \Z| ≥ 2, consider w1, w2 in the set (L1 ∪L0) \Z, and let S denote

a subset of fu nodes in N [u] such that Z ⊂ S, {u,w1} ⊂ S, w2 /∈ S, and define

S′ = S∆{w1, w2}. Since V ∪S and V ∪S′ are f -tuple dominating sets satisfying

aTχV ∪S = aTχV ∪S
′
, we deduce aw1

= aw2
. From now on, let θ denote the value280

of the coefficient av, for any node v ∈ (L1 ∪ L0) \ Z.

Since the incidence vectors of the sets S (as defined in the last paragraph above)

and V ∪L1∪Z satisfy the equation αTx = β, we deduce au+(fu−1−|Z|)θ = b =

|L1|θ. Thus, au = (L1 − fu + |Z|+ 1)θ and it follows that aTx ≥ b corresponds

to (3) up to multiplication by a positive scalar.285

As another example of type (3) inequality, consider the star on eleven nodes

illustrated by Figure 3-(a), together with the domination requirements (fv)v∈V

reported close to each node. For the represented subsets L0, L1 and Z of the

leaves, the corresponding facet-defining inequality is 4x1+
∑
v∈L1∪(L0\Z) xv ≥ 5.

Note that since UfG is full dimensional (assuming f ∈ FG), the facets defined by290

the inequalities of type (3) are all distinct. Given this, a relevant consequence of

Proposition 3.6 is the fact that there exist families of dominating set polytopes

for which the number of facets grows exponentially with the number of nodes of
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Figure 3: Examples to illustrate star inequalities
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the corresponding graph. As an example, consider a star of even order n, and

let f ∈ FG such that f1 = n
2 − 1, |L0| = n

2 − 2 (and thus |L1| = n
2 + 1), see the295

illustration given in Figure 3-(b). Then the number of type (3) inequalities is

Ω
(
2n/2

)
. This contrasts with the classical dominating set polytope U~1G for which

the number of facets is O(n) for strongly chordal graphs [14]. The potential

exponential number of star-2 inequalities raises the question of the complexity

of the corresponding separation problem that is addressed in the next section.300

3.3. Separation of star inequalities

Given a vector x ∈ RV , the separation problem with respect to UfG consists

in determining if x ∈ UfG, and if not, in exhibiting an inequality that is valid for

UfG but violated by x.

Obviously star-1 inequalities can be checked in polynomial time. We now de-

scribe a procedure showing that this result also holds for star-2 inequalities. re-

suming the notation from the Definition 3.4, for each node u ∈ V with fu ≥ 3,

we can proceed as follows. Firstly, we check if |L0| > max (0, fu − |L1|) and

fu − 1−max (0, fu − |L1|) ≥ 2. If this is not satisfied, then there is no inequal-

ity (3) to be considered. Otherwise, observe that inequality (3) can be rewritten

as follows.

(|L1| − fu)xu +

 ∑
v∈N [u]

xv

+

(∑
v∈Z

xu − xv

)
≥ |L1|, (4)
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with Z ⊆ L0 satisfying max(0, fu − |L1|) < |Z| < fu − 1.

Let {1, 2, . . . , p} denote the neighbors of node u in L0, ordered so that (xu − x1) ≤

(xu − x2) ≤ . . . ≤ (xu − xp) . Let q denote the largest index such that (xu − xq) <

0 and q ≤ fu − 2, with the convention that q = 0 if (xu − x1) ≥ 0. Let305

r = max (1, fu − |L1|+ 1, q) and set Ẑ = {1, 2, . . . , r}. Clearly, from the ex-

pression (4), Ẑ is a node subset of N(u) minimizing
∑
v∈Z xu − xv subject to

Z ⊆ L0 and max(0, fu−|L1|) < |Z| < fu−1. Thus, by evaluating the left-hand

side of (3) with Z = Ẑ we can determine if, for the node u we consider, all the

inequalities (3) are satisfied. And since Ẑ can be determined in polynomial time310

the next result follows.

Proposition 3.7. Inequalities (3) can be separated in polynomial time.

3.4. A complete formulation of UfG for stars

In this subsection we show that the star-1 and star-2 inequalities introduced

above, together with the inequalities present in (LP1), provide a complete for-315

mulation of UfG when G is a star.

Lemma 3.8. Let G = (V,E) be a star having for center the node 1, let f ∈ FG,

and aTx ≥ b denote a non trivial facet-defining inequality of UfG. Then, a1 > 0.

Proof. Assume for a contradiction that a1 = 0. By Proposition 2.3, b > 0 and

| {v ∈ V : av > 0} | ≥ 2. Also, there exists an f -tuple dominating set D such that320

1 /∈ D and aTχD = b (because otherwise the face defined by aTx ≥ b would be

contained in the one defined by the trivial inequality x1 ≤ 1, a contradiction).

Consider any node w ∈ D such that aw > 0. Then, D′ = D \ {w} ∪ {1} is an

f -tuple dominating set and aTχD
′
< b, a contradiction.

For the case when the graph G = (V,E) is a star having for center the325

node 1 and f1 ∈ {0, 1}, the trivial inequalities together with the neighborhood

inequalities provide a complete formulation of the polytope UfG. This follows

from the total balancedness of the closed neighborhood matrix (see [1, 8]) for

such a case. So, in the rest of this section we assume f1 ≥ 2 and n ≥ 3.
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Proposition 3.9. Let G = (V,E) denote a star with order n ≥ 3 and having330

node 1 for center. Let f ∈ FG such that f1 ≥ 2. Then, a complete description

of UfG is given by the set of the trivial inequalities, the neighborhood inequalities

of the nodes in L1 = {v ∈ N(1) : fv = 1}, and the inequalities (2)-(3) (taking

u = 1 in the expressions of (2)-(3)).

Proof. Let aTx ≥ b denote a facet-defining inequality of UfG that is not trivial335

and different from a neighborhood inequality of a node in L1. Using the next

four claims whose proofs are postponed to Appendix B for clarity of exposition,

we show that it must correspond (up to multiplication by a positive scalar), to

an inequality of the type (2) or (3). In what follows we denote by Z0 the node

subset Z0 = {v ∈ V : av = 0}, also L0 = N(1) \ L1. Note that by Lemma 3.8,340

we have 1 /∈ Z0.

Claim 1. If L1 6= ∅, then av = α, for all v ∈ L1, with α > 0.

Claim 2. If Z0 = ∅, then av = α, for all v ∈ V \ {1}, with α > 0.345

Claim 3. If Z0 6= ∅, then L1 6= ∅ and f1 − |L1| < |Z0| < f1 − 1.

Claim 4. If Z0 6= ∅, then av = α, for all v ∈ L1 ∪ (L0 \ Z0), with α > 0.

350

Making use of the four claims above, we establish a relation between a1 and

α. Let D stand for an f -tuple dominating set such that aTχD = b and 1 /∈ D.

Then, necessarily L1 ⊆ D, and

� if Z0 = ∅: Claim 2 implies b = max(f1, |L1|)α.

� if Z0 6= ∅: Claim 1 implies Z0 ∩ L1 = ∅. Then, by Claim 3 we have355

|Z0 ∪ L1| > f1, and thus Z0 ∪ L1 is an f -tuple dominating set. This

implies b ≤ aTχZ0∪L1 ≤ aTχD = b, where the second inequality follows

from the nonnegativity of a (Proposition 2.3). It follows that av = 0, for

all v ∈ D \ L1. By Claim 4, we deduce b = α|L1|.
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Now let D̃ stand for an f -tuple dominating set such that aTχD̃ = b and360

1 ∈ D̃. Then,

� if Z0 = ∅: a1 = α(max(f1, |L1|)− f1 + 1),

� if Z0 6= ∅: a1 = α(|L1| − f1 + 1 + |Z0|).

4. Extended neighborhood inequalities365

In this section, we introduce inequalities generalizing the star-2 inequalities

(3) presented above. We investigate on their facet-defining properties and re-

lated separation problem. The obtained results notably lead us to disprove a

conjecture on a complete formulation of the 2-tuple dominating set polytope for

trees. Omitted proofs from this section are postponed to Appendix C.370

4.1. Definition and properties

Definition 4.1. Let G = (V,E) denote an undirected simple graph, f ∈ FG.

Let u ∈ V , and let (Z,L0, L1) denote a tripartition of N(u) satisfying all the

following conditions.

(i) fu − |L1| ≤ |Z| ≤ fu − 1,375

(ii) for each node w ∈ L1, fw ≥ 1.

For each node w ∈ L1, let N(u,w) denote a subset of N [w] \ {u} such that

w ∈ N(u,w) and |N(u,w)| = dw − fw + 1. Also, let N = ∪w∈L1
N(u,w). Then,

an inequality of the following form is called an extended neighborhood inequality.

(|L1| − fu + |Z|+ 1)xu +

∑
w∈L1

∑
v∈N(u,w)

xv

+
∑

v∈L0\N

xv ≥ |L1|. (5)

Proposition 4.2. Under the setting of Definition 4.1, the extended neighbor-

hood inequality (5) is valid for UfG.
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For an example of inequality of type (5), consider the graph (a tree) given in

Figure 4, where the node requirements (fv)v∈V correspond to the values close to380

the nodes. Taking for u the node 1, considering the tripartition of N(u): (Z =

{6}, L0 = {5}, L1 = {2, 3, 4}) and the sets N(1, 2) = {2, 7}, N(1, 3) = {3, 9}

and N(1, 4) = {4, 10}, we obtain the following inequality: 2x1 + x2 + x3 + x4 +

x5 + x7 + x9 + x10 ≥ 3.

Figure 4: Illustration for an inequality of type (5)
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We now specify sufficient conditions under which inequality (5) is facet-385

defining. To do so, we first formulate an assumption which may be viewed as

an extension of Assumption A for inequality (5). Given any node u ∈ V , N2[u]

denotes the node subset N [N [u]], i.e. the set of all the nodes at distance at

most two from node u.

Assumption B. Let G = (V,E) be an undirected simple graph, f ∈ FG and390

u ∈ V . Assume that G
[
N2 [u]

]
is a tree, and at least one of the following items

holds, for all w ∈ V \N [u] :

� |N(w) \N(u)| ≥ fw and N(w) ∩ N(u) ⊆ L0 (with the convention that

∅ ⊆ L0 always holds), or

� |N(w) ∩N(u)| = 1 and fw ≤ dw − 1.395

� |N(w) ∩N(u)| = 1 and N(z) ∩N(u) = ∅ for all z ∈ N(w) \N(u),

� |N(w) ∩N(u)| = 0.
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Proposition 4.3. Suppose that Assumption B holds with fu ≥ 2, and that there

exists a tripartition (Z,L0, L1) of N(u) such that

(i) fu − |L1| < |Z| < fu − 1,400

(ii) fv ≤ dv − 1, for all v ∈ Z ∪ L0,

(iii) for each node w ∈ L1, fw ≥ 1 and |Qw| ≥ dw − fw, with Qw = {v ∈

N(w) \ {u} : fv ≤ dv − 1}.

For each node w ∈ L1, let N(u,w) denote a subset of Qw ∪ {w} such that

w ∈ N(u,w) and |N(u,w)| = dw − fw + 1.405

Then, the inequality (5) is facet-defining with respect to UfG.

Proof. Let aTx ≥ b denote an inequality defining a facet F of UfG such that the

face defined by (5) is contained in F . We show that aTx ≥ b must correspond

to (5), up to multiplication by a positive scalar. Let S denote the nodes corre-

sponding to the support of (5): S = (N [u] \ Z) ∪
(
∪w∈L1N(u,w)

)
.410

Let w ∈ Z. Let R = (V \ (S ∪ {w})) ∪ L1. Note that, from our assump-

tions, |L1| + |Z| > fu and thus, the node u domination requirement is satis-

fied by R. Since fw ≤ dw − 1 and all the neighbors of w but u belong to R,

|R∩N(w)| = dw−1 ≥ fw. Using Assumption B, for any node v ∈ V \(S∪{w}),

|R ∩ N [v]| ≥ fv. For any node v ∈ L0 all its neighbors but u belong to415

R, and so its domination requirement is satisfied. For each node v ∈ L1,

|N(v)∩R| = fv−1, and for any node v ∈
(
∪z∈L1

N(u, z)
)
\L1, |N(v)∩R| = dv,

and so the domination requirements are satisfied for these nodes too. So, the

node sets R and R∪ {w} are f -tuple dominating sets, and since their incidence

vectors satisfy (5) with equality (and thus also aTx = b), we deduce aw = 0.420

Let w ∈ V \ (S ∪Z). Let z denote the node in S ∪Z which is closest to w in an

elementary chain joining w and u in G. We consider three cases:

� if z ∈ Z, then define R̃ = (V \ S) ∪ L1,

� if z ∈ N(u, ẑ)\{ẑ} with ẑ ∈ L1, then define R̃ = (V \S)∪ (L1 \{ẑ})∪{z},
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� if z ∈ L0 ∪ L1, then define R̃ = (V \ S) ∪ {z, u} ∪X, where X denote a425

set of exactly fu − |Z| − 2 neighbors of u different from z.

Using Assumption B, the sets R̃ and R̃ \ {w} are f -tuple dominating sets. And

since their incidence vectors satisfy (5) with equality, we deduce aw = 0.

Consider now a node w ∈ L0 ∪L1. Let X denote a set of fu− |Z| − 1 neighbors

of u in N(u) \ Z including node w. Let R̂ = (V \ S) ∪ {u} ∪X. Let w′ denote

any neighbor of u not in R̂. Then the sets R̂ and R̂∆{w,w′} are both f -tuple

dominating sets in G whose incidence vectors satisfy (5) with equality, thus im-

plying aw = aw′ . In what follows let c1 ≥ 0 denote the value such that aw = c1,

for all w ∈ L0 ∪ L1.

Let w ∈ S \ (L0 ∪ L1 ∪ {u}). So w belongs to a set of the form N(u,w) for some

node w ∈ L1. So we have |N (u,w) | ≥ 2, and thus fw ≤ dw−1 (from the assump-

tions int the statement of the proposition). Let R = (L1 \ {w})∪ (V \ S)∪{w}.

Since R and R∆{w,w} are f -tuple dominating sets whose incidence vectors

satisfy (5) with equality, we deduce aw = aw = c1.

Finally, consider the sets R1 = L1 ∪ (V \ S) and R2 = (V \ S)∪{u}∪X, where

X stands for a set of fu − |Z| − 1 nodes in N(u) \ Z. Since the sets R1 and

R2 are f -tuple dominating sets in G whose incidence vectors satisfy (5) with

equality, we deduce

aTχR1 = |L1|c1 = b = aTχR2 = au + (fu − 1− |Z|)c1.

It follows that the inequality aTx ≥ b corresponds to (5), up to multiplication

by a positive scalar.

4.2. Separation of extended neighborhood inequalities

With respect to the separation problem associated with the family of ex-430

tended neighborhood inequalities (5), we have the next result.

Proposition 4.4. Let G = (V,E) denote an undirected simple graph, and f ∈

FG. For a fixed nonnegative integer k, the separation problem with respect to the

family of inequalities (5) such that |Z| = k, can be solved in polynomial time.
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Proof. Let x∗ denote the point that is given as input for the separation prob-435

lem. Let A denote the set of nodes u ∈ V , satisfying fu ≥ k + 1, and

|{v ∈ N(u) : fv ≥ 1}| ≥ fu − k. (The set A can be determined in polynomial

time). Assume A is nonempty, since otherwise no inequality (5) with |Z| = k is

violated.

For each node u ∈ A and each node subset Z of exactly k nodes among440

the neighbors of u, we proceed as follows. (For fixed k, the number of such

sets Z is polynomial.) Let L̂1 ⊆ N(u) stand for the neighbors of u that are

candidates for belonging to the set L1, i.e. L̂1 = {v ∈ N(u) \ Z : fv ≥ 1}. In

case |L̂1| < fu − |Z|, then, no inequality (5) for the considered set Z exists, so

assume that |L̂1| ≥ fu − |Z|. For each node z ∈ L̂1, let N(u, z) = {z} ∪ Qz445

with Qz consisting of the nodes in N(z) \ {u} which correspond to the dz − fz
smallest values among {x∗v : v ∈ N(z) \ {u}} (breaking ties arbitrarily). Then,

let L1 = {z ∈ L̂1 : x∗u +
∑
v∈N(u,z)\{z} x

∗
v < 1}. If |L1| ≥ fu − |Z|, set L1 = L1.

Otherwise, define L1 as the set of nodes corresponding to the fu − |Z| smallest

values in the set {
∑
v∈N(u,z)\{z} x

∗
v : z ∈ L̂1} (breaking ties arbitrarily). Then,450

set L0 = N(u) \ (Z ∪ L1).

Observe that the inequality (5) may be rewritten in the following form, in

which, fixing u, Z and x = x∗, the first two summands in the left-hand side do

not depend on the set L1.

(|Z|+1−fu)xu+

 ∑
v∈N(u)\Z=L0∪L1

xv

+
∑
w∈L1

xu − 1 +
∑

v∈N(u,w)\{w}

xv

 ≥ 0.

It follows that, for fixed u, Z, the tripartition (Z,L0, L1) determined above

corresponds to an inequality of type (5) having maximum violation.

From Proposition 4.4, it follows that for graphs having a maximum degree

bounded by a fixed constant the separation problem with respect to all the455

inequalities of the type (5) can be solved in polynomial time. Then, from the

equivalence between optimization and separation [18], it follows that for such

graphs the relaxation of [MWf ] obtained by adding the inequalities (5) to (LP1)
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can be solved in polynomial time and may lead to a better bound on the optimal

objective value of (IP1) (than the linear relaxation of the latter).460

4.3. About the 2-tuple dominating set polytope for trees

The conjecture made by Argiroffo (see Section 3 in [2]) on the formulation

of the 2-dominating set polytope of trees (i.e. the f -tuple dominating set poly-

tope of trees for the particular case when fv = 2, for all v ∈ V ) stated that

a complete formulation of the 2-tuple dominating set polytope was given by a465

set of inequalities, each one having a support included in the closed neighbor-

hood of a single node. Consider the graph G′ of Figure 5(a), where the node

domination requirements (f ′v)v∈V correspond to the values close to the nodes.

By Proposition 4.3 the inequality 2x1 + x2 + x3 + x4 + x5 + x7 + x8 ≥ 3 is

facet-defining for Uf
′

G′ . It follows that Argiroffo’s conjecture does not hold: the470

instance illustrated in Figure 5(b) provides a counterxample since a complete

formulation of UfG can be obtained by adding to the one of the instance from

Figure 5(a), the set of equations xv = 1, for all v ∈ N [R].

Figure 5: Illustrations for a facet-defining inequality of type (5)

(a) (G′, f ′) (b) (G, f)

5. Decomposition result and extended formulation

5.1. Decomposition result475

Let G = (V,E) stand for a connected graph (extending the results to the

non connected case is straightforward), and let f ∈ FG. Assume that there
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exists a node u ∈ V such that all its neighbors belong to different connected

components in G [V \ {u}]. Let N(u) = {w1, w2, . . . , wp} and denote by W i

the node set of the connected component in G[V \ {u}] that contains wi. For480

each i ∈ {1, 2, . . . , p}, let Gi = (V i, Ei) = G[W i ∪ {u}], and define f i ∈ FGi as

follows: f iu = 0, and f iv = fv, for all v ∈ W i. Given a vector x ∈ RV , let xi

stand for its restriction to the entries indexed on V i.

The next proposition is analogous to a decomposition property established

with respect to f -total dominating set polytopes (see Section 3 in [11]). The485

proof can be done similarly and is thus omitted.

Proposition 5.1. Let α ∈ {0, 1}. Then, resuming the notation introduced

above, the polytope Qα defined by

Qα = {x ∈ RV : xi ∈ Uf
i

Gi , i = 1, . . . , p, xu = α and
∑

v∈N [u]

xv ≥ fu}

is integral.

From Proposition 5.1 and Balas’ work [5], an extended formulation of UfG can

be simply determined provided that complete formulations are known for Uf
i

Gi ,

for all i ∈ {1, 2, . . . , p}. More precisely, resuming the notation from Proposition

5.1, we have

UfG =

x ∈ RV

∣∣∣∣∣∣∣∣∣
x = y0 + y1,

A0y0 ≥ λb0, A1y1 ≥ (1− λ)b1,

λ ∈ [0, 1], (y0, y1) ∈ RV × RV

 .

where Aα, bα define a complete formulation of the polytope Qα: Qα = {x ∈

RV : Aαx ≥ bα}, for α = 0, 1.

This feature is used in what follows to obtain an extended formulation of490

UfG for the case of trees.

5.2. Extended formulation for trees

Assume now that G stands for a star having for center node 1, and let

f ∈ FG. We mentioned earlier (Section 3) that the number of facets of UfG
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could be exponential, depending on the vector f . Alternatively, a compact

extended formulation can be easily obtained. Indeed, observe that

P?1 = UfG ∩ {x ∈ RV : x1 = 1}

=
{
x ∈ [0, 1]

V
: x1 = 1 and

∑
v∈V \{1} xv ≥ f1 − 1

}
, and

P?0 = UfG ∩ {x ∈ RV : x1 = 0}

=
{
x ∈ [0, 1]

V
: x1 = 0, xv = 1, v ∈ L1, and

∑
v∈V \({1}∪L1)

xv ≥ f1 − |L1|
}
.

(Recall that L1 = {v ∈ V \ {1} : fv = 1}.) Given any set S, let conv(S) denote

its convex hull. Since UfG = conv (P?0 ∪ P?1 ), a compact formulation for stars

follows from Balas’ results [5]. And iteratively applying Proposition 5.1 together495

with Balas’ results [5], an extended formulation can be obtained for trees.

6. Preliminary computational experiments

In this section we report preliminary computational results providing some

first indications on the potential interest of the star and extended neighbor-

hood inequalities introduced above to improve the bound from (LP1). In fact,500

from the experiments that have been done so far, it appears that for arbitrary

graphs, cost functions and domination requirements, the new families of inequal-

ities tend to fail to provide improvements over the bound given by the relaxation

(LP1). Anyhow, summarizing our observations, improvements in terms of gap

closure could be namely observed on sparse graphs containing few nodes with a505

large degree and most of the nodes with a low degree. With respect to the cost

function and the domination requirements, the most favourable cases seem to

be those for which part of the nodes of highest degree are assigned with a cost

and domination requirement close to their degree halved. The other nodes are

set with a (comparatively) low cost and the domination requirement may be ar-510

bitrary. The purpose here is not to delve into an extensive computational study

of the inequalities introduced in this paper but rather to give a first illustration

of these observations and the fact that the new inequalities introduced in this

paper can indeed for some instances contribute to improve the bound stemming
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from (LP1). (Also, one may notice that the integrality gap from (LP1) can be515

quite large, see namely the case of a star hereafter and Appendix D).

The graphs considered for the reported results are complete bipartite graphs2,

and several sparse graphs from the Network Repository [33] corresponding to

different applications (see the last reference for further details). (For graphs

containing loops and/or multiple edges, they have been removed to get simple520

graphs. The number of nodes and edges reported hereafter are those of these

simple graphs.) The node costs and domination requirements have been set as

follows. Let p ∈ [0, 1] and let C denote the set of the dp · |V |e nodes of high-

est degree in G (breaking ties arbitrarily). Then, for each node v ∈ C, we set

fv = ddv2 e, wv = bdv2 c+ 1. And for each node v ∈ V \C, we set fv = wv = dv.525

With respect to the separation procedure that is used to add iteratively

inequalities to (LP1), we proceed as follows. If the optimal solution of the

current relaxation is fractional, we firstly separate with respect to the star-1

inequalities. If such an inequality is violated, then one with maximum violation

(breaking ties arbitrarily) is added to the current relaxation that is solved again530

and we iterate. Otherwise (i.e. all the star-1 inequalities are satisfied), we

proceed analogously with respect to the star-2 inequalities . And if no violated

star-2 inequality is found, then we apply the following simple heuristic to find a

violated extended neighborhood inequality. For each node v the neighbor nodes

are ordered by decreasing value in the current solution. Then for an increasing535

value of the cardinality k of |Z|, we define Z as the set of the first k neighbors

of v. Then, following the proof of Proposition 4.4, we determine if there exists

a violated extended neighborhood inequality of the form (5) for this particular

set Z. All the possible values for |Z| allowed by Proposition 4.2 are considered.

If a violated inequality is found, one with maximum violation is added to the540

current relaxation (breaking ties arbitrarily).

2In what follows, Kn,m denotes the complete bipartite graph with partitions of size n and

m.
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Computations are done on a laptop having a 2.3 GHz Intel Core i5 processor

and 16 GB of RAM. The linear programs were solved using CPLEX 12.10 with

default settings. In our experiments we used p ∈ {0.25; 0.5; 0.75; 1} and set a

time limit to one hour. Let Z? denote the optimal objective value of (IP1) and545

LB the optimal objective value of some relaxation. Then, the optimality gap is

computed as gap(LB) = Z?−LB
LB × 100. And given two lower bounds LB1, LB2

on Z?, such that LB1 ≤ LB2. The percentage of gap reduction of LB2 over

LB1 is computed as gap(LB1)−gap(LB2)
gap(LB1) × 100.

The results are reported in Table 1. For each instance, we indicate: its550

name, the number of nodes (|V |), the number of edges (|E|), the value of p,

the optimal objective value Z? of (IP1), the time (in seconds) needed to solve

(IP1), the optimal objective value of (LP1), the time needed to solve it and its

optimality gap. Then, with respect to the application of the cutting-plane pro-

cedure described above (denoted by ”LP1 + ?”) we indicate: the final optimal555

objective value, the time needed, the number of constraints generated (specify-

ing in squared brackets the number of star-1, star2 and extended neighborhood

inequalities generated, in this order), the gap, and then the gap reduction (GR)

with respect to (LP1). If the processing time exceeds our limit this is indicated

by an asterisk (*). In particular, if this is the case with respect to (IP1) the560

value reported in the field ”obj” is the objective value of the best feasible so-

lution found within this time constraint and the gaps are computed using this

objective value (instead of Z?).

The obtained results clearly point out that for some instances the families of

inequalities introduced in this paper can substantially contribute to reduce the565

gap of (LP1). Anyhow, as we already mentioned above, the potential improve-

ments provided by the new families of inequalities are very much dependent on

the cost function and the graph structure. The obtained results also display an

important diversity in terms of gap reduction. Other experiments have been

carried out, e.g., on dense instances from the Network Repository [33], on ran-570

domly generated (sparse and dense) graphs using the Erdös-Rényi model and

on random regular graphs. But we could not observe improvements in terms
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of gap closure using our new results for such instances. Anyhow, improvements

may be observed on some dense graphs with some particular structure (see, e.g.,

the case of K250,750 and K250,1750 in Table 1). We report in Appendix D an575

auxiliary result about the maximum integrality gap for star graphs and a cost

function such as the one used in the experiments (with p > 0), showing that it

can be close to 4/3. So far, for all the cost functions and graphs that we have

considered, the integrality gap was always less than 4/3. This might suggest

that graphs corresponding to the union of high-order stars with few intersections580

and/or connections between them, together with a cost function such as the one

we considered, are among the most promising instances in terms of potential

gap reduction in absolute value (i.e. the absolute difference between the gaps

corresponding to LP1 and ’LP1+?’ in Table 1). This seems to be consistent

with the results obtained if we have a closer look at the structure of the graphs,585

considering namely the degree distribution of the nodes (see Appendix E for

some node degree information about the instances reported in Table 1 except

for complete bipartite graphs, since this is clear for the latter). A deeper anal-

ysis aiming at a characterization of the instances for which the inequalities we

introduced lead to a strict improvement over (LP1) is an interesting matter for590

future research work.
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7. Conclusion and perspectives

In this paper we proceeded to investigations related to the f -tuple domina-

tion concept from a polyhedral perspective. We introduced families of facet-

defining inequalities, provided a complete formulation for stars and disproved595

a conjecture from the literature. Some preliminary computational results have

also been presented.

Future research work may be directed towards a deeper computational study

aiming at determining families of instances for which the inequalities presented

may contribute to improve the bound stemming from (LP1). Another line of600

research is looking for other families of (facet defining) inequalities and a com-

plete formulation of the f -tuple dominating set polytope in the original space,

for trees and other graph classes.
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[9] Cornuéjols, G.: Combinatorial Optimization: Packing and Covering.

CBMS-NSF Regional Conference Series in Applied Mathematics CBMS

74, SIAM, Philadelphia, PA (2001)

[10] Dell’Amico, M., Neto, J.: On f -domination: polyhedral and algorithmic630

results. Mathematical Methods of Operations Research 90 (2019) 1-22

[11] Dell’Amico, M., Neto, J.: On total f -domination: polyhedral and algo-

rithmic results. Discrete Applied Mathematics 258 (2019) 97-104

[12] Dobson, M.P., Leoni, V., Nasini, G.: Arbitrarly limited packings in trees.

II MACI (2009)635

[13] Dobson, M.P., Leoni, V., Nasini, G.: The multiple domination and limited

packing problems in graphs. Information Processing Letters 111 (2011)

1108-1113

[14] Farber, M.: Domination, independent domination, and duality in strongly

chordal graphs. Discrete Applied Mathematics 7 (1984) 115-130640

[15] Gagarin, A.: Improved upper bounds for the k-tuple domination number.

Australasian journal of combinatorics 41 (2008) 257-261

[16] Gallant, R., Gunther, G., Hartnell, B., Rall, D.: Limited Packings in

Graphs. Electronic Notes in Discrete Mathematics 30 (2008) 15-20

30



[17] Gallant, R., Gunther, G., Hartnell, B., Rall, D.: Limited Packings in645

Graphs. Discrete Applied Mathematics 158 (2010) 1357-1364

[18] Grötschel, M., Lovász, L., Schrijver, A.: The ellipsoid method and its con-

sequences in combinatorial optimization, Combinatorica 1:2 (1981) 169-

197
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Appendix A. Proofs of Section 2

Proof of Proposition 2.1

Trivially, dim(UfG) ≤ |V | − |N [R]|, since for each node v ∈ N [R] the equation

xv = 1 holds for any vector x ∈ UfG. To conclude, we can notice that the700

incidence vectors of the following node subsets are affinely independent and

they all belong to UfG: V and V \ {v}, for all v ∈ V \N [R].

Proof of Proposition 2.2

For σ ∈ {0, 1} and v ∈ V , let Fσv denote the face of UfG defined by: Fσv =

UfG ∩ {x ∈ RV : xv = σ}.705

(i) [⇐] Assume that fv ≤ dv−1, for all v ∈ N [u]. Then, the incidence vectors

(in RV ) of the following node subsets are affinely independent and they all

belong to F 0
u : V \ {u} and V \ {u, v}, for all v ∈ V \ {u}.

[⇒] If fw = dw for some node w ∈ N(u), then F 0
u ⊂ F 1

w, and thus xu ≥ 0

cannot define a facet of UfG. If fu = du, then F 0
u ⊆ F 1

w, for all w ∈ N(u).710

(ii) The inequality is valid for UfG and the incidence vectors in RV of all the

following node subsets are affinely independent and belong to F 1
u : V and

V \ {v}, for all v ∈ V \ {u}.

Proof of Proposition 2.3715

The property that |S| ≥ 2 is trivial. Then, assume, for a contradiction, that

there exists some node w ∈ V with aw < 0. Let D denote an f -tuple dominating

set such that w /∈ D and aTχD = b. Since D̂ = D∪{w} is an f -tuple dominating

set and aTχD̂ < b we get a contradiction with the validity of the inequality720

aTx ≥ b. And since this inequality is assumed to be a non trivial one, necessarily

b > 0.
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Proof of Proposition2.4

The following node subsets are f -tuple dominating sets and their incidence725

vectors are affinely independent: V \ {u,w} for all w ∈ V \N [u], and V \ {v},

for all v ∈ N [u].

Appendix B. Proofs of Section 3

Proof of Proposition 3.2

730

Let aTx ≥ b represent the inequality (2), and let S denote an f -tuple dominating

set in G. Consider then the two cases:

� If u /∈ S, then we must have L1 ⊆ S. Also S must contain at least fu

neighbors of node u (due to the domination requirement for this node).

� If u ∈ S, then S must contain fu − 1 neighbors of node u.735

Thus, in both cases one can easily check that the inequality aTχS ≥ b holds.

Proof of Proposition 3.5

Let aTx ≥ b represent the inequality (3), and let S denote an f -tuple dominating

set in G. Consider then the two cases:740

� If u /∈ S, then we must have L1 ⊆ S.

� If u ∈ S, then S must contain fu − 1 neighbors of node u, and thus at

least fu − 1− |Z| nodes in L1 ∪ (L0 \ Z).

So in both cases we deduce that the inequality aTχS ≥ b holds.
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Proof of Claim 1 (in the proof of Proposition 3.9)745

We firstly show that av > 0, for all v ∈ L1. Assume, for a contradiction, that

there exists some node z ∈ L1, such that az = 0. Since aTx ≥ b is assumed to be

different from the trivial inequalities, there exists an f -tuple dominating set D

such that aTχD = b and z /∈ D. The fact that z /∈ D implies 1 ∈ D. And given750

that D \ {v} ∪ {z} is an f -tuple dominating set, for all v ∈ D \ {1}, we must

have av = 0, for all v ∈ D \ {1}. This also implies b = a1 > 0 and av = 0, for all

v ∈ L1. (If there exists w ∈ L1 such that aw > 0, since aTx ≥ b is assumed to be

different from xw+x1 ≥ 1, there must exist some f -tuple dominating set D̂ such

that aTχD̂ = b and {1, w} ⊆ D̂. But then, aTχD̂ > b = a1, a contradiction.)755

Now, let D̃ denote an f -tuple dominating set not containing node 1 and such

that aTχD̃ = b. Then, necessarily L1 ⊆ Z0 ⊂ D̃ and |Z0| < f1 (since otherwise

b = 0 and aTx ≥ b is redundant with respect to trivial inequalities). This

implies that, for any f -tuple dominating set D such that aTχD = b, we must

have Z0 ⊂ D. Thus the face of UfG defined by aTx ≥ b is contained in the face760

∩v∈Z0F
1
v with F 1

v = UfG ∩ {x ∈ Rn : xv = 1}, a contradiction.

We now show that av = α, for all v ∈ L1, for some positive real value α. Let

z ∈ L1 such that az = minv∈L1
av. Let D denote an f -tuple dominating set such

that aTχD = b and z /∈ D. Assume that there exists w ∈ L1 such that aw > az.

Necessarily 1 ∈ D (for the domination of the node z ∈ L1 \D) and az ≥ av, for765

all v ∈ D \ {1} (since otherwise we get a contradiction with the validity of the

inequality aTx ≥ b). So, in particular, w /∈ D. Now, let D̂ stand for an f -tuple

dominating set such that aTχD̂ = b and {1, w} ⊆ D̂. (The existence of such a

set D̂ follows from the assumption that the inequality aTx ≥ b is different from

x1 + xw ≥ 1.) Then, necessarily av ≥ aw, for all v ∈ V \ D̂. But the latter770

implies D ∪ {z} ⊂ D̂, a contradiction since then aTχD̂ > aTχD = b.
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Proof of Claim 2 (in the proof of Proposition 3.9)

Consider firstly the case |L1| ≤ f1. Then for any f -tuple dominating set D such775

that aTχD = b, the equation |D| = f1 also holds: the face defined by aTx ≥ b

is contained in the one defined by the inequality (2).

So assume now that |L1| > f1. Note that in this case there is a single f -tuple

dominating set not containing node 1 and whose incidence vector satisfies the

equation aTx = b: L1. If L0 = ∅, then the result follows from Claim 1. So780

assume that L0 6= ∅ and let D stand for an f -tuple dominating set satisfying

aTχD = b and w ∈ D with w ∈ L0 such that aw = maxv∈L0
av. Necessarily

1 ∈ D (since otherwise L1 ⊂ D and removing node w from D we obtain an

f -tuple dominating set contradicting the validity of aTx ≥ b). Also, observe

that |D| = f1 and there exists some node z ∈ L1 \ D. Considering then the785

f -tuple dominating set D∆{w, z}, we deduce (resuming the notation of Claim

1) az = α ≥ aw, where for any two sets A,B, the notation A∆B stands for their

symmetric difference (A ∪B) \ (A ∩B).

Assume now that there exists some node ŵ ∈ L0 such that aŵ < α. Since the

inequality aTx ≥ b is assumed to be different from the neighborhood inequalities790

of the nodes in L1, for any node z ∈ L1 there must exist an f -tuple dominating

set D satisfying aTχD = b and {1, z} ⊆ D. This namely implies |Q| < f1 − 1

with Q = {v ∈ L0 : av < α} (since otherwise we get a contradiction with the

validity of the inequality aTx ≥ b).

It follows that if D̂ is an f -tuple dominating set whose incidence vector795

satisfies aTx = b, then either:

� 1 ∈ D̂. And in that case, necessarily Q ⊂ D̂ (since otherwise, by exchang-

ing a node in D̂ \ {1} with a node in Q, we get a contradiction with the

validity of aTx ≥ b).

� Or 1 /∈ D̂. Then necessarily D̂ = L1 (to satisfy the domination require-800

ments of the nodes in L1), using the fact that Z0 = ∅ together with

|L1| > f1.
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It then follows that the equation x1 = xŵ must be satisfied by the incidence vec-

tors of all the f -tuple dominating sets satisfying aTx = b. Given that the poly-

tope UfG is full dimensional, this would imply that the face defined by aTx ≥ b805

would be contained in a face defined by an inequality of the form xŵ ≥ x1 or

xŵ ≤ x1, both of which are not valid for UfG, a contradiction.

Proof of Claim 3 (in the proof of Proposition 3.9)

810

We firstly show L1 6= ∅. If L1 = ∅, then one can easily check that UfG ={
x ∈ [0, 1]V :

∑
v∈V xv ≥ f1

}
(so for the only non trivial facet defining inequal-

ity we have Z0 = ∅).

We now show |Z0| < f1− 1. Assume, for a contradiction, that |Z0| ≥ f1− 1.

Then, necessarily b = a1 and, from Claim 1, there does not exist any f -tuple815

dominating set D satisfying both aTχD = b and {1, w} ⊆ D for any node

w ∈ L1.

We finally show f1 − |L1| < |Z0|. Assume, for a contradiction that |L1| +

|Z0| ≤ f1 and let D stand for any f -tuple dominating set whose incidence vector

satisfies aTx = b. Then either820

� 1 /∈ D. Then, necessarily L1 ⊂ D (to comply with the domination require-

ments of the nodes in L1) and |D \ L1| ≥ f1 − |L1| to comply with the

domination requirement of node 1. If Z0 was not contained in D, then it

would be possible to exchange a node v from D \L1 such that av > 0 with

a node in Z0 to obtain an f -tuple dominating set violating the inequality825

aTx ≥ b.

� 1 ∈ D. Since |Z0| < f1 we must have Z0 ⊂ D since otherwise it would be

possible to exchange a node v ∈ D \ {1} such that av > 0 with a node in

Z0 to get an f -tuple dominating set violating the inequality aTx ≥ b.

It follows that the face of UfG defined by aTx ≥ b is contained in the one defined830

by xv ≤ 1, for any v ∈ Z0, a contradiction.
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Proof of Claim 4 (in the proof of Proposition 3.9)

Firstly, note that if L0 ⊆ Z0, then the result holds by Claim 1. So assume from835

now on that L0 \ Z0 6= ∅. Notice that by Claim 3 we have L1 6= ∅. Let w ∈ L0

such that aw = maxv∈L0
av. Let D denote an f -tuple dominating set such that

w ∈ D and aTχD = b. Necessarily, 1 ∈ D (since otherwise L1 ⊂ D, and by

Claim 3, D̂ = L1 ∪ Z0 is an f -tuple dominating set satisfying aTχD̂ < aTχD).

Also, there must exist some node z ∈ L1 \D. And since D∆{w, z} is an f -tuple840

dominating set, we deduce az = α ≥ aw.

Now, assume, for a contradiction, that there exists some node w ∈ B, with

B = {v ∈ L0 : 0 < av < α}. Let D stand for an f -tuple dominating set in G

such that aTχD = b. We have the following two cases.

� Case 1: 1 /∈ D. Then, necessarily L1 ⊆ D. By Claim 1 L1 ∩ Z0 = ∅ and845

then, by Claim 3 |L1 ∪ Z0| > f1. It follows that w /∈ D.

� Case 2: 1 ∈ D. Note that since aTx ≥ b is assumed to be different from the

neighborhood inequalities of the nodes in L1, for each node z ∈ L1, there

exists an f -tuple dominating set D̂z such that aTχD̂z = b and {1, z} ⊆

D̂z. But then, necessarily, for any such set D̂z we must have B ⊂ D̂z850

(since otherwise we get a contradiction with the validity of aTx ≥ b), thus

implying |B| ≤ f1 − 2 − |Z0|. It follows that for any f -tuple dominating

set D′ containing 1 and such that aTχD
′

= b we must have B ⊂ D′. So

we deduce for this case that w ∈ D.

The two cases above imply that the equations x1 = xz, for all z ∈ B, are855

satisfied by all the incidence vectors of the f -tuple dominating sets satisfying

aTx ≥ b with equality. And since the polytope UfG is full dimensional, this also

implies that the face defined by the inequality aTx ≥ b is contained in a face

defined by an inequality of the form x1 ≥ xz or x1 ≤ xz, both of which are not
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valid for UfG, a contradiction.860

Appendix C. Proofs of Section 4

Proof of Proposition 4.2

Let D denote any f -tuple dominating set in G. If u /∈ D, necessarily D ∩865

N(u,w) ≥ 1 for each node w ∈ L1 (so as to satisfy the domination requirement

fw of node w). If u ∈ D, then necessarily |D ∩ (L1 ∪ L0)| ≥ fu − 1− |Z| (so as

to satisfy the domination requirement fu of node u). In both cases χD satisfies

(5).

Appendix D. Auxiliary result on the integrality gap of (LP1) for870

stars

In this appendix, we address the relevance of the inequalities (2)-(3) from an

optimization point of view by considering the integrality gap of the formulation

(LP1) for the case when G is a star and the weight function corresponds to the

left-hand side of a facet-defining inequality not present in formulation (IP1).875

We consider hereafter the case of an inequality of the type (2). The same result

can be shown to hold if we consider a weight function corresponding to an

inequality of type (3).

Proposition D.1 Let G = (V,E) denote a star having for center node 1, n ≥ 3.

Let f ∈ FG, L1 = {v ∈ V \{1} : fv = 1}, L0 = V \ ({1}∪L1), and let ŵ ∈ Rn be880

defined as follows: ŵ1 = max(|L1|, f1)− f1 + 1, and ŵv = 1, for all v ∈ V \ {1}.

Then, the integrality gap of (LP1) with an objective function corresponding to

ŵ is upper bounded by 4
3 and this bound is asymptotically tight.

Proof. For the case when f1 ≤ 1 or f1 ≥ |L1|, the objective values of (IP1)

and (LP1) coincide. So assume from now on that 2 ≤ f1 < |L1|. Then, notice

that the node set L0 has no incidence on the optimal objective value of (LP1).
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Indeed, given the assumption |L1| > f1, if x∗ denotes any optimal solution of

(LP1) with x∗u > 0 for some node u ∈ L0, then we can easily determine another

optimal solution x̂∗ satisfying x̂∗u = 0, for all u ∈ L0 (decreasing positive entries

of x∗ indexed on L0 and increasing entries indexed on L1 that are lower than

1). So, in what follows and to simplify the presentation, we shall assume L0 = ∅

and thus |L1| = n− 1.

Consider the dual problem to (LP1):

(D1)



max
∑
v∈V (fvyv − zv)

s.t. ∑
u∈N [v] yu − zv ≤ ŵv, v ∈ V,

y, z ∈ Rn+.

Let ~0 stand for the n-dimensional zero vector. The vector (y,~0) ∈
(
Rn+
)2

de-

fined as follows is feasible for (D1): y1 = f1−1
n−2 , yv = 1− y1, for all v ∈ V \ {1}.885

A feasible solution to (LP1) is given by the vector x ∈ Rn defined as follows:

x1 = n−1−f1
n−2 and xv = 1 − x1, for all v ∈ V \ {1}. Both (y,~0) and x have the

same objective value: z(f1) = 1
n−2 [f1(f1 − 1) + (n − 1)(n − f1 − 1)], and are

thus optimal.

890

The quantity z(α) is minimized for α ∈ {dn2 e, b
n
2 c}, and we get z(n2 ) = 3n−2

4 if

n is even and z(bn2 c) = z(dn2 e) = (n−1)(3n−5)
4(n−2) if n is odd. So in both cases the

integrality gap is lower than 4
3 and it converges to 4

3 as n grows to infinity.

Appendix E. Node degree information for instances from the Net-

work Repository [33]895
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Figure E.6: Node degree information for instances stemming from the Network Repository

[33]
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