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Abstract

Background: Magnetoencephalography allows defining non-invasively the spatio-temporal activation of brain net-
works thanks to source localization algorithms. A major difficulty of MNE and Beamforming methods, two classi-
cally used techniques, is the definition of proper thresholds that allow deciding the extent of activated cortex.

New method: We investigated two stategies for computing a threshold, taking into account the difficult multiple
comparison issue. The strategies were based either on parametric statistics (Bonferroni, FDR correction) or on
empirical estimates (local FDR and a custom measure based on the survival function).

Results: We found thanks to the simulations that parametric methods based on the sole estimation of H0
(Bonferroni, FDR) performed poorly, in particular in high SNR situations. This is due to the spatial leakage
originating from the source localization methods, which give a ‘blurred’ reconstruction of the patch extension : the
higher the SNR, the more this effect is visible.

Comparison with existing methods: Adaptive methods such as local FDR or our proposed ‘concavity threshold’
performed better than Bonferroni or classical FDR. We present an application to real data originating from auditory
stimulation in MEG.

Conclusion: In order to estimate source extent, adaptive strategies should be preferred to parametric statistics
when dealing with ‘leaking’ source reconstruction algorithms.

Keywords: Magnetoencephalography, Source localization, statistical threshold, source extent

1. Introduction

Magnetoencephalography (MEG) and electroencephalography (EEG) can localize neural electrical activity based
on noninvasive measurements of neuronal electromagnetic signals. Their excellent time resolution provide a unique
window on the dynamics of human brain functions. However, the only way to localize the putative electric sources
in the brain is through the solution of an ill-posed inverse problem, which can only be solved by introducing strong
a priori assumptions on the generation of EEG and MEG signals (Baillet et al., 2001).

Many solutions for solving the inverse problem have been proposed in the literature (reviews in (Baillet et al.,
2001; Michel et al., 2004)). Different classes of solutions exist, based on a limited number of dipolar sources
(equivalent dipoles), on sources placed along the cortex or on a regular grid within the brain volume (distributed
sources) or based on spatial filtering (beamforming).

A major difficulty for distributed sources and beamforming is to find a threshold that will determine the number
of active regions and their extent. In particular, extracting the correct extent of active cortical sources is an
important issue, in order to estimate which brain regions are involved in a given paradigm (after registration to
an atlas), or in presurgical evaluation of epilepsy, where the clinicians have to decide on the amount of cortex to
be resected (Rosenow and Lüders, 2001). Within a statistical framework, a hypothesis test can be performed for
each brain source, which results in a heavy multiple comparison problem (of the order of several thousand sources).
Thus, C. Grova and colleagues have shown that there can exist in some conditions a possible threshold, as the
work is based on receiver operating characteristics that tests all possible thresholds (Grova et al., 2006), but does
not evaluate a way to actually estimate the threshold in real-life situations (even though Otsu thresholding was
proposed for visualization purposes).
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Several parametric and non-parametric methods have been proposed to take into account the multiple com-
parison problem in general (Goeman and Solari, 2014; Efron, 2005) and in neuroscience in particular (Nichols and
Hayasaka, 2003; Genovese et al., 2002). However, most attention so far has been directed towards multiple compari-
son in the analysis of fMRI data, and much less towards EEG/MEG thresholding at the source level (Pantazis et al.,
2005). Unlike fMRI, which directly measures every voxel in the brain, EEG/MEG data reconstruction is based on
an inverse operator. Such operator can change the noise properties and produce a leakage effect, which reduces
spatial resolution (Grave De Peralta Menendez et al., 1997). Random field theory and permutation methods were
analyzed in (Pantazis et al., 2005), including a non-parametric framework for setting the threshold, but in practice
the parametric methods are often reduced to simple thresholding according to p-values.

The objective of the current article is to propose and validate statistical strategies for thresholding source
localization maps in MEG. We used two linear inverse methods - Minimum Norm Estimate and Beamforming
(linearly constrained minimum variance). For different patch/SNR configurations we reconstructed source activity
and applied different statistical thresholds in order to obtain the estimated patch location, which were compared
with the simulated patch.

2. Materials and methods

In the following, we assume that the brain surface model is defined, with a description of every source position
and orientation. In general, if orientation is not fixed, methods could be easily generalized using a three-dipole
source representation.

2.1. Minimum Norm Estimate (MNE)
The observation model is:

x = As+ n, (1)

where x ∈ RN is an observation vector (EEG or MEG) at the fixed time moment, N is a number of sensors; s ∈ RM
is the vector of source amplitudes, M is the number of sources; A ∈ MN,M is the gain matrix; n ∈ RN is the
measurement noise.

The prior hypotheses are: n ∼ N (0, C), s ∼ N (0, R), i.e. both n and s are normally distributed vectors with
zero mean and covariance matrices C and R respectively. This leads to (Baillet et al., 2001):

ŝ = (ATC−1A+R−1)−1ATC−1x = Wx. (2)

It can be also shown that:

(ATC−1A+R−1)−1ATC−1 = RAT (ARAT + C)−1. (3)

It is more efficient to use the second expression because it requires the inversion of a matrix that is square in
the number of sensors, compared to square in the number of sources (Liu et al., 2002). In practice, the a priori
source covariance matrix is unknown and we can add a regularization parameter by writing R = R

λ2 . This results in

W = RAT (ARAT + λ2C)−1. (4)

It should be noted that after some manipulations (whitening and scaling) we can use the following approximation:

λ2 ≈ 1
SNR

, (5)

where SNR is the (power) signal-to-noise ratio of the whitened data, but in practice we can only estimate this value
of SNR (Hämäläinen, 2010).

2.2. Beamforming (BF)
The data model is the same as for MNE but we will represent it in another way (Van Veen and Buckley, 1988;

Van Drongelen et al., 1996):

x =
M∑
i=1

A(qi)s(qi) + n, (6)
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where qi corresponds to the location of i-th source, s(qi) is associated dipole amplitude, and A(qi) ∈ RN the corre-
sponding column of the leadfield matrix.

Every source amplitude is assumed to be a random variable with mean s̄(qi) = E[s(qi)] and variance R(qi) =
E[(s(qi)− s̄(qi))2]. Moreover, we assume that all sources are uncorrelated, and that sensor-level noise is zero mean
with covariance matrix Q. We can calculate the mean and the covariance matrix of the observed data vector x:

x̄ =
M∑
i=1

A(qi)s̄(qi) (7)

C(x) =
M∑
i=1

A(qi)R(qi)AT (qi) +Q (8)

For every source qi the objective is to construct an operator (spatial filter) W (qi) ∈ RN , such as ŝi = WT (qi)x.
An ideal spatial filter satisfies:

WT (qi)A(qj) =
{

1, if i = j

0, if i 6= j
. (9)

In that case we obtain:
ŝ(qi) = WT (qi)x

=
∑M
j=1 W

T (qi)A(qj)s(qj) +WT (qi)n
= s(qi) +WT (qi)n,

(10)

In the absence of noise this would lead to perfect reconstruction of the source activity. But in the context of the
EEG/MEG signals, when M>N, the perfect filter is not possible. The idea of linearly constrained minimum variance
(LCMV) filtering (Van Veen and Buckley, 1988) is to find W (qi) which minimizes the variance of the filter output
while satisfying the constraint:  min

W (qi)
Var(ŝi),

WT (qi)A(qi) = 1.
(11)

We obtain:  min
W (qi)

WT (qi)C(x)W (qi),

WT (qi)A(qi) = 1.
(12)

The solution of this optimization problem can be obtained using Lagrange multipliers. As the result, the optimal
filter is:

W (qi) = [AT (qi)C−1(x)A(qi)]−1AT (qi)C−1(x). (13)

The source activity vector can be estimated as: ŝ = Wx, where each line of W is a vector WT (qi).

2.3. Source model and gain matrix computation
The subject’s MRI was segmented with the Freesurfer software. Head and source model were constructed thanks

to the BrainStorm software (Tadel et al., 2011), based on the MRI of a real subject. Brain surface is represented by
15002 vertices (each vertex corresponding to a source). The left hemisphere was divided in 125 patches (Figure 1).
Average patch area was 8.2 cm2. The gain matrix was also calculated in BrainStorm with OpenMEEG (Gramfort
et al., 2010; Kybic et al., 2005), based on these head and source models and on the position of 246 MEG sensors
(magnetometers). Data were exported from BrainStorm to Fieldtrip (Oostenveld et al., 2011).

In a second step, and in order to test the impact of patch size, we varied the number of patches between 40
(resulting in an average area of 25.5cm2) an 225 (average area of 4.5cm2).

2.4. Signal simulation
We created realistic background signals based on a multivariate autoregressive (MVAR) model. This allowed

obtaining signals with both spatial and temporal correlation resembling that of real signals. Thus, we computed
the coefficients of a multivariate autoregressive model (MVAR) of order 40 on real MEG data of the same subject.
Background noise was simulated using this MVAR(40) model with Gaussian white noise as input. The obtained
signal was divided in 100 trials of simulated MEG signals on 246 sensors. Each trial contained 512 time bins which
correspond to 1 second.

3



Figure 1: Atlas used for simulations. Only the left hemisphere is shown, with 125 patches.

The signal of interest (SOI) was modeled by a transient wave (Figure 2) (Grova et al., 2006). For each active
patch, we summed the leadfield of dipoles in the patch (constrained to be orthogonal to the surface) and multiplied
the resulting field by the SOI. We obtained the corresponding signals at channel level by multiplying the SOI with
the gain matrix (i.e. we assumed that all dipoles in the patch had the same time course with the same amplitude).
The SOI did not vary across trials. We obtained a complete simulation by adding background noise and SOI, taking
into account the different SNRs.

Figure 2: Signal of interest.

The SNR was calculated as a ratio of maximal amplitude of the SOI to the standard derivation of the noise
averaged across trials. Noise standard derivation was calculated across all channels. Figure 3 presents examples of
signals at different SNRs.

2.5. Source localization
In order to reconstruct the source activity from signals at the sensor level, we used two methods: Minimum

Norm Estimate (MNE) and Beamforming (BF) (see section 2). These methods were applied to the signal averaged
across trials. The continuous information across single trials was used for estimation of the observation covariance
matrix, the full time window in the case of BF and the baseline period for MNE (i.e. only the noise). For MNE,
the source covariance matrix was assumed to be the identity. By construction of the MNE method, the additive
noise is assumed to be normally distributed. As the background noise originates from AR process and because of
averaging across many trials we assume that noise is Gaussian.
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(a) SNR=1.5 (b) SNR=2

(c) SNR=4 (d) SNR=10

Figure 3: Example of average signals for different SNRs.

2.6. Statistical threshold
After application of the inverse operators, we calculated a z-score at source level, i.e. we centered and scaled

the time course of each source relative to the baseline. It allows us to set all sources to the same scale of noise,
and to correct for depth biases. An uncorrected p-value was computed thanks to the norminv Matlab function.To
counteract the problem of multiple comparisons we applied the following methods.

2.6.1. Bonferroni correction
The simplest and most conservative approach to the multiple comparison problem is the Bonferroni correction.

This approach assumes that the n tests are independent, which results in a threshold on p-values equal to alpha/n,
with alpha desired significance level (Goeman and Solari, 2014; Abdi, 2007). This correction controls the probability
of type I error, i.e. the probability of obtaining at least one false detection across all tests. In our case, n was chosen
as the number of source multiplied by the number of time bins.

2.6.2. False Discovery Rate
The False Discovery Rate (FDR) is the proportion of incorrect rejections of the null hypothesis (i.e., false

detections) among all detections. It is therefore less strict than the Bonferroni correction that tries to avoid to have
even one false positive (Family-wise error rate). The FDR computation operates on the ordered p-values, and finds
all p-values below a theoretical line (Benjamini and Hochberg, 1995; Nichols and Hayasaka, 2003; Genovese et al.,
2002).

Both Bonferroni and FDR are parametric, i.e. they assume that the probability distribution of the noise (i.e.,
under the null hypothesis H0) is known. The other important property of these methods is that the threshold
depends only on noise characteristics, meaning in our case that threshold does not change among the SNR value.

2.6.3. Local False Discovery Rates
(Efron, 2005) In this empirical Bayesian method, we assume that every source belongs one of two classes H0

(noise) or H1 (SOI) with probability p and (1− p) respectively. Each class has its own probability density function,
Gaussian for H0 and arbitrary for H1, and the complete distribution is Htot=H0+H1. We also assume that the SOI
is distributed around high values while the noise is centered in zero. So we can assume that there is some interval
of values around zero that is generated mostly by H0 sources, where one can estimate empirically the properties
of H0 density. The local FDR threshold is defined as the value for which the proportion of false positives H0/Htot

passes below a certain level q.
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The threshold is ’local’ as it corresponds to one point of the histogram, whereas classical FDR is based on the
integral of the probability density function between the threshold and infinity. Local FDR was introduced in the
field of neuroimaging by Valdes-Sosa et al (Valdés-Sosa et al., 2005).

In order to estimate the H0 density, we used a mixture of three normal distributions. We used only data near
the peak of the SOI (20 ms window), for better balance between H1 and H0 and for reducing computing time.
Parameters of the method are thus the model of H0 and the interval on which to estimate this model.

2.6.4. Concavity threshold

(a) (b)

(c)

Figure 4: Computation of concavity threshold. a) Survival function, i.e. number of ‘surviving sources’ as a function of threshold, in log
scale. Dashed line: higher value in the background. b) Concave part of the function (i.e., part above the higher value in background.
A support line is drawn between the first and the last values (in red). c) Plot of the distance between the survival function and the
support line. The concavity threshold is chosen as the value that maximizes this distance.

The principle here is to analyze the empirical survival function of sources, i.e. the number of detected sources
according to the threshold value. It is more useful to represent this in a logarithmic scale. The first thing that we
can notice is the difference between these function of baseline and SOI period (Figure 4 - (a)). We only analyzed
values greater than the maximal baseline. We can notice that this part of survival function is concave. Furthermore,
there is a moment when the slopes increases, before the function finally reaches zero (Figure 4 - (b)). The hypothesis
is that this inflexion could be a good threshold for detecting active patches. We measured the concavity of this
part of survival function by a simple difference with the support line, and the threshold value is the value that
maximizes this difference (Figure 4 - (c)).

2.7. Performance quantification
We quantified the accuracy of reconstructed patches (i.e., after thresholding) based on several measures.
The first was the F-measure (Powers, 2011). This measure considers both precision p and recall r of the test, with

p number of true positive sources divided by the number of all detected sources (true positives + false positives),
and r number of true positive sources divided by the number of actually activated sources (true positives + false
negatives). We can observe that p is simply related to the (classical) FDR: p=1-FDR. The F value is a summary
measure (harmonic mean of precision and recall):

F = 2× p · r
p+ r
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This F-measure permits to handle in a straightforward manner the fact that there are many more negative
elements (inactive brain sources) than positive ones (active brain sources), which would render a Receiver Operating
Characteristic (ROC) analysis less optimal (however see (Grova et al., 2006) for a proposed solution to this issue).

A limitation of the F-measure is that it does not take into consideration the spatial properties of the localization
result. This means that false detections located near to the simulated patch will be considered equally than false
detections located in remote areas. Thus, we used a measure based on the Euclidean distance between the sources,
the Dipole Localization Error (DLE) defined as (Becker et al., 2014), (Yao and Dewald, 2005):

DLE = 1
2Q

∑
k∈I

min
l∈Î
||rk − rl||+

1
2Q̂

∑
l∈Î

min
k∈I
||rk − rl||, (14)

where I and Î denote respectively the original and estimated indexes of active sources, Q and Q̂ are the numbers
of original and estimated active sources. rk denotes the position of the k-th source dipole in space and || · || is an
Euclidean norm in R3. DLE is measured in centimeters.

We also computed an “optimal threshold” – i.e., the threshold that maximizes localization performance. Ob-
viously, this threshold cannot be implemented in real situations, but it shows the best-case properties of a source
localization algorithm and gives a reference to which shows other thresholds can be compared. We chose the F-
measure to compute the optimal threshold as it is very computationally expensive to compute it for DLE measure.

(a) DLE=0.23 (b) DLE=0.39

(c) DLE=0.6 (d) DLE=0.8

Figure 5: Examples of source detection according DLE value. In red is the simulated patch, in yellow - detected sources. DLE units -
cm.

We illustrate in Figure 5 examples of DLE measures. High DLE value correspond to remote false detected
sources. In the fourth subplot (DLE=0.8) one can see that detected patch is largely offset. Qualitatively, results
with DLE value above 0.8 can be considered as performing poorly.

3. Results

For each inverse problem method (MNE and BF) we simulated 125 patches for the following SNR values:
0.25, 0.5, 1, 1.5, 2, 4, 10. In the case of MNE we also tried different values of the hyperparameter lambda: 0.02, 0.2, 2, 20.
In total we had 4375 different parameter configurations.

In this section, we present only results for the DLE measure, as results for the F-measure are very similar and
lead to the same conclusions (not shown).

3.1. Performance of optimal threshold
The analysis of the optimal threshold gives the potential of each method, as it represents the best possible result

in terms of F-measure. The main conclusions of these results (Figure 6) are:

• Optimal lambda value does not depend on SNR for MNE.
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• Performance increase according to SNR for both MNE and BF. This seems trivial but we will see in the
following that this may not always be the case.

• MNE and BF show, in average, the same performance.

• Starting from SNR = 1 the major part of patches shows a good performance (DLE < 1)

(a) MNE (b) MNE (λ = 20) vs. BF

Figure 6: Performance of optimal threshold: (a) MNE performance according to SNR and lambda values. (b) Comparison of MNE and
BF according to SNR. We chose λ = 20 for MNE. DLE units - cm.

3.2. Bonferroni and FDR performance

(a) MNE, Bonferroni correction. (b) MNE, FDR

(c) BF, Bonferroni and FDR

Figure 7: Bonferroni and FDR thresholding performance. DLE units - cm.

Performance of Bonferroni and FDR thresholds is presented in (Figure 7). We can observe two main properties:

• Performance decreases with higher SNR (for both MNE and BF).

• Optimal lambda for MNE depends on SNR.

In contrast to the optimal threshold, Bonferroni and FDR performance decreases with higher SNR. The best
performance of these methods is at the 1.5-2 SNR level. Moreover, the best lambda value varies according to the
SNR.
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The reason why performance decreases with SNR is the spatial leakage effect of inverse algorithms. This
leakage has been described in several other studies, and originate from the large point spread function of source
reconstruction algorithms (Wens, 2015; Wens et al., 2015). As discussed above, Bonferroni and FDR thresholds do
not depend on SNR, while source leakage does: the higher the SNR, the more ’leaked’ sources there are, resulting
in a higher number of false detections.

3.3. Performance of Local FDR and Concavity thresholds
These thresholds are both ’empirical’ as they are determined from the data.

(a) MNE, Local FDR. (b) MNE, Concavity

Figure 8: Local FDR and Concavity thresholds performance for MNE. DLE units - cm.

We present the analysis of Local FDR and Concavity thresholds performance for MNE (Figure 8). We can
observe the following:

• Performance increases according to SNR (for both MNE and BF).

• Optimal lambda for MNE does not depends of SNR.

• Starting from SNR = 2 the major part of patches present a good performance (DLE < 1). For SNR = 1.5
there are still many patches with good results.

Thus, in general, we have the same advantages that we noted for optimal threshold, but - importantly - these
methods can be used in practice. We can finally compare the performance of these methods with those of the
optimal threshold (Figure 9).

(a) MNE, λ = 20 (b) BF

Figure 9: Local FDR, Concavity and Optimal thresholding performance for MNE and BF. DLE units - cm.

We see that Local FDR and Concavity thresholds perform well for both MNE and BF, with performance close
to optimal, starting from SNR = 2. We notice that MNE and BF show the same performance on average. We also
had the same conclusion for Local FDR and Concavity thresholds comparison. The question remains though of
their respective performance for a given patch.

We compared Local FDR and Concavity thresholds across patches (see Figure 10). As we can see, in both
figures points vary significantly around the y = x line. This means that inverse operators and thresholding methods
can show different performance for every particular Patch-SNR configuration, even if on average they are similar.
So, in practice, it seems interesting to apply both methods.
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(a) MNE vs. BF (b) Local FDR vs. Concavity

Figure 10: a) MNE and BF performance by patches (DLE measure). Every point in the figure corresponds to one Patch-SNR pair.
λ = 20 for MNE. b) Local FDR and Concavity thresholds performance across patches (DLE measure). Every point in the figure
corresponds to one Patch-SNR-Inverse operator configuration. λ = 20 for MNE. DLE units - cm.

3.4. Varying the patch sizes
In order to test the impact of patch size, we applied the beamforming method to simulations build on parcellations

with varying number of patches (from 40 to 255, see section 2.3). Results of the DLE measure are shown in Figure 11.
One can observe on Figure 11 that the performance of Bonferroni, FDR and local FDR decreases with decreasing
patch sizes, but remains above 1 on average. The DLE measure for the concavity threshold stays stable and low up
to a size of 8.2cm2 (corresponding to a parcellation with 125 patches) and increases only for small patches (4.5cm2);
for this fine parcellation, the best method is the local FDR.

Figure 11: Average DLE measure for different patch sizes and different thresholds applied to the beamforming results.

3.5. Test on real data
We tested our methods on real MEG data arising from an auditory protocol (presentation of ’BA’ and ’PA’

sounds, (Trebuchon-Da Fonseca et al., 2005). We took 100 trials with a 200 ms baseline and 300 ms of SOI.
Figure 12 shows the real signal of all sensors averaged across trials. SNR of obtained signal corresponds to value
SNR = 2 in our simulations.

As can be seen in Figure 13, the Bonferroni correction detects many sources which are likely to be false positives.
In contrast, the concavity threshold seems more adequate as results are more focused on putative primary auditory
regions. We obtained similar results with BF and Local FDR.

We can notice, interestingly, that the survival functions of real data that we used for concavity threshold
calculation have similar form to that of simulations. (Figure 14)

4. Discussion

Distributed sources solutions and spatial filters can be used for extracting peaks of activity in a continuous
(2D or 3D) ‘landscape’ of values. In order to define the actual extent of activated cortex, as well as the number
of significant sources, one needs to threshold source amplitudes. Grova and colleagues (Grova et al., 2006) have
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Figure 12: Averaged real signal.

(a) Bonferroni (b) Concavity

Figure 13: Detected source during all time of activity using MNE inverse method. a) with Bonferroni threshold. b) with Concavity
threshold.

used ROC analysis, which proves that there can exist adequate thresholds, but does not provide a way for defining
statistically the threshold (though the Otsu method (Otsu, 1979) was proposed for visualisation purposes). The
objective of this article was thus to study the potential performance of different thresholding strategies, within a
simulated framework where there is an actual ’gold standard’.

A first strategy is to use statistical thresholds, where the sources that significantly differ from an estimate of the
noise level are kept. We have shown here that these strategies do not give optimal results in high values of signal to
noise ratio. Indeed, the source estimations that we used give a blurred view of the actual sources. This phenomenon
of source ‘leakage’ is currently attracting much interest when it comes to estimating connectivity patterns, as it
results in spurious high values of correlation among sources (Brookes et al., 2012). In fact, it can be assumed that
statistical thresholding in the case of leaking algorithms such as L2 minimum norm will give satisfying results only in
‘average’ cases of SNRs, where the noise level just compensates for the leakage effect. An alternative to parametric
estimates is to use non-parametric methods. Thus, a permutation method was proposed in (Maris and Oostenveld,
2007), where H0 (no difference between two conditions) is estimated by shuffling the labels of the conditions and
taking the maximum value at each iteration. Such methods allows controlling for the family-wise error rate with
empirical estimation of the H0 distribution, but should in principle also be affected by the leakage effect - which
produces values above the noise level when the signal of interest has high SNR.

A second strategy is to use a more ‘adaptive’ way to define the threshold, taking into account the full distribution
of values (i.e., under both H0 and H1). This is in line with (Grova et al., 2006), who used the Otsu method (Otsu,
1979), a classical image segmentation algorithm based on the hypothesis of a mixture of two Gaussian distributions
(the threshold is the value that best separates the two distributions). We tested the local FDR method (Efron,
2005), an empirical Bayes method that does assume a known distribution type for H1 (at the expense of assuming
that the number of points under H0 is much larger than those under H1). We also introduced another empirical
method, the ‘concavity threshold’, based on the shape of the survival function of the source values. They show a
better performance, close to that of the optimal threshold.

As an alternative source reconstruction method, it could be useful to study the performance of patch-based
source localization that explicitly models source extent (Schmidt et al., 1999; Birot et al., 2011; Limpiti et al., 2006;
Hillebrand and Barnes, 2011), as well as sparse reconstruction methods for which thresholding is directly integrated
into the algorithm (Becker et al., 2014; Gramfort et al., 2013; Sohrabpour et al., 2016; Zhu et al., 2014; Haufe et al.,
2011; Chowdhury et al., 2013). Another solution could be to decrease the number of sources or to add spatial
constraints (Philippe et al., 2013; Belaoucha et al., 2016)

Another very important issue in thresholding is the determination of the number of activated regions. More
work is necessary for assessing the capacity of the different thresholding methods in reovering the correct number
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Figure 14: Survival function of real data in logarithmic scale after MNE source reconstruction. λ = 200.

of sources in a distributed source model, as was performed for the dipolar model (Supek and Aine, 1993). In
summary, after analysis of different inverse operators and statistical thresholds, and - importantly - in the context
of our limited simulations, we can conclude that:

• MNE and BF inversions have in average the same performance in source localization.

• Parametric thresholds based in noise properties, such as Bonferroni and FDR, are not efficient because of
spatial leakage.

• Local FDR threshold have a good performance, but require parameters to tune and justify (model of H0 and
extent of central part on which to estimate this model).

• Our proposed Concavity threshold has also shown a good performance, but it still lacks a theoretical expla-
nation.

• Both Local FDR and Concavity show a result that are close to the optimal threshold.

Thus, statistical thresholding should be used with caution in the context of MNE and BF. Adaptive methods
should be preferred, that are more robust to spatial leakage. Alternatively, methods with intrinsic thresholding
based on sparsity constraints should be investigated.
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