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In steels, the interaction between screw dislocations and carbon solutes has a great influence on the yield
strength. Fe-C potentials used in molecular dynamics (MD) simulations yield a poor description of screw
dislocation properties—their core structure and Peierls barrier—compared to ab initio calculations. Here we
combine two EAM potentials from the literature, which greatly improves dislocation property accuracy in FeC
alloys. Using this hybrid potential, MD simulations of dislocation glide in random solid solutions confirm a
powerful solute strengthening, caused by complex interaction processes. We analyze these processes in a model
geometry, where a row of carbon atoms is inserted in the dislocation core with varying separations. We use
a combination of MD simulations, minimum-energy path calculations, and a statistical model based on the
harmonic transition state theory to explain the strengthening induced by carbon. We unveil that carbon disrupts
the glide process, as unpinning requires the successive nucleation of two kink pairs. When solute separation is
below about 100 Burgers vectors, the activation enthalpy of both kink pairs are markedly increased compared
to pure iron, resulting in a strong dependence of the unpinning stress on solute spacing. Our simulations also
suggest an effect of carbon spacing on the kink-pair activation entropy. This work provides elementary processes
and parameters that will be useful for larger-scale models and, in particular, kinetic Monte Carlo simulations.
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I. INTRODUCTION

The addition of carbon in iron to improve mechanical
properties is at the basis of steel metallurgy [1]. However,
the mechanism that controls the solute strengthening of the
widely used body-centered-cubic (bcc) ferritic steels is not
completely understood [2]. Low-temperature plasticity in
these alloys is controlled by the mobility of screw dislocations
[3,4], which is limited by both the strong resistance of the
atomic lattice, and interactions with other defects [2], among
which are interstitial carbon atoms. The lattice resistance is
bcc metals is characterized by a large Peierls barrier that
favors long straight segments along dense [111] directions
[3]. For this reason, dislocation glide at low temperature
consists in the thermally activated nucleation and subsequent
propagation of kink pairs along the dislocation lines. The
presence of interstitial carbon atoms affects this process, even
with low concentrations of solutes [5]. Solute strengthening
theories were proposed to model hardening in substitutional
alloys [6–13] but their application to interstitial alloys —
characterized by strong solute-dislocation interactions in the
region of the core [14,15]— remains difficult.

Over the last decade, screw dislocation core properties
have been studied using the density functional theory (DFT)
[16], an ab initio method able to model atomic interactions
at the electronic level. In iron and other pure metals, this
approach was used to characterize the dislocation energetics
[17–20] and its dependence on the applied stress [21,22].
In the Fe-C system, DFT calculations unveiled local effects

of carbon, consisting in the stabilization of a prismatic core
structure unstable in pure Fe [14]. This effect was also ev-
idenced in other bcc metals [23] and with other interstitial
solutes [15]. Due to its low mobility [24], this reconstructed
prismatic core is expected to control the plasticity of bcc
interstitial alloys when solutes are mobile and decorate the
dislocations [25]. Though, the scale accessible to DFT lies
under a thousand atoms in static simulations, which generally
limits dislocation simulations to the Peierls mechanism, by
which a straight dislocation moves from one stable position
in the lattice to the next. Kink-pair formation and dynam-
ical simulations remain so far accessible only to empirical
potentials.

Classical molecular dynamics (MD) simulations in pure
iron successfully reproduced the thermally activated kink pair
mechanism [26,27]. MD simulations were also used to study
the effect of carbon on nonscrew dislocations in iron [28–32],
but simulating its effect on screw dislocations remains chal-
lenging. Screw dislocation locking by carbon was simulated
using MD [33] and energetic computations [34–36], showing
a dramatic reduction of dislocation mobility, linked to a higher
kink-pair nucleation enthalpy [37]. However, the potentials
used in these studies show a poor agreement with dislocation
properties in iron computed with DFT -including the shape
and height of the Peierls barrier- making their conclusions
open to questions. The transferability issue is inherent to the
use of semi-empirical potentials, which are greatly simplified
models, often developed to address a specific question, with
poor performance in systems far from their fitting domain
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TABLE I. List of interatomic potentials and ab initio data used
in this study.

Name Type Species Ref.

Hepburn EAM Fe, C [49]
Veiga EAM Fe, C [50]
Becquart EAM Fe, C [34]
Lee MEAM Fe, C [51]
Henriksson Tersoff Fe, C [52]
Liyanage MEAM Fe, C [53]
DFT ab initio Fe, C [19,34,54]
Ackland EAM Fe [55]
Proville EAM Fe [54]

[38]. The recent development of machine learning (ML)-
based potentials for iron [39–41] opens exciting perspectives
to improve the accuracy and transferability of interatomic
potentials, but the computational cost of these models is 3 to 5
orders of magnitude larger than classical EAM [42]. Further-
more, no Fe-C ML potential is available to our knowledge,
and recent attempts to develop efficient, classical potentials
for Fe with the help of ML lead to poor screw dislocation
properties [42,43].

In this paper, we compare several Fe-C potentials from the
literature on a list of dislocation properties. As no potential
was found fully satisfactory, a combination of two existing
potentials is proposed. Using this potential (referred as “hy-
brid”), we simulated the glide of screw dislocations in random
solid solutions of C atoms, showing the dominant role played
by short-range core interactions compared to long-range elas-
tic ones. The complexity of the processes seen in the random
solid solutions led us to consider a simpler configuration,
where a screw dislocation interacts with a row of C atoms
of varying separation. We analyze in details this elementary
process using a combination of MD simulations, saddle-point
search methods, and a statistical model of the unpinning stress
based on the harmonic transition state theory (HTST).

II. METHODS

A. Interatomic potentials

We tested several interatomic potentials for Fe-C al-
loys from the literature, presented in Table I. The poten-
tials are based on different formalisms, namely, embedded
atom method (EAM), modified embedded atom mMethod
(MEAM), and Tersoff, all implemented in the LAMMPS MD
package [44]. The Fe-C potentials from Becquart, Veiga,
and Hepburn use the Fe interaction proposed by Ackland
and therefore share the same properties in pure iron. While
dislocation properties of the Ackland potential are known
[45], the Fe part of Liyanage, Lee, and Henriksson potentials,
which were respectively developed in Refs. [46–48] were
never tested for dislocation properties. Table I also includes
information about two EAM potentials for pure iron as well
as ab initio DFT data, used for benchmarking. We focused on
properties related to screw dislocation motion in Fe-C alloys,
as a comprehensive assessment of Fe-C potentials is beyond
the scope of this article.

For clarity, we refer to the interatomic potentials by the
name of the first author of the associated publication, e.g.,
“Ackland potential.”

B. Simulation setup

We consider screw dislocations with a �b = 1
2 [111] Burgers

vector, gliding in a (1̄10) plane and interacting with carbon
atoms. In the rest of this paper, we note b = ‖�b‖. To compare
the predictions of interatomic potentials with ab initio data,
we used a simulation setup typical of DFT calculations: a
fully periodic simulation cell, containing a dipole of dislo-
cations of opposite Burgers vectors [19]. With appropriately
chosen repetition vectors [16,56], this setup allows to model a
quadrupolar array of screw dislocations with alternating Burg-
ers vectors, which minimizes the forces on the dislocations
caused by their periodic images. The cell has a length n × b in
the [111] direction, and the dimensions in [1̄1̄2] and [11̄0] di-
rections are respectively set to 15 × √

2/3a0 and 9 ×
√

2/2a0,
with a0 = 2.815 Å, the bcc lattice parameter. It thus contains
n × 135 atoms, with n an integer.

For dynamical simulations, it is preferable to avoid fully
periodic simulation cells, as the strong attraction between the
dislocations of the dipole may result in cross-slip and disloca-
tion annihilation. Instead, we used cells where we introduced a
single screw dislocation along the �x = [111] direction and ap-
plied periodic boundary conditions in the xy (1̄10) glide plane
and free surfaces in the perpendicular �z = [1̄10] direction.
These conditions generate a periodic array of dislocations
(PAD) [2,57]. Different dimensions in the �x direction Lx were
tested, while dimensions along �y and �z, referred to as Ly

and Lz, were set to (138 Å, 159 Å) in dynamic simulations
(192 000 atoms) and (138 Å, 80 Å) for static calculations
(96 000 atoms). At finite temperature, a large z dimension is
needed to lower the attraction of the free z surfaces on the
dislocation, which tends to favor cross-slip.

Dynamical simulations were performed under constant
strain rate, using the flexible boundary conditions presented in
Ref. [58]. For this purpose, two slabs of atoms denoted S+ and
S− are defined underneath the top and bottom z surfaces, with
a thickness slightly larger than the interatomic potential cutoff
radius (approximately 6 Å). An initial velocity is applied to all
atoms of each slab, depending on the desired xz shear rate γ̇ :

v
±
0,x = ±γ̇

Lz

2
. (1)

At every time step, the force in the �x = [111] direction on
each atom i in S± is corrected in order to ensure that the total
force in S+ and S− is zero:

F i
x ← F i

x − 〈Fx〉±, (2)

where 〈Fx〉± refers to the average force in S± in the �x direction.
In this way, the centers of mass of the slabs move at a constant
velocity, thus imposing a constant strain rate, while allowing
atoms in S± to adapt to the motion of the dislocation [58]. All
simulations were performed with an applied strain rate γ̇ =
1 × 107 s−1.

All dynamical simulations were conducted in the NVE
ensemble (i.e., without a thermostat). A temperature rise of
a few kelvins is therefore observed due to the plastic work,
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and is included in our reported data. Dynamical simulations
were run using the GPU package of LAMMPS [59] to accelerate
force evaluations. All visualizations were produced using the
OVITO software [60].

C. Minimum energy paths

Identifying transition states between minimum energy
states (MES) is key in approaches based on the HTST.
Double-ended saddle-point search techniques, such as the
nudged elastic band (NEB) method [61], are well suited for
the study of systems in which the initial and final MES are eas-
ily determined, as is the case here. For this reason, we used the
LAMMPS implementation of the NEB method to determine the
Peierls barrier, i.e., the energy barrier between two consecu-
tive straight screw dislocation configurations (Peierls valleys)
in the (1̄01) glide plane. NEB calculations are conducted using
a force criterion for convergence of 1 × 10−4 eVÅ−1, a spring
force set to 0.1 eVÅ−1. The number of replicas is 48 for the
evaluation of Peierls barriers.

However, this technique requires the use of a large number
of replicas to converge to saddle states when the activation
energy is small compared to the energy difference between
initial and final states, i.e., when a large plastic work is
generated between both states (see Sec. V). In that case, we
used a quick NEB minimization with a loose force tolerance
of 1 × 10−1 eVÅ−1 and eight replicas to estimate the saddle
state, followed by an activation relaxation technique (ARTn)
optimization [62,63], a single-ended saddle search method,
with a stopping force criterion set to 2.5 × 10−5 eVÅ−1.

III. ASSESSMENT OF INTERATOMIC POTENTIALS AND

INTRODUCTION OF A NOVEL HYBRID POTENTIAL

For the simulation of screw dislocation motion in iron, key
properties include the dislocation core structure and Peierls
barrier. In Fe-C alloys, the carbon-dislocation binding energy
is central for pinning and solute strengthening effects [7]. Ad-
ditional alloy properties, namely the carbon-carbon binding
energiy in bulk Fe and the elastic dipole tensor are presented
in Ref. [64].

A. Dislocation core structure

In pure iron, it is well accepted that screw dislocations have
a compact, nondegenerate easy core structure [16,65]. To test
this property, we used a fully periodic simulation cell of thick-
ness b in the �x direction, in which a dislocation is inserted in
an easy position, and a force minimization is performed with
a convergence criterion of 1 × 10−6 eVÅ−1. Almost all tested
potentials predict a nondegenerate, easy compact core [shown
in Fig. 1(a)], in agreement with ab initio results. But the
potential of Lee predicts a degenerate core shown in Fig. 1(b),
and Henriksson potential predicts a structure close to a hard
core, both results being in disagreement with ab initio data and
making these potentials unsuited for the simulation of screw
dislocations.

In presence of an array of carbon atoms initially placed
every �b in the octahedral position nearest to the dislocation
core (denoted O(1) in Ref. [14]), we observed for all tested
potentials, a conversion from an easy to a distorted hard core

(a) (b)

(c) (d)

FIG. 1. Differential displacements of atoms in the dislocation
core region. Different structures were obtained: (a) compact core
(DFT, all potentials except Lee and Henriksson); (b) degenerate core
(Lee); (c) symmetrical hard core (DFT); and (d) asymmetrical hard
core obtained with the hybrid and other potentials (see text). Grey
circles represent the relaxed position of Fe atoms. Red circles repre-
sent carbon atoms. Head-up triangles correspond to easy positions,
while head-down triangles correspond to hard positions.

structure as the system was relaxed. The observed conversion
is close to the behavior obtained with ab initio calculations,
although the structures are slightly distorted and asymmetrical
[see Fig. 1(d) for the structure obtained with the hybrid poten-
tial introduced at the end of this section], as opposed to the
symmetrical structure found by DFT calculation [Fig. 1(c)].

B. Peierls barrier

Ab initio calculations determined that the Peierls barrier in
pure Fe has a single maximum with a magnitude of 29 meV/b

[19]. In Fig. 2, this result is compared to the Peierls barri-
ers obtained with interatomic potentials predicting a stable
easy core structure. It is well known that the EAM potential

FIG. 2. Peierls barriers obtained with different interatomic po-
tentials (blue dots) and compared to ab initio data [19] (red squares).
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proposed by Ackland et al. [55] and used in the Fe-C Becquart
potential for the Fe-Fe interactions predicts a metastable state
in-between Peierls valleys [45,66]. This state corresponds to
the split core, which is a local energy maximum accord-
ing to ab initio results [18,20]. Similarly, Liyanage potential
provides a poor description of the Peierls barrier, with an
intermediate stable state with an energy lower than the easy
core. Proville et al. developed a single-humped EAM poten-
tial [54], modified from Ref. [67], that quantitatively agrees
with the ab initio Peierls barrier, as seen in Fig. 2. We note
that the kink pair nucleation energy predicted by this po-
tential is ∼0.6 eV [11]. This value is lower than estimations
based on DFT-parameterized line tension models that are in
the range 0.73-0.91 eV [18,21,68] or based on experimental
data, 0.83 eV [69]. Despite this discrepancy, Proville potential
remains the best candidate to simulate dislocation glide in
bcc iron with a low computational load, and was adopted by
other authors [11,70,71]. Recent ML-based potentials from
Ref. [72] yield more realistic values (0.77 and 0.84 eV) and
are promising for future work but will require an extension to
include Fe-C interactions.

C. Carbon-dislocation binding energy

The binding energy of carbon atoms to dislocations is of
great importance in the mechanism of solute strengthening
[7] and is close to −0.7 eV in the Fe-C system—denoting
an highly attractive interaction—according to ab initio results
[24]. It was calculated as the energy difference per Burg-
ers vector between a dislocation decorated by carbon atoms
(Ed+C), evenly spaced at a distance dCC along the disloca-
tion, and a dislocation in pure iron (Ed ), minus the energy
associated with the introduction of a carbon atom in bulk iron
(Eb+C − Eb) [15]:

Ebinding(dCC) = 1
2 [Ed+C(dCC) − Ed ] − [Eb+C − Eb]. (3)

Here, Eb+C is the energy per b of a cell that contains one
carbon atom in an octahedral position, and Eb is the energy
of the same cell with no solute atom. The factor 1/2 accounts
for the fact that there are two dislocations in the cell.

As seen in Fig. 3, the binding energy is negative, for all po-
tentials except Hepburn, meaning an attraction of the carbon
atoms to the dislocations. Among the potentials predicting an
attraction, the magnitude of the energy varies widely, with
more than a twofold underestimation in the case of Becquart
and Veiga potentials, and almost a twofold overestimation
in the case of Liyanage. Henriksson, Lee, and the Hybrid
potential show a good quantitative agreement with ab initio

results [24].

D. Construction of an hybrid interatomic potential

Here, we showed that Proville potential features a Peierls
barrier in good agreement with DFT data (see Fig. 2), along
with the correct dislocation core structure, but this potential
is limited to pure iron. Fe-C potentials that predict the most
accurate carbon-dislocation binding energy (Henriksson and
Lee) do not predict the correct core structure in iron and
should be avoided for simulations of screw dislocations.

FIG. 3. Carbon-dislocation binding energy obtained with dif-
ferent interatomic potentials and for different carbon spacings dCC

(represented by different symbols) and compared to DFT data [24].
Horizontal lines serve as guides for the eye.

Veiga potential, a version of the Becquart potential cor-
rected to improve interstitial sites stability [50], qualitatively
agrees with DFT on carbon-carbon and carbon-dislocation
binding energies even though its Fe properties are not
satisfying. It was used in previous studies to investigate
carbon-dislocation interactions, Cottrell atmosphere forma-
tion, and locking mechanisms [30,33,73]. Both Proville and
Veiga potentials are EAM potentials derived from the seminal
Mendelev potential [67]. We thus propose here an hybridiza-
tion of both potentials to combine their advantages, while
ensuring that the original Fe properties of Proville potential
are preserved. This is enabled by a simple rescaling of the
electronic density function, in a way that optimizes the C-
dislocation binding energy compared to DFT data, with the
result presented in Fig. 3 (see Ref. [64] for more details). All
pure Fe properties of the hybrid potential are therefore the
same as the original Proville potential. The Hybrid potential
will be used in the rest of this paper and is made available
for the community [64]. In additional tests, we obtained a
migration barrier for C interstitials of 0.96 eV, which is close
to the ab initio value of 0.90 eV [34], but with a rough en-
ergy landscape around the migration path between octahedral
sites. We thus do not recommend this potential for studies on
diffusion mechanisms, or with large C concentrations where
solutes occupy adjacent lattice sites.

IV. DISLOCATION MOBILITY IN A SOLID SOLUTION

We start by simulating the glide of a screw dislocation
interacting with a random solid solution of C atoms. In order
to observe several pinning-unpinning events in the course of
a MD simulation, and the combined effect of several C atoms
along the dislocation, we set the concentration to 0.52 at%,
i.e., 1000 solute atoms in a box containing 192 000 Fe atoms.
The latter was created by inserting carbon atoms in octa-
hedral sites randomly selected in the PAD simulation cell.
Considering the short simulated time (a few nanoseconds)
and the investigated temperatures, carbon atoms are not able
to diffuse and are considered immobile in the rest of this
paper.
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FIG. 4. Dislocation line (green) adopting a complex three-
dimensional kinked structure in presence of carbon atoms (red
spheres). Only the solutes closest to the dislocation are repre-
sented for clarity. The dislocation line was identified using the DXA

algorithm [74].

Using the DXA algorithm [74], we can visualize the posi-
tion of the dislocation line in MD simulations. Due to the high
carbon-dislocation binding energy, nucleation of kink pairs in
directions where carbon atoms are present is favored, which
includes cross-slip planes. This results in strongly locked con-
figurations, as illustrated in Fig. 4, where the dislocation line
connects all neighboring C atoms, with segments extended
in different planes giving the dislocation a three-dimensional
shape.

Typical stress-strain curves are shown in Fig. 5(a). As shear
is increased at a constant rate, the internal stress raises linearly
before the flow stress is reached or each time the dislocation
is in a pinned configuration. After each unpinning event, the
stress drops as the dislocation rapidly glides in the cell to
the next obstacle, resulting in a strongly serrated stress-strain
curve. Unpinning stresses are on the order of 600 MPa at
300 K, compared to a flow stress of about 350 MPa in pure

FIG. 6. Local conversion of the screw dislocation core during
a dynamical simulation. The smaller red atom is a carbon atom,
while all others are iron atoms. Iron atoms that adopt a distorted
prismatic structure near the carbon atom, are highlighted in blue. The
dislocation line obtained using the DXA algorithm is shown in green.
For clarity, only core atoms are shown.

Fe [the stress-strain curve in pure Fe is shown in gray in
Fig. 5(a)]. Strengthening can emerge from three mechanisms
in the region of the core [7]: (i) solutes block the kink mi-
gration along the line, (ii) the interaction between kinks in
different planes result in cross-kink pinning, and (iii) the
nucleation of kink pairs on segments between solutes can be-
comes harder, especially with a reconstructed dislocation core
(see Sec. V C). The local conversion of the dislocation core
to a prismatic structure in the neighborhood of carbon atoms
is indeed observed in dynamic simulations, as illustrated in
Fig. 6.

As the interplay between the different strengthening mech-
anisms makes solid solution simulations too complex to
analyze, simplifications are needed. In order to confirm the
importance of short-range solute-dislocation interactions, we
artificially created a carbon-free volume around the glide
plane as illustrated in Fig. 5(b). Solute atoms outside this
volume are left unchanged between the different simulations.
In Fig. 5(a), we compare the stress-strain curves obtained with
a full solid solution (nplanes = 0), and a carbon-depleted zone
around the dislocation glide plane comprised of nplanes atomic

FIG. 5. Constant shear rate simulations with a carbon-depleted zone around the glide plane. (a) Stress-strain curves obtained at 300 K. Blue
lines represent simulations in which a carbon depleted zone of nplanes atomic planes above and below the glide plane was created, as illustrated
in (b). The case nplanes = 0 corresponds to a full random solid solution with a carbon concentration equal to 0.52 at%. In the case nplanes = 2,
the dislocation cross slips to the solid solution due to the attraction of solutes, resulting in a stress curve that is similar to the full solid solution
case. The gray line in (a) represents the same deformation test conducted in pure Fe.
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FIG. 7. Unpinning process for a dislocation pinned by two carbon atoms. (a) Snapshots taken at typical stages. The dislocation line as
identified by the DXA algorithm is in green, carbon atoms are red spheres. Dashed lines serve as a visual guide. Between steps 3 and 4, a kink
pair nucleates on the long segment, expands until being blocked by the carbon solutes, and spontaneously induces nucleation on the short
segment. (b) Corresponding stress-strain curve. Numbers in (b) refer to the images in (a). Carbon atoms are separated by ℓ = 10b along a 40b

dislocation. The MD simulation was conducted at 40 K for 2 ns with a strain rate of 1 × 107 s−1.

planes on both sides. It can be seen that the stress-strain
curve obtained for nplanes = 2 shows a similar strengthening
than the case nplanes = 0. This is caused by cross-slip of the
dislocation, which is strongly attracted to C atoms —and to
a lesser extend, to the free surfaces on top and bottom of the
simulation cell. Once the dislocation has cross-slipped (in an
early stage of the simulation), it reaches a C-rich region, caus-
ing a strengthening similar to the case nplanes = 0. On the other
hand, cross slip does not happen for nplanes > 2, where the
dislocation remains in its initial (110) plane in the C-depleted
zone. When nplanes is larger than 4, the stress level reveals
no significant strengthening in comparison to pure iron (gray
curve). Our conclusion is therefore twofold: (i) at moderate
temperature (300 K), the capture radius of C atoms around the
dislocation is ∼

√
2a0. Within this distance, pinning is caused

by the interaction of C atoms with the dislocation core, which
is treated in the rest of this paper. (ii) Above this distance,
elastic C-dislocation interactions have a comparatively limited
effect, and vanish for a distance of ∼2

√
2a0 ∼ 8 Å. In the next

section, we thus neglect mid- and long-range C-dislocation
interactions, and focus on the pinning/unpinning mechanisms
in the dislocation core region.

V. UNPINNING FROM AN ARRAY OF C ATOMS

Given the complexity of dislocation glide in a random
solid solution seen in previous section, we will consider a
model system where a screw dislocation detaches from an
array of carbon atoms directly located in its core. This allows
to exclude cross-kink pinning, and the effect of mid- and
long-range interactions, to focus on the elementary unpinning
process. For these simulations, two C atoms were inserted
in second-nearest octahedral positions along the dislocation
line (denoted O(2) in Ref. [14]), aligned in the [111] direction
inside the dislocation glide plane to avoid cross-slip. Due to
the periodic boundary conditions in the [111] direction, the

carbon atoms form an infinite one-dimensional array with a
spacing between carbon atoms defined by two lengths: ℓ and
L, with ℓ � L as illustrated in Fig. 7(a).

A. Unpinning mechanism at finite temperature

Figure 7 details the full unpinning processes of a dislo-
cation, with the corresponding stress-strain curve, simulated
with ℓ = 10 b and L = 30 b. A low temperature of 40 K was
used to reduce thermal fluctuations, allowing to visualize
the different stages more clearly. A step-by-step visualization
of the MD simulation can be decomposed in six successive
images shown in Fig. 7(a). The position of the dislocation
core is identified using the DXA algorithm [74]. A caveat
of this method is that kinks appear sharp, while they are
of mixed character, with a width close to w = 10 b accord-
ing to Ref. [11] who used the disregistry method [19] to
localize the position of the core. The dislocation is initially
in the Peierls valley before the C atoms (step 1). It jumps
to the valley just after the C atoms (step 2) at a relatively
low stress of about 250 MPa, which is marked by a slight
stress drop highlighted by a dashed circle in Fig. 7(b). The
magnitude of the stress drop is �τ = μρbd (d is the distance
between Peierls valleys) and corresponds to the plastic work
associated with the jump. This configuration is the true pin-
ning configuration, which resists dislocation motion until a
high applied stress of about 950 MPa. At this point, a bulge
forms on the longer L segment (step 3), where a kink pair
nucleates. The kink pair then expands until it reaches the C
atoms. The kinks are stopped at the C atoms that act as strong
obstacles. In the simulations, we observed that the nucleation
of this first kink-pair on the longer segment systematically
triggered the nucleation of a second kink pair on the shorter
segment. This can be explained by the strong elastic attrac-
tion between both screw segments, which adds up to the
applied stress to help kink pair nucleation. As a result, the

013608-6



CARBON-INDUCED STRENGTHENING OF BCC IRON AT … PHYSICAL REVIEW MATERIALS 6, 013608 (2022)

FIG. 8. Effect of the random initial velocity on the unpinning
stress. Stress-strain curves obtained with C atoms every 20 b along
the dislocation segment, at 300 K. Twenty different random seeds
are used for the initial atomic velocities. The unpinning stress τ ∗ is
marked by orange circles.

configuration where one segment has jumped while the other
has not appears unstable in these conditions, and rapidly tran-
sits to the configuration shown in step 4, where each C atom is
surrounded by two kinks of opposite sign. Step 4 is followed
by a short period of stress increase, which suggests that this
atomic configuration is stable under the applied stress, i.e.,
two kinks on both sides of the C atoms cannot annihilate, at
least on short timescales. Between steps 4 and 5, a second kink
pair nucleates on the longer segment, which causes unpinning
followed by a large stress drop on the stress-strain curve in
Fig. 7(b).

C atoms are therefore obstacles strong enough to block the
annihilation of kinks despite the strong attractive kink-kink
elastic interactions, and the large potential energy gain asso-
ciated with kink annihilation. Under a typical applied stress
of 600 MPa, the annihilation energy can be estimated as the
kink-pair formation energy (0.6 eV) plus the work of the
applied stress over the area swept by the annihilating kinks,
∼τbdw ∼ 0.6 eV (with w ∼ 10 b the kink width). The anni-
hilation energy is thus >1 eV, larger than the C-dislocation
binding energy (∼0.85 eV). Moreover, unpinning by a single
kink-pair would leave a C atom in a first-neighbor position
to the dislocation, which is an unstable configuration due to
the finite capture radius of a dislocation to a C atom. The
nucleation of a second kink pair is therefore needed, which
creates a kink with a height of two Peierls valleys. This
extended kink is able to cross the C atom [left C atom in
step 5 of Fig. 7(a)], leading to the unpinning of the entire
dislocation.

Nucleation of kink pairs is a thermally activated process,
such that the unpinning stress τ ∗ is a random variable affected
by the random seed of the initial atomic velocities. This effect
is illustrated in Fig. 8. To account for this, we performed
n repetitions for each MD simulation with different random
seeds, and computed the average unpinning stress 〈τ ∗〉. The
uncertainty σ/

√
n is represented as error bars in the rest of

this paper, where σ is the standard deviation of a series of n

independent measurements of τ ∗. In order to minimize σ/
√

n,
we used values of n ranging from 5 to 20.

B. Effect of solutes spacing

We investigated the effect of solute spacing by varying ℓ

and L on dislocations of varying ℓ + L total lengths. However,
we observed that the length of the shorter ℓ segment has a
negligible effect, such that all results can be presented in Fig. 9
as a function of L only. The figure also contains the flow stress
computed in pure iron, which does not show any significant
dependence on the dislocation length.

By way of contrast, the average unpinning stress in pres-
ence of C atoms shows a very strong L dependence when L �
100 b. 〈τ ∗〉 reaches more than 1 GPa when solutes are closest,
meaning that the stress required to overcome them is more
than twice the flow stress and is actually even higher than the
0 K Peierls stress in pure Fe (∼1 GPa). This demonstrates the
powerful locking capability of an array of C atoms, with a
spacing in the range 5 to ∼50 b when the temperature is small
enough that the solute atoms cannot follow the dislocation
in its glide. This very strong pinning for closely spaced C
atoms is consistent with DFT calculations [15]. For larger C
spacings, the unpinning stress reduces to the flow stress in
pure iron and no strengthening or weakening is observed when
L � 100 b.

In addition, as mentioned above, the data show only a small
difference in 〈τ ∗〉 whether the dislocation is pinned by evenly
(ℓ = L, red squares) or unevenly spaced C atoms (ℓ � L, blue
circles). The latter case was investigated by repeated simu-
lations with different values of ℓ, ranging between 0 and L,
which is why different data points share the same L in Fig. 9.

C. Effect of C atoms on kink pair nucleation enthalpy

1. NEB calculations

In order to better understand the origin of the very strong
pinning induced by the C atoms at short distance, we used
the NEB method to identify the minimum energy paths that
connect the different stages of unpinning identified in MD
simulations [i.e., stages presented in Fig. 7(a)], followed with
an ART convergence to identify precisely the saddle config-
urations. We consider here the case L = ℓ where only one C
atom needs to be inserted in the simulation cell. The reference
state for the NEB calculations, S0, is constructed in the same
way as in the dynamic simulations, by inserting a C atom in an
O(2) site, and relaxing the system. Final states are constructed
by introducing the dislocation in different Peierls valleys in
the glide direction. The initial NEB path was obtained by
linear interpolation between the initial and final states.

Equilibrium and activated states for a dislocation with L =
30 b at an applied stress of 600 MPa are shown in Fig. 10(a),
with the corresponding energy barriers in Fig. 10(b). Note that
the enthalpy globally decreases due to the work of the applied
stress, which tilts the potential energy landscape.

The unpinning process involves the successive nucleation
of two kink pairs, between S1 and S2 and between S2 and S3.
As can be seen in Fig. 10(a), the kink pairs in the activated
states (S⋆

1 and S⋆
2) have not formed at the C atom, but rather

in-between the C atom and one of its periodic images. The
configuration S2 contains two kinks on either side of the C
atom. It is metastable. This confirms the MD observation
that kinks of opposite signs cannot spontaneously annihilate
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(a) (b)

FIG. 9. Dependence of the average unpinning stress on the largest dislocation segment length L, computed during MD simulations at
(a) 100 and (b) 300 K. Blue circles are when ℓ < L, red squares when ℓ = L. Half-filled orange symbols refer to the flow stress in pure iron
computed by MD in cells of different lengths L. The dashed and solid lines are predictions of a statistical model (see text for details).

across C atom. The enthalpy barrier to form this first kink
pair is noted �H1. A second barrier of height �H2 has to be
overcome to form a second kink pair (state S⋆

2) and release
the dislocation. This also confirms the MD observation that a
kink crossing two Peierls valleys can overcome a C atom and
unpin the dislocation. The next valleys (not shown here) are
crossed with activation barriers close to that in pure Fe, �HFe.
During unpinning, the C atom transits from the reconstructed
core structure (in S1, where it is in the dislocation core) to
an octahedral position after the dislocation is released (in S3).

It can be noted that the activated states S∗
1 and S∗

2 are associ-
ated with small displacements of the carbon atom compared to
the respective initial configurations, S1 and S2, as the transition
is triggered by kink nucleation away from the C atom. Migra-
tion of the C atom from a prismatic to an octahedral position
is therefore a consequence and not a limiting process for
unpinning.

Figures 10(c) and 10(d) show examples of activation bar-
riers for dislocation lengths L = 20 and 60 b as well as in
pure Fe. When L is small (20 b), we observe a significant

FIG. 10. NEB calculations of the two-step unpinning process of a dislocation from a row of C atoms. (a) Successive metastable and
activated states during the unpinning process for a segment length of 30b and an applied stress of 600 MPa. Core atoms were identified using
the centrosymmetry parameter [75]. (b) Corresponding energy profile. (c) and (d) show the activation enthalpies of both transitions �H1 and
�H2 (circles) for two different solute separations. The solid lines are fits using Kocks’ law [Eq. (9)]. (e) and (f) show the fitted parameters
�H0,i and τP,i of Kocks’ law. Solid lines in (e) and (f) represent the average of �H0 and a fit of τP using Eq. (10) for both transitions. Dashed
lines in (c) to (f) represent the corresponding quantities in pure iron.
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increase of �H2 compared to �H1, which remains close to
�HFe. Therefore the C atom does not affect significantly the
nucleation of the first kink pair, but the presence of this kink
pair which cannot annihilate because of the C atom makes
nucleation of the second kink pair much harder. This increase
is at the origin of the strengthening seen in the MD simu-
lations. Conversely, larger values of L (60 b) yield almost
no change compared to pure iron. When the C atoms are
widely separated, the kink pairs, which form away from the
C atoms, no longer feel the presence of the solute atoms.
We note a slight decrease of �H1, implying that the C atoms
help somewhat the nucleation of the first kink pair. However,
since �H2, which controls the unpinning, matches �HFe, no
softening is produced, as confirmed by the MD simulations.

2. Statistical model

In order to connect the energy barriers with the MD sim-
ulations, we used a statistical model based on the HTST to
predict the average unpinning stress. This model is adapted
from Ref. [58], which considered thermally activated glide in
absence of obstacles.

The central quantity of the statistical model is the sur-
vival probability, W (t, t ′), the probability that the system in a
metastable state at time t remains in that state until t ′, written

Wi(t, t ′) = exp

(

−
∫ t ′

t

pi(τ̇0u) du

)

. (4)

It is a function of the transition rates, i.e., the probabilities
per unit time, pi=1,2(τ, L, T ), that the dislocation jumps from
S1 to S2 (i = 1) and from S2 to S3 (i = 2). These rates are
functions of the dislocation length L and the temperature T

as well as the applied stress τ . Since the MD simulations are
strain-rate controlled, the stress increases linearly with time,
at a rate τ̇0 = μγ̇ , where μ is the shear modulus. The proba-
bility W (t ) that, starting at t = 0 in an unstrained system, the
dislocation is still pinned at time t , is related to W1 and W2 as

W (t ) = W1(0, t ) −
∫ t

0

∂W1

∂t ′ (0, t⋆)W2(t⋆, t )dt⋆, (5)

where the first term is the probability that the dislocation is
still in state S1 at time t and the second term is the probability
that the dislocation jumps from S1 to S2 at time t⋆ ∈ [0, t[ but
then remains in S2 until t .

Substituting the expression of Wi, we obtain

W (t ) = exp

(

−
∫ t

0
p1(τ̇0u) du

)

+
∫ t

0

[

p1(τ̇0t∗) exp

(

−
∫ t∗

0
p1(τ̇0u) du

)

× exp

(

−
∫ t

t∗
p2(τ̇0u − �τ ) du

)

]

dt∗. (6)

The probability to unpin at time t is given by ω(t ) = −dW/dt

and the average unpinning stress is thus

〈τ ⋆〉 = μγ̇

∫ ∞

0
tω(t )dt (7)

To compute 〈τ ⋆〉, we thus need to express the rates,
pi=1,2(τ, L, T ). Within the HTST [58], they are written as

pi(τ, L, T ) = ν
L

b
exp

(−�Gi(τ, L, T )

kT

)

, (8)

where ν is an attempt frequency and �G is the Gibbs activa-
tion energy of the process. �G = �H − T �S is notoriously
difficult to compute [76] and approximations are often used.
The first is to consider the harmonic regime, where �H and
�S do not depend on T and �H (τ, L) is directly obtained
from the zero Kelvin MEP computed in previous section.
Another classical approximation is to assume that �S is a
constant, which can then be incorporated in the attempt fre-
quency ν, such that the transition rates depend only on �H .
This approximation has been shown valid in the case of a
Lomer dislocation in aluminum in Ref. [58]. However, on-
going calculations using the projected average force integrator
(PAFI) method [76] show a linear stress dependence of �S

that cannot be neglected in the case of screw dislocation
glide in bcc metals. The description of these calculations is
beyond the scope of the present paper, which is focused on
the effect of carbon. They will be presented in a forth-coming
publication [77]. Here, we will use as a first approximation
the parameters determined in pure iron with Proville poten-
tial: ν = 5 × 1010 s−1 and �S = kBαFeτ with αFe = 1.28 ×
10−2 M Pa−1.

Finally, computing Eq. (8) requires a continuous expres-
sion of �Hi(τ, L). For this purpose, we used a classical Kocks
law [66]:

�Hi(τ, L) = �H0,i(L)

(

1 −
(

τ

τP,i(L)

)p)q

. (9)

We found here sufficient to set the exponents p = 0.6 and
q = 1.1 to the values obtained by fitting the kink-pair forma-
tion enthalpy in pure iron with Proville potential and to only
adjust �H0 and τP. The fits are shown as continuous lines
in Figs. 10(c) and 10(d), while the values of �H0,i(L) and
τP,i(L) are reported in Figs. 10(e) and 10(f). They represent
the effect of the solute spacing on the activation enthalpy.
We found �H0,1 ≈ �H0,2, independent of L and only slightly
larger than the value in pure iron [see Fig. 10(e)]. For the sake
of simplicity, we used their average value, �H0, in the model.
The effective Peierls stresses τP,i on the other hand strongly
depend on the solute spacing and are different for the first and
second barrier. As seen in Fig. 10(f), they can be accurately
fitted as

τP,i(L) = ai

(L/b)bi
+ ci (10)

with a1 = 7.89 × 105 MPa, b1 = 3.0, c1 = 959 MPa, a2 =
7.10 × 105 MPa, b2 = 2.7, and c2 = 1.01 × 103 MPa. The
strong dependence of �H2 on L seen in Figs. 10(c) and 10(d)
implies that short segments have a much reduced nucleation
probability compared to larger segments, resulting in the neg-
ligible effect of ℓ observed in Sec. V B.

The unpinning stresses obtained from Eq. (6) with the
continuous approximation of �Hi in Eq. (9) and the attempt
frequency and activation entropy computed in pure iron are
shown as a dashed line in Fig. 9. The model reproduces the
strong pinning effect at short solute spacing, which is caused
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by the increased activation enthalpy, and the convergence to
the flow stress in pure iron at large spacing. In between, the
model tends to underestimate the pinning stress.

However, we have made a strong simplification by assum-
ing that the activation entropy �S was not affected by the
solute atoms. We can reasonably expect that the presence of
solute atoms along the dislocation will affect the vibrational
modes of the system and thus modify the activation entropy.
We attempted to perform free energy barrier calculations with
the PAFI method in the case of Fe-C but faced difficulties as
carbon tends to migrate to neighboring sites during the sam-
pling at finite temperature. Short segments of a few Burgers
vectors are not long enough to support kink pairs, and the line
advances while remaining straight. We expect in this case a
much reduced activation entropy compared to the kink pair
mechanism, since the vibration modes of two straight seg-
ments are less different than a straight line and a dislocation
with a kink pair. For longer segments on the other hand,
the usual kink-pair mechanism remains applicable, and the
behavior of pure Fe should be recovered, i.e., �S = αFekBτ .
In order to assess the possible effect of a length-varying acti-
vation entropy which increases with L and smoothly tends to
the value of pure iron, we tested a simple phenomenological
law α(L) = αFe tanh( L

100b
) for both barriers. This is again a

simplification since we can expect the activation entropy to
vary differently for both barriers.

Adding this length dependence of the entropy to Eqs. (9)
and (6), we obtain a model shown as a continuous line in
Fig. 9, with a greatly improved agreement with MD sim-
ulations, thanks to the simple phenomenological law. This
suggests that the activation entropy is reduced for closely
spaced defects. This interesting investigation is left for future
work.

VI. CONCLUSION AND PERSPECTIVES

We used atomistic simulations to study the interaction of
screw dislocations with interstitial carbon atoms in iron. Sim-
ulations of full solid solutions showed a strong locking caused
by the short-range attraction between the dislocation and the
solutes. The contributions of all carbon atoms close to the

dislocation line result in a collective effect that amplifies the
strengthening.

In order to clarify the origin of this strengthening and
to overpass the difficulty to analyze such collective effect
in MD simulations, we focused on elementary interaction
processes between a screw dislocation and an array of car-
bon atoms. Though generally neglected, the effect of entropy
was found significant when comparing the predictions of the
model to the MD simulations. We incorporated a stress- and
length-dependent activation entropy using a phenomenolog-
ical approach. A more detailed study, based on free energy
calculations in the FeC system for different solute spacings
and levels of stress, would be very valuable and is an impor-
tant perspective of this work.

We have shown here that the elementary interaction pro-
cess between a screw dislocation and carbon atoms involves
the successive nucleation of two kink pairs since a carbon
atom can block a single kink and prevent its annihilation with
a kink on the other side at least on MD timescale. We can
expect this short-range effect to be general to alloys with
strong short-range attractive interactions, where solutes have a
finite capture radius for dislocations. This applies to many bcc
solid solutions with interstitial solutes [15,23]. In that regard,
since DFT calculations predict a larger capture radius than
the present potential, we can expect that more than two kinks
may be needed to unpin a dislocation in a real FeC alloy,
leading to an even stronger pinning effect as reported here.
These elementary processes could be implemented in a kinetic
Monte Carlo model of dislocation pinning as developed in
Refs. [71,78,79]. Such a model would allow the study of the
complex and collective interplay between solute-dislocation
interactions and stress-mediated solute diffusion leading to the
formation of Cottrell atmospheres, over length and timescales
unaccessible to MD simulations.
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