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FOKKER-PLANCK MULTI-SPECIES EQUATIONS IN THE ADIABATIC
ASYMPTOTICS

FRANCIS FILBET AND CLAUDIA NEGULESCU

Abstract. The main concern of the present paper is the study of the multi-scale dynamics
of thermonuclear fusion plasmas via a multi-species Fokker-Planck kinetic model. One of
the goals is the generalization of the standard Fokker-Planck collision operator to a multi-
species one, conserving mass, total momentum and energy, as well as satisfying Boltzmann’s
H-theorem. Secondly, we perform on one hand a mathematical asymptotic limit, letting
the electron/ion mass ratio converging towards zero, to obtain a thermodynamic equilibrium
state for the electrons (adiabatic regime), whereas the ions are kept kinetic. On the other
hand, we develop a first numerical scheme, based on a Hermite spectral method, and perform
numerical simulations to investigate in more details this asymptotic limit.

Keywords: Plasma modelling, Fokker-Planck kinetic equations, adiabatic electron regime,
asymptotic analysis, entropy-methods, multi-scale numerical scheme.
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1. Introduction

Starting with the first projects born in Russia in the early 1950’s, continuous efforts were
made to produce clean and reliable energy in tokamak fusion reactors able to confine a very
hot plasma gas via strong electromagnetic fields. The mathematical modelling is a useful
tool in this process. Kinetic models, based on a mesoscopic description of the various par-
ticles constituting a plasma, and coupled to Maxwell’s equations for the computation of the
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electromagnetic fields, are very precise approaches for the study of such thermonuclear fu-
sion plasmas. However, treating each species in a kinetic framework is computationally very
demanding, such that approximate models have been introduced. Especially when one is
interested in the investigation of phenomena occurring on the (slow) ion scales, electrons are
approximated via macroscopic models (adiabatic models). The justification is that the time-
and length-scales associated with the electrons are very small as compared to the ones of
the ions (due to the small mass ratio me/mi), such that electrons are considered to be in a
thermodynamic equilibrium. Such hybrid strategies, treating ions in a fully kinetic manner
and electrons via fluid approaches, are often used in today’s simulations [6, 8, 19, 31], leading
to significant savings in computational time and memory. But, describing particles via a fluid
model requires that the electron distribution function remains close to a thermodynamic equi-
librium, meaning being close to a Maxwellian distribution in the velocity variable. Coulomb
collisions in a thermonuclear plasma are however not sufficiently effective to thermalize the
electrons. Thus, the validity of the adiabatic electron model (electron Boltzmann relation)
is rather controversial. Indeed, this model seems to break down in various situations, as for
example in the edge plasma region, or it does not take into account for important instabil-
ities, such as the Trapped Electron Modes (TEM), which are considered as essential in the
turbulent dynamics [14].

In this paper, we shall especially focus on the asymptotic towards the electron Boltzmann
regime, starting from a kinetic picture where collisions and collective effects (electrostatic
forces) are well balanced. To investigate this dynamic, we are firstly introducing a multi-
species Fokker-Planck equations, with particular emphasize on the inter-species collision op-
erators and their properties. In the literature one can find various simplified models for
inter-species collisions. For instance BGK models for gas mixtures are given as a sum of
relaxation operators. One example is the model of Klingenberg, Pirner and Puppo [30] or
Bobylev, Bisi, Groppi, Spiga and Potapenko [3]. It contains the often used models of Gross
and Krook [23, 24] and Hamel [26] as special cases. Other type of models contain only one
collision term on the right-hand side as the one proposed by Andries, Aoki and Perthame in
[1]. In this paper we focus on Fokker-Planck type operators which are more consistent for
the description of collisional plasmas [11, 35, 10, 12]. The model is derived by introducing
mixed temperatures and momenta, under the constraint that the number of particles of each
species, the total momentum and the total energy are conserved. Moreover, we prove that
the model satisfies an H-Theorem, permitting to characterize the form of equilibrium.

Having introduced these Fokker-Planck collision operators, a physical scaling is performed
permitting to characterize the regime of interest in our plasma studies, namely focusing on
the ion dynamics. This allows to identify a small parameter ε � 1 which shall permit
to obtain the desired electron Boltzmann relation, when performing a formal asymptotic
limit ε → 0. As a last step we are interested in designing a numerical method able to
give precise results for all values of ε ∈ [0, 1], especially able to follow the asymptotic limit
ε → 0 without extensive numerical efforts. The idea is to have a scheme which can treat
electrons and ions simultaneously without having to adapt the mesh to the different species,
but rather to the physical phenomenon one wants to investigate. In this aim we shall present
in this paper the first step towards such a performant scheme, based on a Hermite spectral
approach [16, 17, 34]. Hermite spectral methods offer indeed an ideal way to perform large-
scale simulations, including at the same time microscopic kinetic effects. The choice of a
suitable scaling of the Hermite basis functions, adapted to the investigated asymptotic, is
fundamental, rendering the Hermite approach intrinsically multiscale and providing thus a
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natural bridge between the microscopic and the macroscopic worlds. Indeed, in the limit
ε → 0, the distribution function can be represented by only one Hermite function, reducing
drastically the number of discretization parameters in the velocity space. The use of Hermite
functions for the resolution of kinetic equations was proposed for the first time by Grad in
[22].

At the end of this work numerical simulations are presented in the aim to show the ad-
vantage of such a Hermite spectral approach, in particular to understand how the electron
distribution function converges after a transient regime towards its thermodynamic limit in
the context of plasma simulations. The specificity of this method will be underlined, namely
the fact that it permits considerable improvements in simulation time for small ε-values, as
in such regimes very few Hermite modes have to be taken into account.

The outline of this paper is the following. In Section 2 we present the fully kinetic ion-
electron model and its physical scaling leading to a multi-scale multi-species coupled Fokker-
Planck model. Section 3 deals with the formal derivation of the hybrid limit-model, when
letting a small parameter ε � 1 tend towards zero, parameter standing somehow for the
small electron-to-ion mass ratio. The well-posedness of the limit-model is also investigated.
And finally in Sections 4 and 5 we shall present a first numerical scheme and shall conclude
with the study of some numerical simulations.

2. The mixed kinetic model and its scaling

2.1. The mixed kinetic model. The starting point of this work is the following model
composed of two coupled kinetic equations for the ions respectively electrons of a fusion
plasma, i.e.

(2.1)


∂tfi + v · ∇xfi +

e

mi

E · ∇vfi = Qii(fi, fi) + Qie(fi, fe) ,

∂tfe + v · ∇xfe −
e

me

E · ∇vfe = Qee(fe, fe) + Qei(fe, fi) ,

associated to Poisson’s equation for the description of the electrostatic potential

(2.2) −∆φ =
e

ε0

(ni − ne), E = −∇xφ ,

with e the elementary charge, mα the mass of species α ∈ {e, i} and ε0 the vacuum permi-
tivity. The magnetic field B is not considered here, as we shall focus in the following rather
on the dynamics parallel to B and did not want to encumber the paper. For a more general
framework see [32]. The functions fα(t,x,v) represent the particle distribution functions in
the phase-space (x,v) ∈ Td × Rd (Td being the d-dimensional torus) whereas the electron
and ion macroscopic quantities are given for α ∈ {e, i} by

nα(t,x) :=

∫
Rd
fα(t,x,v) dv ,

nαuα(t,x) :=

∫
Rd

v fα(t,x,v) dv ,

d kB nα Tα(t,x) := mα

∫
Rd
|v − uα|2 fα(t,x,v) dv ,

wα(t,x) :=
mα

2

∫
Rd
|v|2 fα(t,x,v) dv =

d

2
kBnαTα +

mα

2
nα|uα|2 ,
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with kB the Boltzmann constant. The collision operators describing the inter- and intra-
species interactions are chosen of Fokker-Planck type, i.e. given for α, β ∈ {e, i} by

Qαβ(fα, fβ) := ναβ divv

(
(v − uαβ)fα +

kBTαβ
mα

∇vfα

)
,

where ναβ > 0 are the collisional frequencies corresponding to the couple (α, β) of particles.
For intra-species collisions, we have uαα := uα, Tαα := Tα and the collision operator
Qαα(fα, fα) is chosen in such a way to get conservation of mass, momentum and kinetic
energy

mα

∫
Rd
Qαα(fα, fα)

 1
v
|v|2

2

 dv = 0 , ∀α ∈ {e, i} ,

as well as the entropy decay∫
Rd
Qαα(fα, fα) ln(fα) dv ≤ 0 , ∀α ∈ {e, i} ,

leading to the thermal equilibrium∫
Rd
Qαα(fα, fα) ln(fα) dv = 0 ⇐⇒ fα = Mnα,uα,Tα ,

where Mnα,uα,Tα is the local Maxwellian defined by

(2.3) Mnα,uα,Tα(v) := nα

(
mα

2π kB Tα

)d/2
exp

(
−mα

|v − uα|2

2kBTα

)
.

However for the inter-species collisions the situation is more complex. The choice of the
inter-species mixed velocities uαβ and temperatures Tαβ is done such that to enforce the
appropriate conservation laws and to ensure the H-theorem. For this we shall first of all
require that

(2.4) uαβ = uβα , Tαβ = Tβα , νeimene = νiemini .

These three requirements are fundamental and also physical. The justification of the last
assumption comes from the Coulomb collisional frequency [28], given by

ναβ = C e2
α e

2
β nβ

mβ

mα +mβ

1

(v2
th,α + v2

th,β)3/2
, C > 0 .

With these assumptions and the fact that we would like to ensure the total momentum
conservation

me

∫
Rd
Qei(fe, fi) v dv + mi

∫
Rd
Qie(fi, fe) v dv = 0 ,

the total kinetic energy conservation

me

∫
Rd
Qei(fe, fi)

|v|2

2
dv + mi

∫
Rd
Qie(fi, fe)

|v|2

2
dv = 0 ,

as well as the global entropy decay∫
Rd
Qei(fe, fi) ln(fe) dv +

∫
Rd
Qie(fi, fe) ln(fi) dv ≤ 0 ,

a unique choice of mixed velocities is possible, given by

(2.5) uei = uie :=
ue + ui

2
,
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as well as a unique choice of mixed temperatures, namely

(2.6) Tei = Tie :=
mi Te + me Ti
me +mi

+
mime

mi + me

|ue − ui|2

2d kB
.

To simplify the computations, let us remark that the collision operators can be rewritten in
a simpler form as follows

Qαβ(fα, fβ) = ναβ divv

(
kBTαβ
mα

Mαβ∇v

(
fα
Mαβ

))
,

with Mαβ the local Maxwellian given by

(2.7) Mαβ(t,x,v) := nα(t,x)

(
mα

2π kB Tαβ(t,x)

)d/2
exp

(
−mα

|v − uαβ(t,x)|2

2kBTαβ(t,x)

)
.

Unlike Boltzmann’s operators for neutral gases, the Fokker-Planck operator expresses the
cumulative effects of many grazing collisions (rather than short-range collisions), and this
is due to the long-range effect of the Coulomb interactions. Thus Fokker-Planck operators
describe mainly a diffusion in the velocity space.

2.2. Characteristic scales and regime of interest. Let us now identify some small pa-
rameters, characterizing the adiabatic regime of plasma dynamics. This shall be done by
firstly introducing the orders of magnitude of the quantities involved in the description of
the phenomenon we want to analyse, in our particular case phenomena occurring at the ion
spatio-temporal scales.

We start with the microscopic quantities and introduce our first parameter ε, as the mass
ratio of electrons and ions

ε2 :=
me

mi

� 1 .

Next we suppose that the temperatures of electrons and ions are of the same order T

Ti = T T ′i , Te = T T ′e , Tαβ = T T ′αβ ,

meaning that the thermal (microscopic) speeds of the two species are widely different and
scale as

vi := vth,i =

√
kBT

mi

, ve := vth,e =

√
kBT

me

=
1

ε
vi .

Furthermore we shall assume that the electric and thermal energies are of the same order of
magnitude, permitting thus to scale the electric potential as e φ = kB T . We also suppose
that the plasma is quasineutral, that is, densities of electrons and ions are of the same order
n

ni = nn′i , ne = nn′e ,

permitting thus to fix the magnitude of the ion plasma frequency ωp and of the Debye length
λD as

ω−1
p :=

√
n e2

ε0mi

, λD :=

√
ε0 kB T

n e2
,

which yields the relation vi = λD ωp.
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At the microscopic level again, we fix a time-scale τc and a length-scale lc, related to the
ionic collisional process, namely

τc := τii = ν−1
ii , lc := vi τc ,

where τii corresponds to the elapsed time between two ionic collisions (collisional frequency
νii) and lc is the corresponding mean free path.

Finally, let us turn to the macroscopic quantities corresponding to the physical device. The
macroscopic space-scale x is fixed as the distance of interest and the time-scale corresponds to
the observation time given by t = x/vi, hence we set for the macroscopic velocities uα := vα
as well as uei = uie = ue .
To characterize the regime of interest, let us introduce now a second parameter τ as the ratio
between micro and macro time-scales

τ :=
τc
t

and a third parameter λ as the ratio between micro and macro space-scales

λ :=
λD
x

=
vi
x

1

ωp
=

1

ωp t
.

Concerning the different intra- and inter-species collision frequencies, we simply set

ναβ = ναβ ν
′
αβ , ∀α , β ∈ {e, i} ,

with the order-relations given by [21]

νie : νii : νee : νei = ε2 : ε : 1 : 1 .

Finally let us also fix characteristic scales for the distribution functions and the collision
operators

fα =
n

vα
, Qαβ = ναβ fα .

The units or scales chosen here are adapted to the plasma regimes we want to study (electron
Boltzmann regime). The reader not so familiar with the physics of tokamak fusion plasmas
and its characteristic scales is referred to the introductory books [7, 20, 21, 27] .

2.3. Non-dimensional kinetic system. Let us observe that we have now a set of three
independent parameters (ε, τ, λ), which characterize several plasma regimes. To get the non-
dimensional system, let us perform the following change of variables in the starting model
(2.1)

x = xx′ , t = t t′ ,

whereas the velocities (in the two different kinetic equations) scale differently for ions and
electrons, namely

vi = vi v
′ , ve = vev

′ .

This different scaling in the velocities is fundamental for the further study, the rescaled
velocities v′ being now of the same order for ions and electrons, fact which is a considerable
advantage for numerical simulations. Furthermore, in (2.2) we set

E(t,x) = E E′(t′,x′) .
6



Altogether one obtains then the following non-dimensional system (the primes were omitted
for simplicity reasons)

(2.8)


∂tfi + v · ∇xfi + E · ∇vfi =

1

τ
(Qii(fi, fi) + εQie(fi, fe)) ,

∂tfe +
1

ε
v · ∇xfe −

1

ε
E · ∇vfe =

1

τ ε
(Qee(fe, fe) + Qei(fe, fi)) ,

supplemented with Poisson’s equation

−λ2 ∆φ = ni − ne , E = −∇xφ.

Starting from this non-dimensional model, we choose in the following the regime where λ
and τ are fixed (λ = τ = 1) and keep only the perturbation parameter ε � 1. This choice
permits to focus on the electron adiabatic asymptotics, without adding additional difficulties
coming from the quasi-neutral limit λ � 1 studied for instance in [4, 18]. The fact that we
set τ = 1 is justified by our aim to keep the ions kinetic. Other asymptotic regimes can be
naturally investigated. The rescaled macroscopic quantities are given now for α ∈ {e, i} by

nα :=

∫
Rd
fα dv ,

nα uα :=

∫
Rd

v fα dv ,

wα :=
1

2

∫
Rd
|v|2 fα dv =

d

2
nαTα +

1

2
nα |uα|2 ,

where

d nα Tα :=

∫
R
|v − uα|2 fα dv ,

and the pressure tensor Pα as well as the heat flux qα are given by
Pα :=

∫
Rd

(v − uα)⊗ (v − uα) fα dv ,

qα :=
1

2

∫
Rd

(v − uα) |v − uα|2 fα dv ,

whereas the non-dimensional collision operators read now for α ∈ {e, i} as

Qαα(fα, fα) = ναα divv ((v − uα) fα + Tα∇vfα) ,

and 
Qei(fe, fi) = νei divv ((v − uei) fe + Tei∇vfe) ,

Qie(fi, fe) = νie divv

(
(v − uie

ε
) fi + Tie∇vfi

)
,

with the mixed quantities

(2.9) uei =
ue + εui

2
= uie ,

(2.10) Tei = Tie =
1

1 + ε2

(
Te + ε2 Ti +

|ue − εui|2

2d

)
.
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To give only an example for these scalings, let us detail the temperature rescaling. Starting
from (2.6) and using the characteristic values defined in Section 2.2 one obtains

Tei = T
T ′e +me/mi T

′
i

me/mi + 1
+

me ue
2

1 +me/mi

|u′e − ui
ue
u′i|2

2dkB
=

T

1 + ε2

(
T ′e + ε2 T ′i +

|u′e − εu′i|2

2d

)
.

The non-dimensional model (2.8)-(2.10) will be our starting point for the ε → 0 asymp-
totic study. One can observe that the time scale of interest in this paper corresponds to the
average time between two ionic collisions. This time is much larger than the characteristic
time of electron collisions. As a consequence, we can expect that in the limit ε→ 0 the ions
remain kinetic and the electrons reach a certain macroscopic regime due to the numerous
collisions they undertake.

Let us now prove the properties of conservation and entropy decay, already presented for the
dimensional operators. Firstly, let us introduce for α ∈ {e, i} the adimensional Maxwellian
distributions Mα obtained by rescaling (2.3), i.e.

Mα(t, x, v) :=
nα

(2π Tα)d/2
exp

(
−|v − uα|2

2Tα

)
, ∀α ∈ {e, i} ,

which correspond to the equilibrium distributions of the operators Qee and Qii. Then we
also define the equilibria for Qei and Qie via

Mei(t, x, v) :=
ne

(2π Tei)
d/2

exp

(
−|v − uei|2

2Tei

)
,

Mie(t, x, v) :=
ni

(2π Tie)
d/2

exp

(
−|εv − uie|2

2 ε2 Tie

)
,

which are nothing but the rescaled versions of (2.7) . To simplify the formulae, let us denote
in the following by hαβ respectively hα the functions

(2.11) hαβ :=
fα
Mαβ

, hα := hαα .

With these new notations, we can rewrite the collision operators in the simpler form

Qαβ(fα, fβ) = ναβ divv (TαβMαβ∇vhαβ) , ∀α, β ∈ {e, i} .

Proposition 2.1. Under the constraint

(2.12) νei ne = νie ni ,

corresponding to the rescaled version of (2.4), we have the following conservations∫
Rd
Qei(fe, fi)

 v

|v|2

2

 dv +

∫
Rd
Qie(fi, fe)

 εv

ε2 |v|2

2

 dv = 0 .

Furthermore, defining the inter-species entropy dissipation I by

(2.13) I(t, x) := −
∫
Rd

[
Qei(fe, fi) ln(fe) + ε2Qie(fi, fe) ln(fi)

]
dv ,

we have

I =

∫
Rd

[
νei Tei

Mei

hei
|∇vhei|2 + ε2 νie Tie

Mie

hie
|∇vhie|2

]
dv ≥ 0 .
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Proof. Conservations of mass, momentum and energy follow from direct computations, whereas
entropy dissipation is obtained observing simply that

(2.14)

∫
Rd
Qei(fe, fi) ln(Mei) dv + ε2

∫
Rd
Qie(fi, fe) ln(Mie) dv = 0.

�

For the investigation of the asymptotic limit ε → 0 it will be necessary to have in mind
the rescaled macroscopic electron equations corresponding to (2.8), namely

(2.15)


ε ∂tne + divx(ne ue) = 0 ,

ε ∂t(ne ue) + divx (ne ue ⊗ ue + Pe) + ne E = −νei ne
ue − εui

2
,

ε ∂twe + divx (we ue + Pe ue + qe) + ne ue · E = Sei ,

where the energy exchange term reads

(2.16) Sei :=

∫
Rd
Qei(fe, fi)

|v|2

2
dv = −νei ne

[
d (Te − Tei) + ue ·

ue − εui
2

]
,

consisting of a first term corresponding to the temperature equilibration and a second term
corresponding to the work done by friction. Observe that if we assume that all macroscopic
quantities are uniformly bounded with respect to ε, and replacing Tei by the expression (2.10),
we obtain

Sei = νei ne

(
−ε

2
ui · ue + ε2 d (Ti − Te) + ε2 |ui|2 − |ue|2

2

)
+ O(ε3) ,

which permits to see that temperature equilibration between ions and electrons occurs on a
long time scale when ε is small (factor ε2) which means that ions and electrons can become
Maxwellians (due to the collisions) long before their temperature equilibrate. This system is
not closed as the pressure tensor Pe and the heat flux qe cannot be expressed with the help of
the other three macroscopic variables (ne,ue, we). However in the limit ε→ 0 one can close
this system, as shall be shown in the sequel, the asymptotic model being given in Theorem 3.1.

3. Formal derivation of the asymptotic model

Let us consider from now the one-dimensional case. The main goal of this section is to
understand more about the asymptotic limit ε→ 0 of the following kinetic system

(3.1)

 ∂tf
ε
i + v ∂xf

ε
i + Eε ∂vf

ε
i = Qii(f εi , f εi ) + εQie(f εi , f εe ) ,

ε ∂tf
ε
e + v ∂xf

ε
e − Eε ∂vf

ε
e = Qee(f εe , f εe ) +Qei(f εe , f εi ) ,

coupled to Poisson’s equation

(3.2) − ∂xxφε = nεi − nεe , Eε = −∂xφε .
To fix the potential, let us impose the constraint of zero average

(3.3)

∫
T
φε(t, x) dx = 0 , ∀t > 0 .

The study of the asymptotic ε→ 0 requires estimates that are uniform with respect to ε. For
our coupled system, the only natural identities providing such bounds are mass conservation,
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free energy and entropy inequalities. Let us first introduce the kinetic energy associated with
each species

K(t) := Ke(t) + Ki(t) ,

where

Kα :=
1

2

∫∫
T×R
|v|2 f εα dvdx , ∀α ∈ {e, i} .

The characteristic energy related to the electrostatic effects is the electric energy and reads

U(t) :=
1

2

∫
T
|∂xφε|2dx =

1

2

∫
T
φε (nεi − nεe) dx ,

where the last equality stems from Poisson’s equation. With these notation we have now the
following result.

Proposition 3.1. (Energy conservation) Suppose that (f εe , f
ε
i , φ

ε) is a solution of (3.1)-
(3.3) such that f εe and f εi are nonnegative and satisfy initially

(3.4)

∫∫
T×R

[f εe (0) + f εi (0)] (1 + |v|2) dv dx <∞ .

Then, one has the energy conservation, for all ε > 0

E(t) := U(t) +K(t) = E, ∀ t ≥ 0 ,

where E is given by the initial value

(3.5) E := E(0) < ∞ .

Proof. Let us first remark that the condition (3.4) together with (3.2) implies ||∂xφε(0)||2L2(T) <

∞, such that we have indeed a bounded initial energy E(0) < ∞.
Now, let us multiply the first equation in (3.1) by ε v2/2, the second one by v2/2 and

integrate with respect to (x, v) ∈ T × R. This yields after summing up the two equations
and integrating by parts

ε
dK

dt
(t)−

∫
T
Eε (ε nεi u

ε
i − nεe uεe) dx(3.6)

=
1

2

∫∫
T×R
|v|2

(
ε2Qie(f εi , f εe ) +Qei(f εe , f εi )

)
dv dx .

On one hand, applying Proposition 2.1, we show that the right hand side vanishes. On the
other hand from the continuity equation

ε ∂t(n
ε
i − nεe) + ∂x(ε n

ε
i u

ε
i − nεe u

ε
e) = 0 ,

and Poisson’s equation for φε, we get that the second term in (3.6) becomes

−
∫
T
Eε (ε nεi u

ε
i − nεe u

ε
e) dx = ε

dU

dt
(t) .

Finally gathering the latter equalities, we get the conservation of the total energy

ε
dE
dt

(t) = ε
d

dt
(U(t) + K(t)) = 0, ∀ t ≥ 0 .

�
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Let us define now the entropy of each species by the formula

Hα(t) :=

∫∫
T×R

f εα ln(f εα) dv dx , ∀α ∈ {e, i} ,

and prove the following result.

Proposition 3.2. (Entropy decay) Suppose that (f εe , f
ε
i , φ

ε) is a solution of (3.1)-(3.3),
such that f εe and f εi are nonnegative, satisfying moreover

(3.7) He(0) +Hi(0) <∞ .

Then, one has the following entropy estimate, for all ε > 0

He(t) + Hi(t) +
1

ε

∫ t

0

∫∫
T×R

[
νee T

ε
ee

Me

hεe
|∂vhεe|

2 + νei T
ε
ei

Mei

hεei
|∂vhεei|

2

]
dv dx ds

+

∫ t

0

∫∫
T×R

[
νii T

ε
ii

Mi

hεi
|∂vhεi |

2 + ε νie T
ε
ie

Mie

hεie
|∂vhεie|

2

]
dvdxds

≤ He(0) +Hi(0), ∀t ≥ 0 ,

where hεei and hεe are given in (2.11).

Proof. The entropy estimates are obtained by multiplying the first two equations of (3.1) by
ε(ln(f εi ) + 1) and ln(f εe ) + 1 respectively and integrating in (x, v). This yields

ε
d

dt
(He(t) + Hi(t)) = −νee

∫∫
T×R

T εee
Me

hεe
|∂vhεe|

2 dv dx

− ε νii
∫∫

T×R
T εii
Mi

hεi
|∂vhεi |

2 dv dx −
∫
T
I(t, x) dx ,

where I is given in (2.13). For these computations we needed again (2.14) as well as the
conservation laws. Dividing by ε and using the expression of I, permits to get

d

dt
(He(t) + Hi(t)) = −1

ε

∫∫
T×R

[
νee T

ε
ee

Me

hεe
|∂vhεe|

2 + νei T
ε
ei

Mei

hεei
|∂vhεei|

2

]
dv dx

−
∫∫

T×R

[
νii T

ε
ii

Mi

hεi
|∂vhεi |

2 + ε νie T
ε
ie

Mie

hεie
|∂vhεie|

2

]
dv dx .

Integrating over [0, t] and keeping only the two dominant terms on the right hand side, yields
the entropy estimate with the corresponding dissipation. �

Now, let us formally derive the asymptotic model when ε→ 0.

Theorem 3.1. (Asymptotic limit) Suppose that for each ε > 0, (f εi , f
ε
e , φ

ε) is a solution
to the coupled system (3.1)-(3.3) satisfying (2.12), (3.4)-(3.5), (3.7) and∫∫

T×R
f εe (t = 0, x, v) dv dx =

∫∫
T×R

f εi (t = 0, x, v) dv dx = N ,

for some fixed N > 0. Furthermore, for any final time Tend > 0, let us assume that the family
defined by the macroscopic quantities Uε

α = (nεα, u
ε
α, T

ε
α) for α ∈ {e, i} are relatively compact

11



in L1(0, Tend, L
∞(T)). Then, when ε tends towards zero, the distribution function f εe tends

towards a local Maxwellian f 0
e of the form (Maxwell-Boltzmann distribution)

(3.8)


f 0
e (t, x, v) =

n0
e(t, x)√

2 π T 0
e (t)

exp

(
− v2

2T 0
e (t)

)
,

n0
e(t, x) = c0(t) exp

(
φ0(t, x)

T 0
e (t)

)
,

where c0(t) is given such that

(3.9)

∫
T
n0
e(t, x) dx = N, ∀ t ≥ 0 ,

whereas (φ0, T 0
e ) is such that T 0

e (t) only depends on the time-variable, and is computed via
the energy conservation

(3.10)
N

2
T 0
e (t) +

1

2

∫
T
|∂xφ0(t, x)|2dx +

1

2

∫∫
T×R

f 0
i (t, x, v) v2dvdx = E, ∀t ≥ 0

and φ0 is solution to the nonlinear Poisson-Boltzmann equation

(3.11) − ∂xxφ0 + c0(t) exp

(
φ0

T 0
e (t)

)
= n0

i , E0 = −∂xφ0 ,

supplied with the additional constraint

(3.12)

∫
T
φ0(t, x) dx = 0 , ∀t ≥ 0 .

The ion distribution function f 0
i satisfies then the Vlasov-Fokker-Planck equation

(3.13)


∂tf

0
i + v ∂xf

0
i + E0 ∂vf

0
i = Qii(f 0

i , f
0
i ) ,

n0
i =

∫
R
f 0
i dv .

Proof. On one hand, thanks to the uniform bounds established in Proposition 3.1 and 3.2
on the total energy and the entropy, one can show that up to a subsequence we have for
α ∈ {e, i}

f εα ⇀ f 0
α weakly-? in L∞

(
0, Tend, L

1(T× R)
)
, as ε→ 0 .

On the other hand, from the assumption on the densities nεe and nεi and using Poisson’s
equation (3.2), we can show that up to a subsequence, Eε converges to E0 strongly in
L1(0, Tend, L

∞(T)). Together with the weak-∗ convergence of the distribution function (f εi )ε>0

and (f εe )ε>0 in L∞ (0, Tend, L
1(T× R)), this yields for α ∈ {i, e}, and for any test function

ϕ ∈ C∞c ([0, Tend)× T× R),∫ Tend

0

∫∫
T×R

Eε f εα ∂vϕ dx dv dt →
∫ Tend

0

∫∫
T×R

E0 f 0
α ∂vϕ dx dv dt, as ε→ 0 .

Furthermore, using that (nεα, u
ε
α, T

ε
α)ε>0 is relatively compact in L1(0, Tend, L

∞(T)), we also
get that Qαβ(f εα, f

ε
β) weakly converges to Qαβ(f 0

α, f
0
β). Altogether we have thus that the limit

12



(f 0
e , f

0
i ) is a solution to the following system

(3.14)

 ∂tf
0
i + v ∂xf

0
i + E0 ∂vf

0
i = Qii(f 0

i , f
0
i )− νie

u0
e

2
∂vf

0
i ,

v ∂xf
0
e − E0 ∂vf

0
e = Qee(f 0

e , f
0
e ) +Qei(f 0

e , f
0
i ) ,

coupled with Poisson’s equation for the potential φ0

−∂xxφ0 = n0
i − n0

e , E0 = −∂xφ0 ,

with the constraint of zero average∫
T
φ0(t, x) dx = 0 , ∀t > 0 .

It remains to check that in the ε→ 0 limit u0
e = 0 and f 0

e is of the form of a local Maxwellian.
Indeed, in view of the entropy dissipation given in Proposition 3.2 and the conservation of
mass, we obtain

f 0
e = Mn0

e,u
0
e,T

0
e

and f 0
e = Mn0

e,u
0
ei,T

0
ei
,

where u0
ei = u0

e/2 and T 0
ei = T 0

e + |u0
e|2/2 are obtained by passing to the limit in (2.9)-(2.10).

Hence this yields that u0
e = 0 and that f 0

e is a local Maxwellian of the form

f 0
e (t, x, v) =Mn0

e,0,T
0
e
,

whereas the unknowns (n0
e, T

0
e ) are still to be determined. Finally, inserting now the Maxwellian

f 0
e =Mn0

e,0,T
0
e

in the second equation of (3.14), yields

v ∂xMn0
e,0,T

0
e
− E0 ∂vMn0

e,0,T
0
e

= 0 ,

or equivalently

v

[
∂xn

0
e

n0
e

+

(
v2

2T 0
e

− 1

2

)
∂xT

0
e

T 0
e

]
− v

∂xφ
0

T 0
e

= 0 .

This permits to get the asymptotic model (3.8)-(3.13), by comparing the terms of the same
order in v. �

It is for the moment not clear if it is possible to perform this formal proof even at the
fluid level, meaning starting from the electron moment equations (2.15). It seems that only
the kinetic framework, especially the powerful H-theorem, permits to obtain that in the limit
the mean electron velocity vanishes ue ≡ 0 and that the temperature T 0

e (t) is only time-
dependent.

Remark 3.1. The Limit-model (3.8)-(3.13) has an equivalent formulation given by
(3.15)

(L)′



∂tf
0
i + v ∂xf

0
i + E0 ∂vf

0
i = νii ∂v

[
(v − u0

i ) f
0
i + T 0

i ∂vf
0
i

]
,

v ∂xf
0
e − E0 ∂vf

0
e = (νee + νei) ∂v

[
v f 0

e + T 0
e ∂vf

0
e

]
,

−∂xxφ0 = n0
i − n0

e , E0 = −∂xφ0 ,∫
T
n0
e(t, x) dx =

∫
T
n0
i (t, x) dx = N, ∀ t ≥ 0 ,

1

2

∫∫
T×R

f 0
e (t, x, v) v2dvdx +

1

2

∫
T
|∂xφ0(t, x)|2dx +

1

2

∫∫
T×R

f 0
i (t, x, v) v2dvdx = E .
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The next theorem certifies the existence and uniqueness of a solution of the just obtained
asymptotic model (3.8)-(3.13), for a given ion distribution function f 0

i .

Theorem 3.2. (Well posedness of the asymptotic model) Let us fix the total number
of electrons N > 0 and the initial energy E > 0. Furthermore, assume that the ion distribu-
tion function fi is known, sufficiently smooth and such that (ni, wi) ∈ L∞(R+;L1(T;R+))2,
satisfying ∫

T
ni dx = N .

Then there exists a unique solution (φ, Te) ∈ L∞(R+;H1(T)) × L∞(R+) to the non-linear
elliptic problem (3.9)-(3.12). Moreover, if ni ∈ L∞(R+;L2(T)) one gets φ ∈ L∞(R+;H2(T)).

Proof. Let us first introduce the space

H := { g ∈ H1(T) /

∫
T
g(x) dx = 0 } .

Observe that in the limit problem (3.9)-(3.12), the time t ∈ R+ is simply a parameter, hence
we fix and drop it in the sequel. The proof of this theorem is based on the construction and
study of the map E : R+ → R+, given for any T ∈ R+ by

E(T ) :=
N

2
T +

1

2

∫
T
|∂xφT (t, ·)|2 dx +

∫
T
wi(t, ·) dx ,

where φT is the solution to non-linear elliptic equation (3.11) with conditions (3.9) and (3.12),
and with Te ≡ T > 0.

The aim is now to show that there exists T? > 0 such that E(T?) = E. This shall be done
in several steps: first we prove that for any T > 0 there exists a smooth potential, denoted
φT , to (3.11) with conditions (3.9) and (3.12), hence that E(T ) is a well-defined mapping;
secondly we shall prove that this mapping E is continuous, nondecreasing with E(0) ≤ E and

lim
T→∞

E(T ) =∞.

Step 1 : Study of the map T > 0 7→ φT ∈ H for fixed t ∈ R+. For a given T > 0
standard elliptic theory permits to show the existence and uniqueness of a solution φT ∈ H
to the non-linear elliptic equation (3.11) with conditions (3.9) and (3.12). This is based on
the minimization of the strictly convexe, differentiable functional on the space H

L(φ) :=
1

2

∫
T
|∂xφ|2 dx + NT ln

(∫
T
eφ/T dx

)
−
∫
T
ni φ dx .

Remark that one has the compact injection H1(T) ⊂ C(T), such that all terms in this
expression are well-defined.
To get some estimates on φT , let us multiply the second equation of (3.11) by φT and integrate
in space, to obtain

‖∂xφT‖2
L2(T) =

∫
T
ni φT dx − c(t)

∫
T
eφT /T φT dx

≤ N ‖φT‖L∞(T) + N ‖φT‖L∞(T)

≤ C ‖φT‖H1(T) ,

such that via Poincaré’s inequality one gets that φT is bounded in H1(T) independently on
T .

14



Step 2 : Study of the map T 7→ E(T ) for fixed t ∈ R+. To continue the proof, it will be
simpler to introduce in this step the auxiliary unknown ψ ∈ H1(T), solution of the problem

(3.16)


−∂xxψ + N eψ/T = ni ,

N

2
T +

1

2

∫
T
|∂xψ|2 dx +

∫
T
wi dx = E ,

associated with periodic boundary conditions and the different constraint

(3.17)

∫
T
eψ/T dx = 1 ,

and to remark that both problems (3.9)-(3.12) and (3.16)-(3.17) are completely equivalent.
More precisely, we have the following relation ψ = φ + KT with

KT := −T ln

(∫
T
eφ/T dx

)
,

respectively φ = ψ + CT with

CT := −
∫
T
ψ dx ,

permitting to pass from one problem to the other.

Let us observe that the introduction of the auxiliary unknown ψT does not change the map
E(T ) which writes now

(3.18) E :
R+ 7→ R+

T → N

2
T +

1

2

∫
T
|∂xψT |2 dx+

∫
T
wi dx .

One can show that this application is strictly increasing and continuous in T , and that

E(T )→T→∞ ∞ , E(T )→T→0

∫
T
widx ≤ E .

The T → ∞ limit is obvious from (3.18). The continuity of E is based on the continuity of
the map T 7→ ψT ∈ H1(T). To show this, we fix T > 0 and hence ψT ∈ H1(T) and consider
the linear problem

(3.19) − ∂xxθ +
N

T
eψT /T θ =

N

T 2
eψT /TψT ,

associated with periodic boundary conditions, problem which admits a unique solution θ ∈
H2(T). Now, one observes that differentiating (in the distributional sense) the first equation
in (3.16) with respect to T yields

(3.20) − ∂xx (∂TψT ) = N e
ψT
T

(
ψT
T 2
− ∂TψT/T

)
,

which is nothing but problem (3.19). By uniqueness one has then the existence of ∂TψT ∈
H2(T).
The continuity and monotonicity of E is shown by computing its derivative with respect to
T , namely

d

dT
E(T ) =

N

2
+

∫
T
∂xψT ∂xTψT dx =

N

2
−
∫
T
ψT ∂xx (∂TψT ) dx .
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Inserting in this last formula ψT obtained from (3.20), yields

d

dT
E(T ) =

N

2
+
T 2

N

∫
T
e−ψT /T |∂xx (∂TψT ) |2 dx + T

∫
T
|∂xTψT |2 dx ≥ 0 .

Finally, to show the limit in T = 0 we shall investigate in more details the dependence of ψT
on T . For this, multiplying the equation (3.16) with ψ and integrating in space, yields

‖∂xψ‖2
L2(T) + N

∫
T
eψ/T ψ dx =

∫
T
ni ψ dx ,

thus

‖∂xψ‖2
L2(T) =

∫
T
ni ψ dx−NT

∫
ψ≥0

eψ/T
ψ

T
dx−NT

∫
ψ<0

eψ/T
ψ

T
dx

≤ N ‖ψ‖L∞(T) −
N

T
‖ψ‖2

L2(T) + NT e−1 |T| ,

where we used the fact that ex ≥ x for positive x, whereas −x ex ≤ e−1 for negative x. This
implies ‖∂xψ‖2

L2(T) →T→0 0, as ‖ψ‖H1(T) ≤ C with a constant C > 0 independent on T .

Therefore, by applying Rolle’s theorem, there exists a unique T? > 0 such that E(T?) = E
and a unique associated φT? ∈ H, solution to (3.11) with (3.9) and (3.12).

This concludes the proof for fixed t ∈ R+ and we shall denote T (t) := T?. We remark
additionally that φT? ∈ W 2,1(T) and for more regular data, namely for ni(t) ∈ L2(T), one
has even φT?(t) ∈ H ∩H2(T).

Finally, the regularity in time comes now from the fact that t is only a parameter in the
second equation of (3.11). Indeed, from the first step, we know that φT is bounded in H1(T)
independently on T , and the energy conservation in (3.10) yields the boundedness of T (t),
concluding the proof. �

4. Numerical scheme

This section is devoted to the construction of a numerical scheme for the Vlasov-Poisson-
Fokker-Planck system (3.1)-(3.3) based on a direct discretization in the (x, v) phase-space
(Eulerian approach). In the velocity space, we shall make use of a complete, orthonormal
Hermite basis to approach the distribution functions [16, 17]. For the space discretization
a discrete Galerkin method is applied for both transport and Poisson equations [2, 16, 17].
The use of a Hermite spectral method to discretize the velocity variable is motivated by the
fact that this method, if well scaled, is able to reduce drastically the computational costs in
situations where a kinetic-fluid transition is investigated, thus in particular when dealing with
our adiabatic limit ε→ 0. As mentioned in the introduction the here presented scheme is only
a first step towards a fully performant numerical method we shall present in a forthcoming
work [15]. In this section, we focus solely on the introduction of well-designed Hermite basis
functions in the velocity space, permitting to gain considerable time in the electron dynamic
resolution when ε� 1, and this due to the possibility to reduce dynamically the number of
Hermite-modes taken into account.

4.1. Hermite expansion for the electron system. We shall start by supposing in this
subsection that the ion dynamics is known, with smooth macroscopic quantities (ni, ui, Ti),
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and shall present a numerical scheme solely for the resolution of the electron Vlasov-Poisson-
Fokker-Planck system

(4.1)

 ε ∂tf + v ∂xf − E ∂vf = Q(f) ,

−∂xxφ = ni − n, E = −∂xφ ,

with Q(f) the mixed, non-linear Fokker-Planck operator

Q(f) = νee ∂v [(v − u) f + T ∂vf ] + νei ∂v [(v − uei)f + Tei ∂vf ] ,

where we recall that the mixed velocities and temperatures are defined in (2.9)-(2.10). The
key of the Hermite spectral method is to construct suitable basis functions in the velocity
variable in order to cope with the electron asymptotic limit ε → 0, in such a way that the
limit distribution function is represented by only one Hermite function ψ0, reducing naturally
the complexity of the kinetic equation to the resolution of only one macroscopic equation,
namely the limit model.

Before performing the discretization, we recall the standard (probabilistic) Hermite poly-
nomials {Jk}k∈N, which form an orthonormal basis in L2(M dv), where

M(v) :=
1√
2π
e−v

2/2 ,

is the classical Maxwellian distribution function in the velocity variable. These polynomials
are defined recursively as J0 ≡ 1, J1 ≡ v, then for any k ≥ 1 by

√
k + 1 Jk+1 = v Jk(v)−

√
k Jk−1 ,

and satisfy

J ′k(v) =
√
k Jk−1(v) ,

∫
R
Jk(v) Jl(v)M dv = δkl , ∀ k, l ∈ N .

For the study of the here considered Fokker-Planck collision-operators, we have to adapt
these standard Hermite polynomials and rescale them adequately as

ψk(v) :=
1

vth
Jk

(
v

vth

)
M
(
v

vth

)
,

where vth is a scaling function to be suitably defined in the sequel, such that these Hermite
basis functions are well adapted for the investigation of the asymptotic limit ε→ 0.

To summarize, we shall expand the electron distribution function f(t, x, v) as follows

(4.2) f(t, x, v) :=
∞∑
k=0

αk(t, x)ψk(t, v) ,

where {ψk(t, ·)}k∈N forms a complete, orthonormal basis of L2(M−1
vth

dv). The crucial fea-
ture of these basis functions is that the chosen weight is given by the “limiting” electron
Maxwellian

(4.3) Mvth(t)(v) :=
1√

2π vth(t)
exp

(
− v2

2v2
th(t)

)
, vth(t) :=

√
T (t) ,
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with T (t) the electron temperature given by the asymptotic limit model (3.10)-(3.12).
These Hermite basis functions are defined recursively as ψ0(t, v) ≡ Mvth(t)(v), ψ1(t, v) ≡
vMvth(t)/vth(t) and for k ≥ 1 by

(4.4)
√
k + 1ψk+1(t, v) =

v

vth
ψk(t, v) −

√
k ψk−1(t, v) ,

and satisfy

vth ∂vψk(t, v) = −
√
k + 1ψk+1(t, v) ,

∫
R
ψk(t, v)ψl(t, v)M−1

vth
dv = δkl , ∀ k, l ∈ N .

One should be aware that different scalings of the basis functions lead to different expansion
series. Based on a priori knowledge on the behaviour of our solution, the scaling is chosen in
such a manner to enable the convergence towards the desired equation, in our case towards
the limit model as ε → 0. Hence it is important to underline here that for the definition of
the Hermite basis functions {ψk(t, ·)}k∈N one should first solve the limit model (3.10)-(3.12)
in order to get the scaling factor vth(t).

The coefficients {αk(t, x)}k∈N in (4.2) are still to be determined, and are given in the
following proposition.

Proposition 4.1. Let (f, φ) be the electron distribution function resp. the potential, solution
of the system (4.1), and let us consider the decomposition (4.2) in the Hermite basis functions
given in (4.3) -(4.4). Then the Hermite coefficients {αk}k∈N are solutions to the following
coupled, nonlinear, infinite PDE-system

(4.5)



ε

(
∂tαk +

v′th
vth

[
k αk +

√
(k − 1)k αk−2

])
+ vth ∂x

(√
k αk−1 +

√
k + 1αk+1

)
+
√
k
E

vth
αk−1 + νee

(
k αk −

√
k
u

vth
αk−1 +

[
1− T

v2
th

]√
(k − 1) k αk−2

)
+ νei

(
k αk −

√
k
uei
vth

αk−1 +

[
1− Tei

v2
th

]√
(k − 1) k αk−2

)
= 0 ,

where we set αl ≡ 0 for l < 0, whereas the electron momentum nu and temperature T are
linked with the first Hermite expansion coefficients via the formulae

(4.6) nu = vth α1 , T = v2
th

[
1 +
√

2
α2

α0

−
(
α1

α0

)2
]
.

This system is coupled to Poisson’s equation

(4.7) − ∂xxφ = ni − α0 , E = −∂xφ .

Proof. Multiplying (4.1) by αl and taking the scalar-product in L2(M−1
vth
dv), yields immedi-

ately the system (4.5). Observing then that 〈ψk〉 = 0 for all k 6= 0, fact which is obtained
recursively from (4.4) , one has with (4.2) that

n(t, x) =

∫
R
f(t, x, v) dv = α0(t, x) ,

leading to the form (4.7) of Poisson’s equation.
Finally, the fact that {ψk(t, ·)}k∈N forms an orthonormal basis in L2(M−1

vth
dv) means that the

hierarchy (4.5)-(4.7) is equivalent to (4.1) and admits thus a unique solution {αk(t, x)}k∈N.
�
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There are several advantages when using a Hermite spectral method for the discretization
of the velocity variable. Firstly the functions {ψk}k∈N form a complete, orthonormal basis
of L2(M−1

vth
dv) with respect to the Gaussian weights, such that these basis functions seem

to be optimal to approach Maxwellian-like distribution functions in the velocity variable.
Secondly, the lower-order terms in the expansion (4.2) are related to the low order moments
of the distribution function, meaning to the macroscopic quantities like the density, the mo-
mentum and the energy, quantities, which are usually of interest. The kinetic features of the
problem are retained by considering more modes in the Hermite expansion (4.2). Thus, such
a Hermite spectral method permits somehow to make the link between the kinetic and the
fluid descriptions, and is particularly well suited for our asymptotic study ε→ 0.

To be more precise, one can observe that 〈v ψk〉 = 0 for all k ≥ 2 and 〈v2 ψk〉 = 0 for all
k ≥ 3, obtained again recursively from (4.4), such that the electron momentum nu, energy w
and temperature T are linked with the first Hermite expansion coefficients via the formulae
(4.6). Substituting these expressions in (4.5), the first three equations for (α0, α1, α2) are
given by [16, 17].



ε ∂tα0 + vth ∂xα1 = 0 ,

ε

(
∂tα1 +

v′th
vth

α1

)
+ vth ∂x

(
α0 +

√
2α2

)
+

E

vth
α0 = −νei

2

(
α1 − ε

ui
vth

α0

)
,

ε

(
∂tα2 +

√
2
v′th
vth

[
α0 +

√
2α2

])
+ vth ∂x

(√
2α1 +

√
3α3

)
+
√

2
E

vth
α1 = Sei ,

with

Sei = −νei α0

[
Te − Tei + ue

ue − ε ui
2

]
,

which correspond exactly to the first three moment equations (2.15). Taking into account
for both species, we recover the conservations of mass, momentum and total energy



d

dt

∫
T
α0 dx = 0 ,

d

dt

∫
T

[ε vth α1 + ni ui] dx = 0 ,

d

dt

∫
T

[
v2
th

2

(
α0 +

√
2α2

)
+

1

2
|∂xφ|2 + wi

]
dx = 0 .

These constraints are automatically fulfilled for ε > 0, however in the limit they have to be
imposed in order to get uniqueness of the limit model. Taking formally the limit ε → 0 in
(4.5) we get the following Proposition.

Proposition 4.2. In the limit ε → 0 the Hermite coefficients {αεk(t, x)}k∈N, solutions to
the system (4.5)-(4.7), tend towards some coefficients {αk}k∈N, satisfying the following limit
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PDE-system

(4.8)



vth ∂x

(√
k αk−1 +

√
k + 1αk+1

)
+
√
k
E

vth
αk−1

+ νee

(
k αk −

√
k
α1

α0

αk−1 −

[
√

2
α2

α0

−
(
α1

α0

)2
] √

(k − 1) k αk−2

)

+ νei

(
k αk −

√
k
α1

2α0

αk−1 −

[
√

2
α2

α0

− 1

2

(
α1

α0

)2
]√

(k − 1) k αk−2

)
= 0 ,∫

T
α0 dx = N ,

1

2

∫
T

[
v2
th

(
α0 +

√
2α2

)
+ |∂xφ|2 + 2wi

]
dx = E ,

coupled to Poisson’s equation

(4.9) − ∂xxφ = ni − α0 , E = −∂xφ .
This system admits a unique solution {αk(t, x)}k∈N, given by αk ≡ 0 for all k 6= 0 and for
the zeroth order coefficient by the equation

vth ∂xα0 +
E

vth
α0 = 0 ,

with φ given by Poisson’s equation and vth(t) =
√
Te(t) by the energy equation in (3.10).

Proof. We simply observe that (4.8)-(4.9) is nothing else than the electron Maxwell-Boltzmann
relation given by the well-posed limit system (3.8)-(3.13), equivalently rewritten in Remark
3.1 under the form (3.1). �

4.2. Space/time discretization. In the spirit of [2, 16, 17], we consider now a discontinuous
Galerkin approximation for the space discretization of the Vlasov-Fokker-Planck equation,
written via the Hermite basis functions under the form (4.5).

We first introduce some notation and start with {xi+ 1
2
}i=Nxi=0 , a partition of T = (0, L), with

x 1
2

= 0, xNx+ 1
2

= L. Each element is denoted by Ii = [xi− 1
2
, xi+ 1

2
] with length hi and

h = max
i
hi .

For any l ∈ N we introduce the finite dimensional discrete, piecewise polynomial space

(4.10) V l
h =

{
u ∈ L2(0, L), u|Ii ∈ Pl(Ii), ∀i = 0, . . . , Nx

}
,

where the local space Pl(I) denotes the set of polynomials of degree at most l on the interval
I. In the here presented simulations we used second order polynomials, i.e. l = 2. We further
define for any i ∈ {0, . . . , Nx}, the jump [u]i+ 1

2
and the average {u}i+ 1

2
of u at xi+ 1

2
as

[u]i+ 1
2

:= u(x+
i+ 1

2

) − u(x−
i+ 1

2

) and {u}i+ 1
2

:=
1

2

(
u(x+

i+ 1
2

) + u(x−
i+ 1

2

)
)
,

where u(x±) := lim∆x→0± u(x+ ∆x). We also set

ui+ 1
2

= u(xi+ 1
2
) , u±

i+ 1
2

= u(x±
i+ 1

2

) .

The approximate solution of (4.1), obtained using Hermite polynomials in the velocity
variable and a discontinuous Galerkin discretization in the space variable, is reconstructed as

(4.11) fh(t, x, v) =

NH−1∑
k=0

αk,h(t, x)ψk(t, v) ,
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where {ψk}k are the basis functions defined by (4.4) and the set {αk,h}k is determined by the
discontinuous Galerkin method, employed for solving (4.5) and presented in the following.
The truncation index NH ∈ N will be fixed during the simulations, meaning the number of
modes is related to the vicinity to the limit model.

On one hand, we look for an approximation αk,h(t, ·) ∈ V l
h, such that for any ϕk ∈ V l

h, we
have

(4.12) ε
d

dt

∫
Ij

αk,h ϕk dx = bjk(Eh, αh, ϕk) + ajk(gk, ϕk), 0 ≤ k ≤ NH − 1,

where bjk is an approximation of the source terms of (4.5)

(4.13)



bjk(Eh, αh, ϕk) = −
∫
Ij

[
ε Ikk(αh) +

√
k Eh
vth

αk−1,h + Qkk(αh)

]
ϕk dx ,

Ikk(αh) =
v′th
vth

(
k αk,h +

√
(k − 1)k αk−2,h

)
,

Qkk(αh) = (νee + νei) k α
ε
k −
√
k
νeeu

ε + νeiu
ε
ei

vth
αεk−1

+

(
νee

[
1− T ε

v2
th

]
+ νei

[
1− T εei

v2
th

]) √
(k − 1) k αεk−2 ,

whereas ajk represents the space derivative approximation, defined by

(4.14)


ajk(gk, ϕk) = −

∫
Ij

gk ϕ
′
k dx + ĝk,j+ 1

2
ϕ−
k,j+ 1

2

− ĝk,j− 1
2
ϕ+
k,j− 1

2

,

gk = vth

(√
k + 1αk+1,h +

√
k αk−1,h

)
.

The numerical flux ĝk in (4.14) is given by

(4.15) ĝk =
1

2

[
g−k + g+

k − δk
(
α+
k,h − α−k,h

)]
,

with the numerical viscosity coefficient defined for k = 0 as δ0 = 0, corresponding to a
centered flux, and for 1 ≤ k ≤ NH − 1 we consider the global Lax-Friedrichs flux with
δk = δ =

√
NH/αNH ,h. The choice of the centered flux in the case k = 0 is made to recover

the conservation of the semi-discrete total energy.

On the other hand, we search for an approximation of the electric field Eh. To this end,
we need to consider the potential function φh(t, x), such that

(4.16)


Eh = −∂φh

∂x
,

∂Eh
∂x

= ni − α0,h ,

which is equivalent to the one dimensional Poisson equation

−∂
2φh
∂x2

= ni,h − α0,h .
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Let us discretize (4.16) via a discontinuous Galerkin approximation. For this, we look for a
couple (φh(t, ·), Eh(t, ·)) ∈ V l

h × V l
h, such that for any η and ζ belonging to V k

h , we have

(4.17)


+

∫
Ij

φh η
′ dx − φ̂h,j+ 1

2
η−
j+ 1

2

+ φ̂h,j− 1
2
η+
j− 1

2

=

∫
Ij

Eh η dx ,

−
∫
Ij

Eh ζ
′ dx + Êh,j+ 1

2
ζ−
j+ 1

2

− Êh,j− 1
2
ζ+
j− 1

2

=

∫
Ij

(ni,h − α0,h) ζ dx ,

where the numerical fluxes φ̂h and Êh in (4.17) are taken as

(4.18)

 φ̂h = {Φh} ,

Êh = {Eh} − β [Φh] ,

with β being a positive constant, possibly proportional to 1/h (see [9] for more details).

Finally, the last free parameter is vth(t). It is chosen such that our numerical discretization
captures well the limit ε → 0. Therefore, following Proposition 4.2, we choose vth(t) such
that the energy conservation is satisfied in the limit ε → 0, namely via the equation for
(α0, φ),

(4.19)
1

2

∫
T

[
v2
th α0 + |∂xφ|2 + 2wi

]
dx = E,

where φ solves  α0 =
N∫

T e
φ/vthdx

eφ/vth ,

−∂xxφ = ni − α0.

This choice will guarantee that in the limit ε → 0 the coefficients {αεk,h}k will be consistant
with the Maxwell-Boltzmann distribution (3.8).

Concerning the time-discretization, we apply a second-order Crank-Nicolson scheme to
the just introduced discontinuous Galerkin method. We denote by α = (α0, . . . , αNH−1) the
solution to (4.12)–(4.15) and by (·, ·) the standard L2 inner-product on the space interval
(0, L), namely

(αn, ϕ) :=

∫ L

0

αn ϕ dx ,

and let ∆t > 0 be the time step.
Furthermore let αmh = (αm0 , . . . , α

m
NH−1) be the approximation of the solution α at time

tm = m∆t for m ≥ 0, and let us denote, for an arbitrary variable ξ

ξm+1/2 :=
1

2

(
ξm + ξm+1

)
.

Assuming known αmh , we compute now αm+1
k for k = 0, . . . , NH − 1 via

(4.20)
αm+1
k − αmk , ϕk

∆t
+ ak(g

m+1/2
k , ϕk) + bk(v

m+1/2
th , α

m+1/2
h , Em+1/2, ϕk) = 0 , ∀ϕk ∈ V l

h ,

and solve the DG approximation of the Poisson equation (4.17)–(4.18) to obtain Em+1.
It is worth to emphasize that this time discretization is not necessarily uniformly stable

with respect to ε. Hence, the time-step ∆t is still ε-dependent since the induced linear
system is not well conditionned, an AP-scheme is further needed to cope with this problem
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and require a further study [15]. However the Crank-Nicolson scheme is well adapted to our
approach where the preservation of energy plays a key role.

5. Numerical simulations

In this section we shall present numerical simulations based on the scheme proposed above
to investigate in more details the adiabatic regime when ε� 1 for the Vlasov-Poisson Fokker-
Planck system (4.1). Our aim is to focus on weakly collisional plasmas, where collective
effects, due to the transport part, dominate collisional effects. In this situation, we illus-
trate what happens in this ε → 0 adiabatic asymptotic, and in particular we are interested
in investigating what is the advantage of using a Hermite spectral-method in the velocity
variable, for physically relevant mass ratio ε2 = me/mi.

5.1. One species case. In this first example, we examine only the electron evolution, the
ions being considered as forming a sort of fixed background, interacting with the electrons
only via the electric field. Since in this case, the limit ε → 0 corresponds to the asymptotic
limit t→∞, we fix ε to one and investigate the long time behavior of the following equation ∂tf + v ∂xf − E ∂vf = νee ∂v [(v − u) f + T ∂vf ] ,

−∂xxφ = ni − n, E = −∂xφ ,
with νee = 0.01, which corresponds to a weakly collisional plasma. Also the background ion
density is considered as time-independent and given by

ni(x) = 1 + κ cos(k x) , ∀x ∈ (0, L) ,

with k = 2π/L, L = 12 and κ = 0.1, whereas the electron initial distribution function f0 is
given by

(5.1) f0(x, v) =
1

6
√

2π
(1 + 5 v2) exp

(
−|v − u0(x)|2

2

)
, ∀(x, v) ∈ (0, L)× R ,

with u0(x) = 0.5 sin(k x). Let us emphasize that the distribution function f is initially far
from the thermal equilibrium since it corresponds to two streams in the velocity variable with
a nonzero mean velocity u0. Moreover, since we do not consider in this test case collisions
between electrons and ions, this equation conserves mass, momentum and total energy, hence
the assumption that ∫ L

0

∫
R
vf ε0 (x, v) dv dx = 0 ,

is mandatory to get the convergence of the distribution function, when t → ∞, towards a
stationary state given by the Maxwell-Boltzmann distribution (3.8). The scaling parameter

necessary for the definition of the Hermite basis functions is chosen as vth =
√
T , where the

temperature T and the potential φ correspond to the stationary solution of the limit model

(5.2)


N

2
T +

1

2

∫
T
|∂xφ(x)|2 dx = E ,

−∂xxφ + c exp

(
φ

T

)
= ni ,

with c uniquely determined by the conservation of the particle number. This latter system
has to be solved initially.
We performed several numerical simulations using the discontinuous Galerkin/Hermite method
and refining the mesh and the time step ∆t as in [16, 17], but for the sake of clarity we only
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(a) (b)

Figure 1. One species case : (a) deviation of mass, momentum and energy as compared to

the initial condition; (b) time evolution of the potential deviations from the asymptotic value Φ for
Nx ×NH = 32× 64.

report numerical simulations with Nx×NH = 32× 64 and ∆t = 1/500 for which the numeri-
cal results are similar with those obtained with refined meshes. Since initially the solution is
far from equilibrium and collective effects dominate, the adiabatic asymptotics is not valid in
a transient regime, hence a large number of modes NH is needed to describe kinetic effects.
On one hand, we show on Figure 1 (a) the time evolution of the deviations with respect to
the initial condition of the discrete mass, momentum and total energy and observe that the
errors on these quantities are of order 5 ×10−8 (our space/time discretization does not ensure
exact conservations) which is acceptable. We also present in Figure 1 (b) the convergence
in time of the potential Φ towards its equilibrium Φ. The amplitude of the potential Φ first
oscillates strongly, and then, for times t ≥ 20, it is damped and converges to the stationary
state Φ given by (5.2).
On the other hand, we present in Figure 2 (a) the time evolution of the L2-norm of the mean
electron velocity as well as of the temperature-deviation with respect to the temperature equi-
librium v2

th in log scale. As for the potential, we observe a transient regime, where collective
effects dominate, then both quantities converge to zero exponentially fast. In Figure 1(b) we
present then the time evolution of the L2-norm of the Hermite coefficients (αk)1≤k≤6. All these
coefficients decrease almost exponentially fast to zero, saturating then around 10−12. This
illustrates the convergence of our electron distribution function (when t → ∞) towards the
Maxwell-Boltzmann distribution for which all Hermite coefficients are zero, except the main

one α0. This is made possible by the appropriate choice of the scaling parameter vth =
√
T

according to (5.2). These results show that in practice, higher-order Hermite coefficients
can be neglected when t becomes large and thus the truncated Hermite hierarchy reduces
to a consistant approximation of the limit system (3.8)-(3.12). It illustrates the efficiency
of our algorithm passing automatically from the numerical resolution (and complexity) of
the kinetic equation when the solution is far from a Maxwell-Boltzmann distribution to the
adiabatic limt, where only one mode is used for the density.

Finally we show on Figure 3 some snapshots of the electron distribution function corre-
sponding to the transient regime. Indeed, when t ≤ 12.5, collective effects dominate and the
distribution function starts to develop some filaments in phase space then for larger times
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(a) (b)

Figure 2. One species case: (a) time evolution (in log-scale) of ‖u‖L2 and ‖T − v2th‖L2 ; (b) time
evolution of the Hermite-coefficients (αk)1≤k≤6 in log-scale, for Nx ×NH = 32× 64.

the electric field is damped (due to collisional effects) and f converges to the space non ho-
mogeneous Maxwell-Boltzmann equilibrium when t→∞.

5.2. Two species case. In this second test case we consider the multi-species framework,
which is more relevant in plasma physics but to reduce the computational effort we design
a simplified version of the two species case. Indeed, due to the fact that the present scheme
is not AP, we have to adapt the time-step ∆t with the electron dynamics, thus choosing
∆t ∼ ε. This leads (in general) to rather huge computational costs for the resolution of the
kinetic ion dynamics for small ε-values, the electron dynamics being not so cumbersome, due
to the well-designed Hermite approach. Hence, to be able to perform some simulations in
reasonable times, we shall suppose here the ions well-defined by macroscopic quantities, and
uniquely the electrons follow a kinetic model. This shall greatly accelerate the computations,
and shall permit to focus on the adiabatic electron asymptotics, and the designed Hermite
spectral approach.

Let us start by assuming the electron distribution function fe being solution to the Vlasov-
Poisson-Fokker-Planck equation (4.1) with (νee, νei) = (0.5, 0.1) and an initial distribution
given by

fe(0, x, v) =
1√
2 π

exp

(
−v

2

2

)
(1 + κ cos(k x)) , ∀(x, v) ∈ T× R ,(5.3)

with κ = 0.01 and k = 2π/L with L = 12.
The ion distribution function is supposed Maxwellian

fi(t, x, v) :=
ni(x)√
2π Ti(t)

e
− v2

2Ti(t) ,

with a density depending only on the space variable and given by

ni(x) = 1 + 0.2 cos(k x) , ∀x ∈ T ,
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Figure 3. One species case: Surface plot of the distribution function f at several times t = 2.5,
5, 12.5 and 25, with Nx ×NH = 32× 64.

whereas the mean velocity ui is set to zero and the ion temperature Ti is supposed to depend
only on the time variable and to satisfy the following equation

−ε ne
dTi
dt

=

∫∫
T×R
Qei(fe) |v|2dvdx .

The choice of the right hand side in the latter equation is motivated by the requirement of
an exact conservation of the total energy. Indeed, multiplying (4.1) by v2/2 and integrating
with respect to (x, v) ∈ T× R, yields

ε

2

d

dt

∫∫
T×R

fe |v|2 dvdx = −
∫
T
E ne uedx +

1

2

∫∫
T×R
Qei(fe) |v|2 dvdx

= −
∫
T
φ ∂x(ne ue)dx +

∫
T
νei ne Sei dx ,

where Sei is given by (2.16). Furthermore using the continuity equation on ne (2.15) and the
fact that ni does not depend on time, we have

ε ∂t(ne − ni) + ∂x(ne ue) = 0 ,
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such that using Poisson’s equation and the equation for Ti, permits indeed to obtain the total
energy conservation

ε

2

d

dt

[∫∫
T×R

fe |v|2 dvdx +

∫
T
|E|2dx + ne Ti

]
= 0 .

Remark 5.1. Observe that similarly to Ti, we could also impose an equation on the mean
velocity ui to conserve the global momentum, but it is not necessary for our purpose here.

Now let us verify that for this simplified model, the distribution function fe tends to the
Maxwell-Boltzmann distribution (3.8) when ε → 0. The point is that the simplified model
does not satisfy the H-theorem for any ε > 0, but we will show that it is verified when ε is
sufficiently small provided that the macroscopic quantities are bounded. Indeed, computing
the time derivative of the entropy gives

ε
d

dt

∫∫
T×R

fe log(fe) dvdx +

∫∫
T×R

[
νee Tee

Me

he
|∂vhe|2 + νei Tei

Mei

hei
|∂vhei|2

]
dv dx

=

∫∫
T×R

νei
Tei

(
fe |v − uei|2 − Teife

)
dvdx ,

where he and hei are given in (2.11). Then, computing the term on the right hand side yields

ε
dHe

dt
+

∫∫
T×R

[
νee Tee

Me

he
|∂vhe|2 + νei Tei

Mei

hei
|∂vhei|2

]
dv dx

= −1− ε2

1 + ε2

∫
T

νei ne|ue|2

4Tei
dx +

ε2

1 + ε2

∫
T

νei ne
Tei

(T εe − Ti) dx.(5.4)

Therefore, in the limit ε→ 0, we can proceed as in the proof of Theorem 3.1 and get, from
the entropy dissipation, that in the limit fe tends towards an equilibrium of the formMne,0,Te

where ne is given by (3.8). Furthermore, using the definition of Sei in (2.16), the equation
on Ti can be written as

ne
dTi
dt

=
2 ε

1 + ε2

∫
T
νei ne

[
Te − Ti +

|ue|2

2

]
dx ,

which means that Ti converges to a constant temperature as ε → 0. Let us mention that a
similar approach has been used in [5] in a slightly different context.

After this short presentation of our simplified model, let us present our numerical results.
We take Nx×NH = 32×32 and compare the obtained solutions with a reference solution com-
puted on a refined grid of Nx×NH = 128×128 for several values of ε ∈ {10−3, 10−2, 10−1, 1}.
The scaling parameter vth in (4.20) is chosen so that the numerical scheme captures the
asymptotic behavior of the solution fe when ε → 0. Since the initial data is far from
the Maxwell-Boltzmann equilibrium, the time step is initially chosen proportional to ε as
∆t = ε/500 whereas we choose Nx = NH = 32.

We show first the numerical results for ε = 10−3. On one hand, we present on Figure 4
(a) the time evolution of the deviations of the discrete mass and total energy, when com-
pared with the initial values. Here, the errors on mass and total energy are of order 10−7.
We remind that our space discretization does not ensure exact conservation of energy but
their variations remain very small during the simulation. On the other hand, we present the
time evolution of the L2-norm of the first Hermite coefficients (αk)1≤k≤6 in Figure 4 (b). For
k ≥ 1, the L2-norm of these coefficients decreases almost exponentially fast and oscillates.
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(a) (b)

Figure 4. Two species case (ε = 10−3): (a) deviation of mass and energy with respect to
the initial condition; (b) time evolution of the L2 norm of the Hermite coefficients (αk)1≤k≤6 in
logarithmic scale for Nx ×NH = 32× 32.

These numerical results illustrate the efficiency of our approach based on the Hermite de-
composition of the distribution function fe, when treating situations with ε � 1. Indeed,
for ε→ 0 all coefficients (αk)k≥1 converge to zero very rapidly as e−Ct/ε, hence after a short
transient regime, the numerical solution can be approximated very well with only few Her-
mite coefficients, the Maxwell-Boltzmann distribution corresponding to only one coefficient
α0. Once again, our Hermite decomposition is particularly well adapted to this asymptotic
regime since the number of modes may be adapted along the simulation by neglecting the
Hermite coefficients of smaller amplitudes [36]. The main issue remains however to develop
an efficient time discretization avoiding the ε-dependent constraint on the time step.

We also plot the time evolution of the potential energy and of the global temperatures
(averaged in space) of the electrons and ions in Figure 5. We compare them to the results
obtained with a refined mesh of size 128 × 128 and we can see that these results have the
same structure. This means that with coarse grids we already get satisfactory results. Fur-
thermore, we observe that the potential energy oscillates in time and is damped until it
reaches a stationary state. The electron temperature has a similar behavior whereas the ion
temperature grows until it converges finally also towards a stationary state.

Finally in order to illustrate the convergence to the Maxwell-Boltzmann distribution, we
show some snapshots of the electron density ne and of the electric potential φ in Figure
6. Both quantities converge, after an oscillatory transient region, towards their equilibrium
corresponding to (3.8)-(3.12).

Next we performed some computations for other values of ε > 0. We get similar results
concerning the mass and energy variations. To illustrate the different regimes, we present in
Figure 7, the time evolution of the electron temperature Te resp. ion temperature Ti as well
as of the Hermite coefficients (αk)1≤k≤6 for ε = 10−1 and ε = 1. For such large values of ε we
are no more close to the Maxwell-Boltzmann regime. When t becomes larger, the solution fe
of (4.1) converges to a steady state, and both temperatures, after oscillating, tend towards a
stationary state. When ε = 1 (and νee = 0.1), the electronic temperature strongly oscillates,
then it approaches an equilibrium at t ' 40. However, for ε = 0.1, oscillations are rapidly
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(a) (b)

Figure 5. Two species case (ε = 10−3): (a) time evolution of the potential energy, (b) time
evolution of the global temperatures Te and Ti with Nx × NH = 32 × 32, whereas the reference
solution is with Nx ×NH = 128× 128.

(a) (b)

Figure 6. Two species case (ε = 10−3): plot of the (a) electron density ne and (b) electric
potential φ at different times and with Nx ×NH = 32× 32.

damped and the cooling process is much slower than in the previous case, in particular Te
approaches its equilibrium at t ' 120. This point comes from the fact that the temperature
equilibration is ε-dependent, and for smaller and smaller ε values, the equlibration of the ion
and electron temperatures get slower and slower, however, for each ε > 0 both temperatures
converge towards the same value in the long-time limit.

Concerning the Hermite coefficients, they first oscillate with a damping amplitude, but after
a while they stabilize (ε = 1) or increase slowly (ε = 10−1) . This underlines the fact that
even if the solution f converges to an equilibrium when t goes to infinity, this equilibrium
does not coincide with the Maxwell-Boltzmann distribution obtained when ε → 0. The
two limits are different in the here presented test case. Therefore, the solution cannot be
represented by only one coefficient (α0) but higher-order even coefficients are mandatory
during the simulations whereas odd coefficients converge to zero.
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(a) Temperature (ε = 0.1) (b) (αk)1≤k≤6 (ε = 0.1)

(c) Temperature (ε = 1) (d) (αk)1≤k≤6 (ε = 1)

Figure 7. Two species case ε = 0.1 and ε = 1: time evolution of (left) the global temperatures
Te and Ti (right) the L2 norm of the Hermite coefficients (αk)1≤k≤6 in logarithmic value.

6. Concluding remarks and perspectives

Let us conclude this paper by summarizing what was achieved in this work and what re-
mains still to be done in future works.

The focus of this paper was the introduction of mixed Fokker-Planck collision operators
taking into account especially for ion-electron collisions in thermonuclear fusion plasmas,
and satisfying the desired physical properties as the three conservation laws and the entropy-
decay relation. Based on these new operators, a second aim was to study the adiabatic
electron limit ε → 0, where the small parameter ε stands somehow for the electron-to-ion
mass ratio. The small ε-regime corresponds to the description of phenomena occurring at
ion scales, whereas the rapid electrons are thermalized and approximated via macroscopic
models (adiabatic Boltzmann relation).

A formal asymptotic limit ε → 0 permitted to obtain the macroscopic model satisfied by
the thermalized electrons. During this limit the ions remain kinetic. Then a first numerical
scheme was proposed in order to solve the Vlasov-Poisson-Fokker-Planck system, based on
a Hermite spectral method in the velocity variable and a discontinuous Galerkin method in
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the space variable.

One of the main difficulties when trying to solve numerically the Vlasov-Poisson Fokker-
Planck system (3.1)-(3.3) in the small ε-regime is the singularity of the problem. The ad-
vantage of choosing a Hermite spectral method (to discretize the velocity variable) with a
suitable choice of the weights, is that in the small ε-regime only few modes have to be taken
into account. This reduces drastically the computational costs. Indeed, an exact Maxwellian,
as our limiting adiabatic distribution function, is fully represented by only one mode in the
Hermite expansion, if the scaling is well adapted. Thus the transition from the kinetic to the
adiabatic model is somehow intrinsic to this Hermite spectral approach.

There remain however still several points to be treated in future works, to render the
method more efficient. For example for weakly collisional plasmas, the dissipation is not
sufficiently large and the time step still depends on ε, only the Hermite-approach permitted
to render the computations more tractable for the electrons. An Asymptotic-Preserving-
approach is one of our next aims on the way to get more performant methods in the study
of this two-species adiabatic limit, in particular to be able to choose ε-independent grids.
Furthermore, a tricky discretization of the Limit-model, permitting to compute efficiently
the scaling factor vth(t), is also a complex task to be achieved. And finally, after all these
improvements, a full ion/electron computation shall become possible and has to be completed
in a real physical situation [15].
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