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A posthumous improvisation by Toots Thielemans
Marc Chemillier (EHESS), Ke Chen (UCSD), Mikhail Malt (IRCAM), Shlomo Dubnov (USCD)

In jazz, the presence of the musician is of such central importance that the recordings considered to 
be the best were often live recordings, preferably made in small intimate clubs. The evolution of 
live performance technologies tends to blur this notion, first with the gigantism of concerts, and 
more recently, with the appearance of simulacra in rap and pop music in the form of holograms 
(Tupac), virtual stars (Hatsune Miku) and video game avatars (Travis Scott). Toots Thielemans was 
one of those jazzmen whose presence left an indelible mark on a concert or a recording session, so 
strong was his musical personality and his harmonica playing immediately recognizable. We 
propose here to try an experiment consisting in creating a musical avatar of Toots Thielemans.

We use a music improvisation software developed at IRCAM in collaboration with the CAMS 
(EHESS) in Paris [1]. This machine learning system allows to capture the phrases played by an 
instrumentalist and to extend them by a virtual improvisation system restoring the sound of the 
musician, his phrasing and his accents, but playing something different. The system is able to 
synchronize with the pulse of a human orchestra and can also follow a given chord progression. 

The overall software architecture is based on three main modules. A first one built in Max, the 
body, containing the listening machine, the sound memory unity, the tempo following functions and
allowing to interface external MIDI controllers. The mind, an external set of algorithms, made in 
common lisp and embedded in the OpenMusic [2] computed aided composition software, in charge 
of calculating new improvisation sequences (according to harmonic and other constraints) sent to 
the main interface. And the third piece, the Antescofo  [3, 4] Max object, that is the clock and the 
bridge allowing to synchronize the Body and Mind of our software, by messages. Currently, this 
last module is also able to infer tempo, adapting past sound recorded slices to actual improvisations 
sequences calculated by our OpenMusic Mind taking into consideration swing and tempo changes.

To realize the experiment and to make the machine learn Toots' playing, it was necessary to have 
Toots' solos in separate tracks. We used a system of separation of the audio sources. From the field 
of machine learning, we adapted a zero-shot audio source separator [5], which comprises of a three-
component pipeline including a sound event detector, an embedding processor, and a query-based 
source separator, to extract both the leading instrument and the left accompaniment of the jazz 
music for the machine’s improvisation. The advantage of this model is that it only requires a small 
audio clip of the source to extract it from the mixture audio without being pre-trained for solely 
separating this source. We used the only solo part, a two-sec harmonica clip around 5:56-5:58 in the
jazz song "Body & Soul" (from the album Affinity with Toots and Bill Evans, 1979), to extract the 
whole harmonica piece of this song. And we used an existing accompaniment part, about an 80-sec 
clip around 2:44-4:09, to extract the whole accompaniment. The separation results are correct 
enough to be used for the following machine improvisation.

The interest of this experiment lies in the problem of acceptability raised by the improvisations 
produced by the machine [6]. Will an amateur who knows well the playing of Toots Thielmans be 
taken in by listening to this fake harmonica player? Moreover, it is possible to set the artificial 
improviser to produce solos more or less similar to the model. At what threshold will the Toots fan 
consider that these improvisations are not real Toots? Beyond these questions, the device would 
also allow us to explore aspects of Toots' style. For example, we can distinguish several periods in 
his stylistic evolution, and the computer model would allow us to hybridize the old Toots and the 
young Toots by having them meet and play together.
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