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Abstract

The availability of accurate and efficient numerical simulation tools has become of
utmost importance for the design and optimization phases of existing industrial pro-
cesses. The latter requires the computation of multiple physical fields governed by
coupled systems of partial differential equations and tends to require large computa-
tional resources. Recently, the coupling of machine learning techniques with numerical
simulation tools has allowed lifting part of this computational burden, by replacing
parts of the resolution process with trained neural networks, which execution cost is
far less than their traditional counterparts. In this work, an auto-encoder convolu-
tional neural network is suggested to reduce the resolution cost of the forced cooling of
a hot workpiece in a confined space by modeling the scalar transport equation coupled
to the Navier—Stokes equations. Although the proposed model was trained on a rela-
tively limited amount of data, it was able to generalize accurately for different cooling
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setups with different inlet locations, thus leading to a reliable deep learning-assisted
numerical solver.

Keywords Computational fluid dynamics - Multiphysics problem - Deep learning - Transported
scalar field

1 Introduction

Current industries are continuously aiming to satisfy the needs of the demanding market with high-
quality products in the shortest feasible delay. This objective can only be achieved by rapidly and
accurately forecasting the results of every single stage in the production process, thus establishing a
precise idea of the final product from the early design phases. Prior simulation of problems involving
fluid flows is accomplished using numerical analysis methods for computational fluid dynamics [1].
These methods serve numerous fields such as weather simulation, aerospace, aerodynamics, and many
others.

Accurate modeling of many real-life phenomenons requires the coupling of multiple physics. Turbulent
flow problems past a certain obstacle, for example, can be modeled by the nonlinear Navier—Stokes
equations coupled with a single-equation turbulence model, [2], or a two-equation model, [3, 4, 5].
Other problems, that are involved with the cooling and heating of a workpiece using natural or forced
convection, require the coupling with a heat transfer equation [6, 7].

Unfortunately, multiphysics problems governed by the coupling of the Navier—Stokes equations with
a scalar transport equation, whether it is a weak or a strong coupling, are computationally expensive
to solve, thus limiting the practicability of modeling complex industrial applications. Moreover, the
partial differential equations in coupled problems have, as input parameters, fields set up in huge
ambient spaces such as the velocity field convecting the scalar in transport equations. The high
dimensionality of these input spaces makes extrapolations or interpolation quite difficult. However, the
recent increased availability of computational capacities and data resources has brought the capabilities
of deep learning to the front of the stage. In the past decade, the potential of machine learning has
been demonstrated in multiple domains, such as natural language processing [8], machine translation
[9], speech recognition [10], or computer vision [11]. The recent years also witnessed applications
to computational mechanics for the simulation of physical problems. For example, In [12], Raissi et
al. introduced a regularization mechanism that informs the deep learning model about the governing
equations of the physical problem. In [13], the authors suggested using a deep classifier to adapt
the reduced-order model to an input tensor parametrizing an anisothermal elastoplastic problem in
structural mechanics. Neural networks that operate directly on graph-structured data, [14, 15, 16], have
also been exploited to assist in various physical problems. In [17], the authors suggested incorporating
neural networks to infer problem-specific coefficients for the estimation of spatial derivatives required
for the solution of various PDEs modeling physical phenomena such as shock formations, solitary waves
on a river bore, and flame fronts. Another method where a deep learning model is used to reduce the
computational cost of a physical simulation is suggested in [18]. The authors proposed assisting the
in-plane-out-of-plane PGD solver by introducing a model responsible for inferring the out-of-plane
function and tested their methodology for a 3D heat conduction problem in a plate.

In the present work, an auto-encoder architecture [19, 20] is employed to model the scalar transport
equation in a coupled system. This system, consisting of the Navier—Stokes equations along with
the heat energy equation, is required to simulate the cooling process of a work object using forced
convection. The required data to train the model is obtained using an industrial-level computational
fluid dynamics solver [21]. The latter exploits the immersed volume method (IVM) [22] equipped
with interface capturing and anisotropic mesh adaptation method [23], to overcome the difficulties
encountered in specifying the specific solid-fluid interface. The resulting equations are resolved using
a continuous finite element method along with the variational multiscale approach (VMS) [24, 25, 26].
The mathematical formulation of IVM, in the context of finite element VMS methods, is detailed in
the following papers [27, 28].

The deep learning model architecture used can accurately model the scalar energy equation and thus
infer the required future temperature field at the next time step. The model is trained to predict the
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field with a larger time step than that of the solver, thus allowing to span the whole time domain
in much fewer computational steps. Moreover, the trained model reveals precise interpolation ability
for both, time and cooling inlets positions, thus permitting us to exploit its potential for numerous
flow setups by moderately training it on a few snapshots, scattered across the required time domain,
obtained from discrete setups. The model also manages to span independently the whole time domain,
i.e. relying solely on its prediction and without referring back to the traditional solver, and returns
reliable results with much less computational time.

The success of this model paves the way for assisting the simulation of numerous industrial problems
where coupling with a scalar transport equation exists. Moreover, other types of transport equations
can be examined in future work with the same methodology, thus broadening the potential of this
technique. The paper commences by stating the governing equations and the methods used to resolve
them numerically in section 2. Details of the problem setup are provided in section 3. Section 4 details
the sets used to train and test the model. The model architecture and its training are respectively
presented in sections 5 and 6. Finally, the performance of the model on multiple flow setups and its
ability to span independently the required time domain are briefed in 7. This contribution is concluded
finally in section 8.

2 Governing Equations

The Navier-Stokes momentum and continuity equations are usually accompanied by a third scalar
transport equation to simulate different physical applications. For example, the turbulent flow past
an object requires supporting these equations with a turbulent model such as the Spallart—Allmaras
model [29]. In case of heat transfer problems, the equations are accompanied by a heat equation to
govern the change of temperature in the domain. The general form of the governing equations is shown
in (1), where the third equation is a comprehensive form of the scalar transport equation that can be
used to compute different fields based on the problem setup.

p(Ou+u-Vu) = V- (—pI + 2ue(u)) + b,
V-u=0, (1)
adF + fu-VF =V - (yVF) + x.

In the above system, u and p are respectively the velocity and pressure fields, while F' is the coupled
scalar field required for the test case simulation. In the case of heat transfer, F' would represent the
temperature distribution in the domain, while for turbulent flows, F' would represent the Spallart
Allmaras scalar, 7. p and p are the fluid’s density and dynamic viscosity respectively, while «, 3,
and 7 are coefficients specific to the coupled model. Finally, e(u) = (Vu + Vu®)/2 is the rate of
deformation tensor, while ¥ and y are the source terms.

For problems concerned with an interaction between a fluid and a solid phase, several coefficients should
be predefined to govern the exchange at the interface. The investigation of the value of the coefficients
is an exhaustive task and requires previous research. To overcome this difficulty, the immersed volume
method is suggested [7]. Using IVM, the problem is defined using a single fluid domain but with
different properties for the solid and the fluid materials. Unifying the domain eliminates the need
of specifying coefficients that may vary with shape, size, or position. Thus, the interaction between
both phases is implicitly derived due to different properties across the elements. Sections 2.1, 2.2,
and 2.3 introduce the main building ingredients required for the successful implementation of this
method. Furthermore, the resulting variational formulation of the problem is prone to instability
and numerical oscillations due to the presence of large convective fields. The variational multi-scale
method is introduced in section 2.4 to stabilize the discretized form of the problem, resulting in accurate
solution fields compared to the standard Galerkin formulation.

2.1 Level-set method

The efficiency of the IVM relies on multiple ingredients. The interface between the solid and the
fluid must be accurately defined to enable the initialization of the varying properties between the solid
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object and the fluid surrounding it. This interface is specified using a smoothly varying signed distance
function, hereafter denoted ¢. Conventionally, ¢ attains a positive value in the fluid domain Qy, a
negative value within the solid domain €2, and is equal to zero on the interface I'ypter face = 25N€2y, as
summarized in (2). The following framework, used to specify the solid phase and define the interface
by a zero-level set distance function, is known as the level set method [30].

—d ((7/1 y)» Finterface) if (3:7 7/) € 957
¢(I, y) =40 if (Tv’[/) € Finterfacea (2)
d ((17 y)a Finterface) if (zv y) € Qf

where d ((z,y), Tinterface) is the nearest distance from a point in the domain, (z,y), to the fluid-solid
interface, I'ipterface- Thus, the interface between the solid phase and the fluid phase, Dinterface, Will
be identified by the zero-level set of ¢ as seen in equation (2). In the case of advection, the distance
function is cast into a scalar transport equation. This equation accounts for any variation in the shape,
size, displacement, etc., of the solid. The solution of such an equation requires numerical attention
to ensure feasibility for long-time simulations and avoid the vanishing of the function with time. For
more details regarding the level set method, the reader is invited to read [30, 31, 32, 33]. It should be
noted that in our test case, the solid phase is fixed in position and vary neither in size nor in shape.
Thus, the level set function does not evolve as the solution proceeds.

2.2 Mixing laws

After defining the level set function that enables the specification of different phases location, the
distribution of properties along the domain can be initialized with the aid of appropriate mixing laws.
Almost all physical properties are defined using the mixing law introduced in (3):

p(fL‘,y) :pre (¢(I,y))+[)s (17He (¢(Ivy))) (3)

where p is any physical property that affects the resulting simulation such as the density, viscosity, or
specific heat. py and p, are the values of this property for both the fluid phase and the solid phase,
respectively. H, is the smoothed Heaviside function [34], which is used to obtain improved continuity
at the fluid-solid interface by introducing a virtual thickness to the interface. The smoothed Heaviside
function is parameterized by the interface thickness €, which depends on the mesh size at the interface
and is used to specify the virtual thickness of the interface. The smoothed Heaviside function is defined
as shown in equation (4):

if ¢ >e
(1+ 2+ Lsin(T2)) if 4] <e, (4)
if g < —e.

He(¢) =

O = =

It should be noted that references [35, 36] suggest using a harmonic mixing law for the thermal
conductivity A, rather than the general law defined in (3). The harmonic law is defined in equation
(5) and is used to ensure continuity of the heat flux in addition to enhanced numerical accuracy:

1 1
Mz, y) = TfHE (¢(I7y))+>:(17He (o(2,9))) (5)

2.3 Anisotropic mesh adaptation

Simulations of processes with multiple phases, such as flow past a solid object, usually require a
highly refined mesh to capture all the physics near the interface, leading to increased computational
requirements. The computation time of such simulations can be drastically reduced using anisotropic
mesh adaptation while maintaining the accuracy and reliability of the simulation, as shown in [37,
38]. The anisotropic adaptation reduces the number of nodes required by focusing on regions with
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large variations in the physical or geometrical fields. The metric used to perform the adaptation
may depend on multiple variables where a method based on the intersection of all variables’ metrics
is used to compute it. For example, in the case of forced convection, the normalized fields of the
velocity components, velocity magnitude, the level set, and the temperature, are used to compute the
adaptation metric. Moreover, anisotropic mesh adaptation avoids numerical oscillations by aligning
the element edges with the interface. Also, it reduces the virtual thickness of the interface due to
the refinement of the mesh size along it. The adaptation method used in this paper follows the same
method used in [39]. The reader is advised to refer to [40] for more details regarding the method
summarized below.

To compute the required adaptation metric, the procedure starts by estimating an error associated
with each edge. The error indicator function e¥, associated to an edge %/ = 2/ — x' (where node j
lies in the patch I'(z) of the nodes sharing a single edge with the node 7), is defined using the exact
interpolation error shown in (6):

el — |gij . w‘ ) (6)
where g% is the change in the gradient along edge x% of a P1 finite element Lagrange approximation
function uy, i.e. g = g’ —g' = Vg-a*. However, the gradient is not known at the nodes, and

thus an estimated error function is defined using a recovered gradient G*, computed using a length
distribution tensor X*, as shown in equation (7):

e'ij — Gij . x’ij. (7)
where the recovered gradient at node i, G¥, is defined as:

Gl = (X% Z i gii (8)

JET (i)

while the length distribution tensor X?, is equal to:

) 1 s y
X'=—— Z v @ x¥ (9)
@I JEL(3)

After computing the estimated error, a stretching factor relative to every edge is defined:

ij _  Cij

“e(N)’

(10)

where e(N) is the total mesh estimated interpolation error. Finally, the required metric M, is com-
puted as shown in (11):

-1

N = (%) (11)

where,

- 1 . s
X'=—= 57 ® 8",
xop
JET(3)
2.4 Variational multi-scale approach

The system of governing equations (1) can then be resolved using the finite element method, to obtain
accurate solutions eligible to be used as ground truth for the training of a deep learning model.
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To obtain the weak form of (1), each equation is multiplied by its specific weighting function, and
integration by parts is performed, leading to the following weak form:

(p(Oru + w - Vu),w) + (2pe(u), e(w)) — (p, V- w) + (V- u, q) = (¢, w), (12)

((O‘atF + Pu - VF)7S) + (WVF;VS) = (X75)’
where w, ¢, and s are respectively the test functions for velocity, pressure, and the required scalar field
F. Yet, the Galerkin discrete formulation of the above weak form may fail if the flow is advection-
dominated, or if the space discretization of the problem variables does not satisfy the LBB criteria (also
known as the Babuska-Brezz condition or the inf-sup condition) [41]. To ensure the convergence of
the above system to a unique solution not polluted by artificial oscillations, the variational multiscale
method (abridged to VMS) will be utilized [24].

The VMS method starts by decomposing the required fields and their weighting functions, i.e. the
velocity, pressure, and the scalar variable governed by the transport equation, into two scales: (i) a
resolvable coarse-scale, and (ii) an unresolved fine-scale. Replacing the decomposed fields into the
variational form results in two sub-problems specific for every scale. For the fine-scale Navier—Stokes
problem, a separation technique is proposed to facilitate the resolution of the unknown fine fields
(42, 43]. The continuity equation is replaced by a pressure Poisson equation allowing to approximate
the fine scale pressure as a product of a stabilization parameter and the residual of the continuity
equation. The fine-scale velocity field is similarly expressed from the momentum equation, with the
aid of a bubble function, as a product of another stabilization parameter, and the residual of the
coarse-scale momentum equation. The assumptions required to reach the above forms of the fine-
scale fields are justified in [44, 45, 46]. The definition of the stabilization parameters appearing in
the continuity and momentum equation can be found in [47, 48]. A similar approach is applied for
the convection-diffusion-reaction transport equation, [49, 50], and the definition of its corresponding
stabilization parameters is stated in [51, 52].

For the coarse-scale problem, the fine-scale fields are replaced by their corresponding expressions
obtained from solving the fine-scale problem. This eliminates the appearance of the fine scales but
preserves their effects on the coarse-scale problem:

(p(Oru+u-Vu), w)+ (2ue(u) , e(w)) —(p, V-w)+(V-u, ¢ =¥, w)
+ Z (mRyM , w-Vw)g + (mRym , V@i + (2Rc, V- w)k]
KeT
((@dF + Bu-VF) , s)+ (yVF, Vs) = (x , s)
+ 3 (R, w-Vs)k + (R , (- VE/|[VF|P)VE - Vs)x]
KeTh

(13)

where Ry, Re, and Ry are respectively the approximate residuals of the momentum, continuity, and
scalar transport equation. The diffusion term is neglected in the residuals as can be seen in (14):

—Rum = p(Oru+u - Vu) + Vp — 1,
—RC = V u, (14)
—Rp = a0 F + fu-VF — x.

It can be seen that the resulting discrete stabilized variational form of the problem, (13), includes
additional integrals over the sum of element interiors compared to the standard Galerkin formulation.
These additional terms enrich the coarse-scale solution of the fields with fine-scale characteristics.
Moreover, adding these terms relieves the restrictions on the discrete fields spaces, enhances its accu-
racy, and stabilizes the problem by including dissipative small scales contributions. For more extensive
details regarding the VMS method, the reader is referred to [53, 54]. The resulting set of equations
is solved sequentially using an industrial-level in-house VMS solver, the results of which were previ-
ously validated [27, 28]. The solver computes the velocity and pressure fields before computing the
additional scalar governed by the scalar transport equation. It should be noted that all linear systems



AlP

Publishing

din1 dina

4H

Figure 1: Setup schematic required for cooling a hot object with fluid flow. The cold fluid inlets are
represented with blue arrows while the hot fluid outlets with red ones. This specific setup shown has
inlets placed symmetrically on both sides with d;,1 = djn2 = 1.5H.

are preconditioned with a block Jacobi method supplemented by an incomplete LU factorization, and
solved with the GMRES algorithm.

3 Problem Definition

The problem detailed in this paper concerns the forced cooling of a hot workpiece by a cold fluid flow,
placed in a rectangular cavity. Such a problem requires the coupling of Navier-Stokes equations with
a heat energy equation responsible for the evolution of temperature across the domain. Thus, the
problem is governed by a set of equations similar to (1), but with a scalar transport equation specific
to heat transfer:

pep(0T +u-VT) = V- (AVT) + ¥, (15)

where p, c,, and A are respectively the fluid density, specific heat, and thermal conductivity. This
equation is a scalar transport equation similar to the one defined in (1) with & = = pc, and
v = A. However, the fluid flow and its properties are assumed to be invariant for the variations in the
temperature field, meaning that the coupling in this problem is weak, and the interaction between the
computed fields is unidirectional.

A schematic of the problem setup is shown in figure 1. The setup consists of a 0.2H x 0.4H hot
rectangular object placed at the center of a closed rectangular cavity with a width of 4H and a
height of H. The upper wall of the rectangular cavity contains three similar inlets, 0.2H in width,
required for the blowing of the cold fluid. The distance of the side inlets to the origin of the cartesian
coordinate system coinciding with the center of mass of the object, d;,1 and d;y2, is varied throughout
the different data sets generated to enable us to train the model for different setups and test its
generalization capacity on new ones as will be detailed later. Finally, the sidewalls of the rectangular
cavity are equipped with outlets, having the same dimensions as the inlets, to allow the escape of the
hot fluid. The outlets are positioned at the bottom of the sidewalls as is depicted in the problem setup
schematic.

To define the flow problem, the magnitude of the velocity at the inlets is set to Vj,, = 1m/s with a
fluid density of py = lkg/m?® and dynamic viscosity of py = 0.001Pa-s. The outlets are designated
with a zero-pressure condition. A no-slip boundary condition is specified on the remaining boundaries.
As detailed in section 2, the immersed volume method is utilized to simulate the flow around the
immersed object. Thus, the solid phase is defined as a fluid with relatively high density and viscosity,
ps = 100kg/m? and p, = 1000Pa-s. The very large magnitude of the ratio between the solid viscosity
and that of the fluid, /‘j—; = 109, ensures the satisfaction of the no-slip condition at the solid-fluid
interface along with a zero velocity in the solid domain. Also, due to zero velocity in the solid
domain, the convective term in the energy equation diminishes, resulting in a pure conduction equation
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Figure 2: Adapted mesh at a certain time step used to discretize the computational domain.

whenever the radiation effect is neglected (i.e. x = 0). The source term in the NS equations is also
set to zero, thus neglecting any buoyancy forces or stress on the fluid.

Concerning the heat equation, the hot temperature of the solid is initialized to T}, = 150°C, whereas
the cold temperature of the fluid at the inlet, T, is set to 10°C. Isothermal condition is enforced on
all the walls with T,, = T, = 10°C. The heat exchange at the interface is implicitly regulated by
specifying different values for the thermal properties of the composite fluid. For instance, the thermal
conductivity Ay and specific heat ¢, ¢, for the fluid are set to 0.5W/m-K and 1000J/kg-K respectively,
while those of the solid are set to: A = 15W/m-K and ¢, , = 300J /kg-K.

An unstructured triangular mesh of 15000 elements, accompanied with anisotropic mesh adaptation as
detailed in section 2.3, is used to discretize the computational domain. Figure 2 shows the developed
mesh at a specific time step after the flow has stabilized. A visualization of the computed fields that
will be fed to the model, 7.e. the temperature and velocity components, is also shown in figure 3.

4 Generated datasets

The main objective of this paper is to assist a numerical solver by directly inferring the temperature
field using a deep learning network modeling the scalar transport equation. Thus, the model should
be trained to infer the temperature field for different cooling setups. To attain this objective, the fields
are computed for multiple inlet positions with the same flow conditions. The dataset is assembled with
the temperature, at a certain time step, along with the velocity components as input features and the
temperature field, at a future time step, as the desired target. Figure 4 shows a representative sketch
of the model with its corresponding inputs and inferred output.

The fields are computed using a CFD solver that discretizes the domain into an unstructured irregular
triangular mesh. However, since the model used will be based on 2D convolutional layers, the computed
fields must be interpolated to a structured encoding mesh. Thus, two encoding meshes are suggested,
a 161 — by — 641 mesh for the input field and a 176 — by — 656 mesh for the output fields. The size
of the output mesh is implicitly specified by the model architecture since no interpolation or cropping
layers are utilized to enforce a certain size, thus preserving the information encoded along the feature
maps boundaries. The computed fields will be transported from the unstructured triangular mesh,
using linear Lagrange interpolation elements, to the required structured representation.

The first dataset, denoted as SymVar, is obtained by computing the fields for 18 different symmetrical
inlet positions. The inlet positions are obtained by varying the distance from the origin to the center
of the side inlets, d;,1 and d;,2, between 0.1H and 1.8H with a step of 0.1H. The data is sampled
after the flow has stabilized. The solver’s time step, Atsolver, is equal to 0.1 sec. However, the model
will be trained to infer the fields with 30 times larger time step, meaning that, given the fields at
t1, the model infers the temperature field at ¢ = t; + 30A¢. The choice of a larger model time step,
compared to that of the original solver, is motivated by the reduction of the amount of operations
required to span the entire time domain. Yet, the choice of the model time step still depends on the
scalar field being inferred, and should avoid discarding variations necessary for the inference of the
future time step. Moreover, increasing the model time step will lead to a decrease in the data available
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Figure 5: Gathered datasets used for training and testing the model generalization capacity from
different cooling setups: (a) SymVar dataset, (b) Sym1.05 dataset, (c) UnSym dataset and (d)
SameSide dataset. The setups shown in 5b, 5¢ and 5d are never seen during training.

for training, thus possibly decreasing the inference quality of the model. For these reasons, the size of
the incremental step of the model remains a user-defined parameter, which choice can be affected by
the transport equation being modelled, as well as by the required model accuracy. 329 snapshots of
fields are gathered from every simulation between ¢; = 50 s. and t; = 217 s., leading to a total of 5922
snapshots. It should be noted that for the training dataset, the fields are sampled once every 5 time
steps only, allowing us to test the ability of the model to infer the in-between fields.

70% of the SymVar dataset is reserved for training, while the remaining portion is used to test and
validate the model. Each sample of the dataset contains, as features, an encoded representation of the
velocity fields, u™*', and the temperature field T". The temperature field at the next desired step,
T+ is provided for every sample as a label. The notation n 4 1 denotes that the fields are computed
at t = t, + 30At. Other datasets are obtained and used only to test the performance of the model.
Dataset Sym1.05 contains samples from a CFD simulation where the inlets are symmetrically placed
at dip1 = din2 = 1.05H from the origin. Dataset UnSym is obtained by placing the inlets at different
distances from the origin, i.e. d;,1 = 1.3H and d;,2 = 1H. The third dataset, SameSide, is collected
by placing both inlets on the same side with d;,,; = 0.8H and d;,,2 = 1.6 H. Figure 5 summarizes the
location of the inlets for the different datasets used.

5 Model Architecture

The task of the considered neural network is to model the scalar transport equation, shown in (1).
Thus, instead of solving both the NS equations and the transport equation using traditional numerical
methods, a deep learning regression model will be responsible for the resolution of the scalar field F.
The architecture of the model used to accomplish the above-mentioned task is an auto-encoder-like end-
to-end network [19], presented in figure 6. While auto-encoders are designed to generate a compressed
representation of their input [55, 56, 57, 58], in the suggested model, the output of the model is a
distinct field. Similar architectures have been previously employed to infer other physical fields for
fluid flow problems [59, 60]. The model consists mainly of three components: encoder, bottleneck, and
decoder. The encoder gathers the information from the input fields and compresses them to a reduced
dimension representation denoted as the bottleneck (also known as the latent space). The spatial
reduction, in the encoder, is handled using downsampling convolutional layers with a stride of two.
These layers are preceded by a single-stride convolutional layer and followed by batch normalization
[61], and ReLU non-linear activation [62]. This pattern of layers is repeated N = 4 times as seen
in the upper branch of figure 6. The encoder is followed by a decoder responsible for inferring the
required scalar field from the compressed latent space. The building block of the decoder consists of a
single-stride convolutional layer, followed by a deconvolutional layer responsible for the upsampling of
the input to a larger dimensional space, in addition to a non-linear activation function. This pattern
of layers is repeated the same number of times as its contrast downsampling pattern in the encoder.
The decoder is represented by the bottom branch in figure 6.
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Figure 6: Deep learning model architecture used to infer the required temperature given temper-
ature, at previous time step, and velocity components as feature inputs.

It should be mentioned that the physical fields, fed to the model, are priorly normalized. This standard
preprocessing operation unifies the scale of all the fields and thus ensures a faster training process as is
detailed in appendix A. Moreover, the convolutional layers present throughout the model are preceded
by a padding layer following the reflect scheme. Using such a scheme preserves the physical statistical
distribution of the feature maps without introducing artifacts near the boundaries [63]. Appendix
B supports our choice of reflect padding by comparing the performance of the model with different
schemes. The resolution of the discretization in the encoding meshes is specified while keeping in mind
the available memory to store the data and train the model. Finer structured meshes would allow
the model to execute superior predictions but at the cost of larger memory requirements and longer
training times. The aspect ratio of the encoding mesh is chosen similar to that of the computational
domain, i.e. % ~ %, where n, and n, are the number of nodes in the & and y direction respectively.
This choice of aspect ratio is made to ensure the feature maps are not biased toward a spatial dimension
despite what consequences would have resulted from such bias. Moreover, the input encoding mesh
dimensions are selected while assuring the downsampling convolutional layers present in the encoder
do not violate equation (16):

hi=sx (ho— 1)+ k — 2p, (16)

where h; and h, are respectively the input and output dimension size of the image and s, k and p
are respectively the kernel stride, size and padding of the considered layer. Violating equation (16)
for downsampling convolutional layers leads to uneven padding operations, which may deteriorate the
performance of the model [63]. It should be noted that the next possible encoding mesh size respecting
equation (16) and maintaining aspect ratio close to 1/4, will possess 21,588 additional pixels which
require around 20% supplementary storage and memory space for every field.

6 Training

The inferring quality of the deep learning model described in setion 5 depends on the trainable set
of weights and biases. These parameters define the model and its ability to infer the required scalar
fields. After randomly initializing them with Gaussian distribution, the optimal set of parameters is
obtained by minimizing a certain loss function quantifying the error between the inferred fields and
the reference ones. In our model, 2937025 parameters are optimized, using Adam optimizer [64], with
a learning rate equal to 107°. The optimizer iteratively minimizes the mean squared error (MSE),
computed between the reference fields and the predicted ones and defined as:

1 Nsamples My ng

i) DD D) DI IS A b (17

N. X Ng XN
samples T Y o oi=1 r=lec=1

where Ngamples is the number of samples for every optimization step, n, and n, are respectively the
number of nodes in the  and y direction for the output encoding mesh, i.e. n, = 176 and n, = 656,
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Figure 8: Location of sampling probes. On left, probes that capture the variation of the field along
a specific line. On right, probes inside working object to capture variation over time.

F! _ is the true scalar value at a specific location for a sample i and Fj,c is the value inferred by the
model. The training is performed using the TensorFlow API [65], on an Nvidia Tesla V100 GPU.
The optimization is performed using mini-batches of size 32 for a total of 1651 epochs. The training
is terminated using the early stopping criterion after a satisfying accuracy is attained and before the
performance on the validation dataset starts to deteriorate, as can be seen in figure 7.

7 Results and discussion

Although the temperature fields are inferred on the whole computational domain, the main interest of
any industrial practitioner will be biased toward the temperature fields within the object being cooled.
To focus more on this region, temperature probes are installed at various positions within the object
as is demonstrated in figure 8. These probes allow plotting the evolution of the temperature field
over the simulation time. Plots of the variation of the temperature field over predefined lines in the
computational domain will also be obtained. Moreover, the plot of the temperature field in the region
of interest, and the computation of a normalized error, will also allow the evaluation of the model on
various data sets with different flow characteristics.

First, the input fields from a simulation with symmetrical inlets, placed at d;n1 = din2 = 1.5H, will
be provided for the model to assess its interpolation ability over time. This setup is partially included
in the SymVar dataset used to train the model where only 12% of the total 1971 time steps are
previously seen during training and no snapshot was provided at a step exceeding 2300. This dataset
will be referred to as Sym1.5 in the figures and tables used to assess the model performance. The
model extrapolation ability over time was tested for 200 extra time steps. Figure 9 shows the plots
of temperature at various probes where almost exact similar fields are inferred by the model over the
whole range of provided time steps. If the model is required to predict for further time intervals,
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Figure 9: Plot of computed and inferred field at various probe locations for setup with
symmetrical inlets at d;;,; = d;n2 = 1.5. The predicted fields are plotted with dashed lines, while the
computed ones are plotted with solid lines. The shaded region, shown after time step 2300, represents
the region where extrapolation over time occurs.

the time domain of the provided training dataset should be expanded to avoid divergence in model
inferrings’.

The generalization capacity of the model to completely unseen inlet setups is also evaluated. Three
data sets were created for this purpose: Sym1.05, UnSym, and SameSide. The first dataset,
Sym1.05, with symmetrical inlets, placed at di,1 = din2 = 1.05H, has similar flow characteristics
as the dataset used to train the model but with different positions of inlets, not seen before by the
model. The remaining two data sets, UnSym and SameSide, have both their inlets placed at an
unsymmetrical location with respect to the origin. However, the SameSide dataset, with both inlets
placed on the left of the object, shows a very large change in the characteristics of the flow compared
to the other sets. Figure 10 shows the flow fields resulting from all three different setups.

Figure 11 shows the line plots of temperature across specific  and y values shown in figure 8. The
line plots are obtained at the same single time step for all sets. For the first three data sets, Sym1.5,
Sym1.05, and UnSym, the model was able to accurately infer the variation of temperature over the
whole computation domain. This can be seen by the overlapping plots of the inferred field and the
label field obtained from a CFD simulation. For the SameSide dataset, although a larger deviation
between the fields can be observed, mainly in the fluid domain where the flow characteristics drastically
change, the model is still able to infer the general trend of the variation of the field. To quantify the
quality of the inferred fields over the different inlet setups, the lo normalized error, defined in equation
(18), is computed for each sample:
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Figure 10: Velocity magnitude from the different flow setups used to test the model generalization
capacity. Each setup is for a specific dataset: (a) Sym1.05 dataset, (b) UnSym dataset, and (c)
SameSide dataset.
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Dataset ‘ ‘ Sym1.5 Sym1.05 UnSym SameSide

Average 127x1072 [ 1.54x 1072 [ 1.33x 1072 | 1.09 x 107!
Maximum 1.92x 1072 | 235 x 1072 | 1.66 x 1072 | 1.35 x 10~!
Time Step 1575 567 1745 637

Focused Average 2.6 x 1073 | 3.09 x 1073 | 3.58 x 1073 | 3.23 x 102

Table 1: Summary of obtained error. The average of the lo normalized error is computed across
all samples. The time step corresponds to the step at which the maximum error is found. The focused
average is computed only over the object domain.

HTn _ FnH
error = 7||T”H s (18)

where || - || is the Iy norm of the physical field. T™ is the true scalar field at time step n, and F™ is the
model inferred one.

The model performance is approximately similar over the Sym1.5, Sym1.05, and UnSym sets with
an average error ranging from 1.27 x 1072 to 1.54 x 1072, The error increases for the SameSide set,
as expected due to a large change in flow characteristics, with a maximum not exceeding 1.35 x 107,
All results are summarized in table 1 along with the time step that corresponds to the maximum
error in each setup. Moreover, the error in the domain of the object is also computed neglecting the
surrounding domain, and shown in the last row of Table 1. This error is an order of magnitude lower
than its counterpart due to fewer changes in the object domain with the variation in the positions of the
inlets. The error fields maps, computed using the absolute error normalized with the true temperature
in Kelvin, are shown in figure 15. Moreover, a visual comparison between the inferred fields and their
computed counterpart in the region of interest, .e. the domain of the object, is shown in figure 14.
The obtained fields are almost identical except for the SameSide set where deviation from the true
field occurs but maintains the same range of temperature values.

Finally, the trained network, modeling the scalar transport equation, is incorporated in the solution
loop as shown in figure 12. Initially, the CFD solver is utilized to resolve both governing equations,
i.e. the Navier-Stokes and the transport equations, until all flows are well established. When reaching
t = 50 sec, the trained deep learning model can start being used to infer the scalar field instead of the
CFD solver. The temperature, T, along with the velocity fields obtained from resolving the Navier-
Stokes equation, u"*! and v™*!, are interpolated into the required encoding mesh of the model. The
model will infer the temperature field T7"+! at the next model time step, t"T! = t™ + 30At,o1per. The
inferred temperature field is recycled by encoding it and feeding it back to the model for multiple
times f. After multiple predictions, the traditional transport solver is utilized to redirect the solution
before proceeding again with the model. The model predicted field, 7"/, is interpolated back to the
unstructured mesh to enable the finite element transport equation solver to operate on. The input
required by the traditional solver to resolve the field at the next time step is identical to that of the
model. The solver inferred field, T7"*f*!  can then be fed back to the deep learning model. This
sequence is repeated until the whole time domain is spanned. The number of times the model is used
consecutively f, affects the quality of the solution. Large f values allow advancing with larger time
steps throughout the required time interval but may lead to less accurate solutions.

The total time required for the industrial-level CFD solver to resolve both governing equations for
t € [50,250] sec is 491.92 seconds. Around 22% of this computational time is required for only resolving
the scalar temperature field T. To explore the potential of our model, the value of f is set to infinity,
meaning that the temperature field across the whole time domain will be resolved by the deep learning
model without referring back to the scalar finite element solver. Knowing that Atyedel = 30 X Atgolver,
the model resolves the temperature field across the whole computation domain in 8.71s., i.e. around
12 times faster than the finite element scalar equation solver. At last, the ls normalized error for the
predicted fields on the Sym1.5 dataset, with f set to infinity, maintains an average of 2.49 x 102 and
does not exceed the 3.61 x 1072 level as can be seen in figure 13a. The mean temperature field over
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Figure 13: Implementation results for different values of f with (a) showing the plot of error
evolution and (b) the plot of the average temperature evolution. In both figures, the cross sign is
shown for the prediction obtained after the traditional solver is used.

the whole spatial domain is computed and compared to that obtained with the CFD solver as shown
in figure 13b. Moreover, the results obtained with f set to 10 are also shown in both figures, 13a and
13b.
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Figure 15: Error field maps obtained for the different inlet setups of the (a) Sym1.05 dataset, (b)
UnSym dataset and the (c) SameSide dataset.

8 Conclusion

In this work, a deep learning model, based on a convolutional network with an autoencoder archi-
tecture, is employed for inferring a certain scalar field. The model was trained for predicting the
temperature field in a conjugate heat transfer problem and thus models the scalar transport equation
in the coupled system of equations. Although the model was trained on samples obtained from a few
different symmetrical cooling setups, it was able to accurately infer the fields for new inlet positions,
whether symmetrical or not, with a maximum error of 1.35 x 10~%. Also, the ability of the model to
interpolate in the time-domain, permitted training on multiple cooling setups, with a few snapshots for
each setup, distributed on this domain. Moreover, the model manages to span the whole time domain
independently, i.e. without referring back to the scalar transport equation solver, 12 times faster than
the industrial level CFD solver, and returns reliable predictions for the evolution of the temperature
field with an average Iy normalized error equals to 2.49 x 1072, These results motivate us to exploit the
capacity of deep learning models, with similar architecture, for assisting in the simulation of numerous
number of physical problems governed by a similar set of equations where the Navier-Stokes equations
are coupled with a scalar transport equation responsible for the computation of a certain physical field.
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Appendix A Exploring performance for different scaling methods

For deep learning approaches using gradient descent to optimize their parameters, it is suggested to
maintain the input features at a similar scale. This practice is motivated by a faster convergence of the
optimizer toward the requested minimum [66]. Moreover, scaling the target fields avoids encountering
the exploding gradient problem. Multiple methods exist to scale the fields such as the min-max scaler,
the standard scaler, the robust scaler, etc. The most common methods used are the min-max scaler,
also known as field normalization, and the standard scaler (i.e. field standardization). The choice of
the suitable scaling method depends on multiple factors and may vary between fields. For example,
different resources suggest normalizing in case the field distribution is not Gaussian, and others suggest
standardizing if outliers exist. In the present work, the temperature field is normalized, given its non-
Gaussian distribution, and the performance of the model is evaluated for both scaling methods available
for the velocity field. Moreover, the model is also trained with raw data as a reference for both scaling
methods. Equation (A1) is used to normalize a field, while equation (A2) is used to standardize it:

X — i
X = 77””?, (A1)
max — min
X —
x-Xon (a2)
o

where min, mazx, p, and o are respectively the minimum, maximum, mean, and standard deviation of
the field X, obtained based on the training dataset.

The plot of the loss curve over the validation dataset will be used to compare among the different
scaling methods. Figure 16 shows the evolution of the validation loss for three similar models trained
with fields scaled using different methods for 600 epochs. The inferred temperature field is restored to
its original scale before computing the loss to allow the comparison between the different models.

—— Raw Features and Labels
—— V Normalized - T Normalized
—— V Standardized - T Normalized

MSE Loss

s

1071

o 100 200 300 400 500 600
Training Epochs

Figure 16: Validation loss for different scaling methods.

By inspecting the above figure, the advantages of scaling your fields before training are obvious since
both models with scaled data encounter a faster decrease in the loss than the one with the raw
data. Approximately similar performance is observed for both scaling methods, however, we chose to
normalize both fields rather than standardizing velocity and normalizing temperature since slightly
lower losses are obtained in some training epoch intervals. Using scaled data, the loss at epoch 600
decreases to 5.96 x 1072 for normalizing both fields, and 6.25 x 102 for standardizing velocity and
normalizing temperature, whereas, for raw data, a higher loss, 7.97 x 1072, is obtained.
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Appendix B Exploring performance for different padding methods

To choose the appropriate padding scheme, the model was trained with different padding methods.
The investigation was limited to only three schemes and the validation loss, obtained after training is
terminated using the early stopping criteria, is used to compare between the different schemes. Figure
17 shows the loss obtained during training over the validation dataset for the three padding schemes:
same, reflect, and symmetric padding. Although the performance is slightly affected by the scheme
used and all three curves look similar, the model trained with reflect padding scheme returned the
lowest mean squared error with a value of 2.6420 x 1076, compared to 2.78 x 1076 and 2.88 x 10~
for same padding and symmetric padding, respectively.

s —— Same Padding
10~ —— Reflect Padding
—— Symmetric Padding

MSE Loss

107%

[ 250 500 750 1000 1250 1500 1750
Training Epochs

Figure 17: Validation loss for different padding methods.

Table 2 summarizes the obtained losses over both the training and the validation dataset. Based on
the shown losses, the model trained with reflect padding and obtained at epoch 1650 will be used to
predict the temperature field for different setups as detailed in section 7. The slightly larger training
loss obtained for the same and reflect padding, compared to that of validation, can be accounted for
the stochastic nature of training along with the fact that the training loss is computed half an epoch
earlier than the validation loss.

Padding H Same | Symmetric | Reflect

Training 3.02e-6 2.87e-6 2.69e-6
Validation || 2.78e-6 2.88e-6 2.64e-6
Epoch 1553 1427 1651

Table 2: Summary of obtained losses for different padding schemes over both the training and the
validation dataset
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