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Abstract

The use of Machine Learning (ML) has rapidly spread across several fields of applied sciences, having encountered
many applications in Structural Dynamics and Vibroacoustic (SD&V). An advantage of ML algorithms compared to
traditional techniques is that physical phenomena can be modeled using only sampled data from either measurements
or simulations. This is particularly important in SD&V when the model of the studied phenomenon is either unknown
or computationally expensive to simulate. This paper presents a survey on the application of ML algorithms in three
classical problems of SD&V: structural health monitoring, active control of noise and vibration, and vibroacoustic
product design. In structural health monitoring, ML is employed to extract damage-sensitive features from sampled
data and to detect, localize, assess, and forecast failures in the structure. In active control of noise and vibration, ML
techniques are used in the identification of state-space models of the controlled system, dimensionality reduction of
existing models, and design of controllers. In vibroacoustic product design, ML algorithms can create surrogates that
are faster to evaluate than physics-based models. The methodologies considered in this work are analyzed in terms of
their strength and limitations for each of the three considered SD&V problems. Moreover, the paper considers the role
of digital twins and physics-guided ML to overcome current challenges and lay the foundations for future research in
the field.

Keywords: Machine Learning, Structural Health Monitoring, Surrogate Model, Active Vibration Control, Active
Noise Control, Digital Twin, Physics-Guided Machine Learning

1. Introduction

In the current Information Era, an unprecedented
amount of information is produced, stored, and trans-
formed into actionable knowledge [1]. However, such
a large amount of data requires processing and transla-
tion abilities beyond human capacity. Machine learning
(ML) algorithms have been a key part of the big-data
revolution, as they can automatically process these co-
pious amounts of data to extract patterns and make in-
ferences and predictions based on them. In other terms,
digitalization and connectivity provide the data, and ML
translates it into meaningful information.

Besides data availability, ML progress is promoted by
constant developments in computing resources and al-
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gorithm improvements. Currently, ML is widely present
in our daily life, such as in health-care decision-making
[2], autonomous vehicles [3], economic forecasts [4],
detection of fake-news [5], suggestions for consump-
tion of content and goods [6, 7], mastering games [8],
image classification and generation [9, 10], translations
and speech recognition [11], and other subjects.

ML algorithms are also permeating the natural sci-
ences [12], not only by overcoming traditional data-
driven approaches but also by approximating or enhanc-
ing first-principle models. The use of ML in scien-
tific fields such as biology [13], chemistry [14, 15],
physics [16–19], and material science [20, 21] is well
developed. The range of ML applications in these do-
mains includes identifying behaviors from measured
data, speeding up analysis time, merging data- and
domain-based knowledge, finding new materials, mod-
eling systems, and discovering governing equations.
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Nomenclature

Acronyms
AL Active learning

ANC Active noise control

ANFIS Adaptive neuro-fuzzy inference system

AVC Active vibration control

BO Bayesian optimization

CNN Convolutional neural network

DBN Deep belief networks

DL Deep learning

DMD Dynamic mode decomposition

EOV Environmental and operational variability

FAST Fourier amplitude sensitivity test

FEM Finite element method

GAN Generative adversarial network

GP Gaussian process

GPR Gaussian process regressor

GSA Global sensitivity analysis

k-nn K-nearest neighbors

LMS Least mean square

LSTM Long short-term memory

ML Machine learning

MLC Machine learning control

NARX Nonlinear autoregressive exogenous models

NN Neural network

NNM Nonlinear normal modes

NODE Neural ordinary differential equation

NVH Noise, harshness, and vibration

ODE Ordinary differential equations

PBSHM population-based SHM

PCA Principal component analysis

PCE Polynomial chaos expansion

PGML Physics-guided machine-learning

RBDO Reliability-based design optimization

RBF Radial basis function

RF Random forest

RL Reinforcement learning

RNN Recurrent neural networks

ROM Reduced order modeling

RSM Response surface model

RUL Remaining useful life

SD&V Structural dynamics and vibroacoustic

SHM Structural health monitoring

SI System identification

SINDy Sparse identification of nonlinear dynamics

SOM Self-organizing maps

SVM Support vector machine

TL Transfer learning

UP Uncertainty propagation

Given this trend, much has been debated about the pros
and cons of using ML in physical science and how it
can power research progress in engineering domains
such as fluids dynamics [22], acoustics [23, 24], thermal
transport [25, 26], energy systems [27], and seismology
[28, 29].

A growing number of works in structural dynamics
and vibroacoustic (SD&V) have used ML in three major
application areas: structural health monitoring (SHM)
using vibration and noise signals [29–136], active con-
trol of noise and vibration [29, 137–228], and vibroa-
coustic product design with surrogate modeling [229–
305]. SHM benefits from the ML advantages of extract-

ing relevant features from big data to detect and classify
failures efficiently and make lifetime predictions. In ac-
tive control of noise and vibration, ML stands out for
identifying light models of the system since the mech-
anistic models are currently unknown, incomplete, or
high-dimensional. Besides that, various approaches use
ML to model and optimize the controller design. In
vibroacoustic product design, ML-based surrogates re-
sult in fast simulations that enable an optimized and
robust design, such as for noise, harshness, and vibra-
tion (NVH) product development. The ML workflow in
these applications should consider the characteristics of
the vibration or sound signals under analysis.
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As supported by the numerous results cited through-
out this article, employing ML in SD&V problems has
many benefits. However, drawbacks, misuses, and diffi-
culties can also be spotted, showing the potential for fur-
ther advancement in the field. The lack of interpretabil-
ity and physical basis raises great apprehension in using
ML in SD&V and other physical sciences. Furthermore,
although the wave behavior in SD&V systems encloses
frequency information, which is well explored in SHM,
it also leads to non-monotonic and rough functions be-
haviors, raising challenges to ML models. Currently,
implementations in the industry are limited by the need
for substantial amounts of labeled data required in deep
learning or by the cost of ML simulations in real-time
applications. Another issue still open to debate is rea-
soning about when ML is justifiable and brings gains in
time and precision with an adequate confidence level.
The present paper discusses these issues alongside ref-
erences and approaches that tried to tackle them, indi-
cating viable solutions.

Therefore, this work focuses on doing an original and
extensive review of the main contributions and on the
emerging opportunities of ML applied in SD&V. The
review provides the state-of-the-use and guidelines for
ML applications in SHM, active control, and vibroa-
coustic product design while addressing the strengths
and weaknesses of ML approaches in each of these
fields. The current implementation scenario of each ap-
plication is presented alongside reasoning about algo-
rithm choices and discussion on the identified research
gaps. It has been pointed out that the suitability of an
ML algorithm depends on factors such as the problem
dimensionality, nature of the data, management of un-
certainties, and nonlinearity of the system. While this
review paper does not aim to provide in-depth theories
on ML and SD&V, its goal is to guide engineers who
are interested in exploring ML techniques in the SD&V
field. The paper provides the current background and
future opportunities in the joint research field of ML and
SD&V.

Section 2 provides the foundation for the rest of the
paper by presenting the principles of the main ML al-
gorithms used in SD&V literature divided per learning
category. The subsequent chapters offer comprehensive
reviews on the use of ML in SHM, active control, and
vibroacoustic product design, with each chapter subdi-
vided by application purposes to help identify suitable
ML approaches. In this way, Section 3 covers the pre-
processing of vibration and noise signals to enhance
damage-sensitive patterns and analyzes ML approaches
for detecting, locating, assessing, and predicting fail-
ure occurrences. Section 4 reviews ML usage in active

control of noise and vibration to design ML-driven con-
trollers and to model dynamic systems through system
identification and reduced-order modeling. Section 5
presents the workflow of surrogate modeling in SD&V
and its use for uncertainty quantification and optimiza-
tion. Finally, Section 6 discusses trends and perspec-
tives, such as digital twins (DT) and physics-guided ma-
chine learning (PGML), and points out upcoming op-
portunities resulting from the integration of ML and
SD&V.

2. Overview of machine learning methods

An ML algorithm is an artificial intelligence algo-
rithm that makes an inference from data and experiences
without explicit programming. The classical definition
by Mitchell and Mitchell [306] states that ML is a class
of computer programs that: “learn from experience E
with respect to some class of tasks T, and performance
measure P, if its performance at tasks in T, as measured
by P, improves with experience E.”

Three key elements can describe an ML algorithm:
representation, which defines the hypothesis space H
of all possible models m ∈ H considered to represent
the relations or patterns in the dataset D, e.g., deci-
sion trees, neural networks, hyperplane representations;
evaluation, which defines the cost function C(D,m)
that accesses the model performance, e.g., accuracy,
squared error, K-L divergence; and the learning algo-
rithm, which is the method to identify m ∈ H that best
fits the training dataset according to the evaluation cri-
terion, e.g., gradient descent, greedy search, Bayesian
inference.

The ML algorithms can be classified according to
the dataset and learning approach as supervised learn-
ing, unsupervised learning, and reinforcement learning
[307]:

• Supervised learning: the ML algorithm learns a
function m : X → Y that maps the input space X
to the output space Y based on a training dataset
that comprises a labeled set of input-output pairs
D = {(x, y) ∈ X×Y}. The goal in supervised learn-
ing is to use the model fitted with the training data
to predict the output of new unseen inputs x∗, i.e.,
y∗ = m(x∗). Supervised models can be categorized
as regression models if the outputs are continuous
values or as classification models if the outputs are
categories or discrete values.
• Unsupervised learning: given a dataset only with

inputs D = {x ∈ X }, the goal is to unveil under-
lying patterns and hidden structures in the data.
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Therefore, unsupervised models can simplify and
describe unlabeled data. Popular classes of un-
supervised learning are clustering - to classify the
data into groups with maximum similarity -, den-
sity estimation - to find the data distribution -, and
dimension reduction - to discover lower dimen-
sional space of latent variables that capture the data
essential information.
• Reinforcement learning: class of ML algorithms

in which an agent interacts with an environment
and learns from the success and errors of these
experiences. The agent performs actions A that
transform the environment state S , which gener-
ates a direct reward R. The goal is to find a policy
π : S → A that maps which action to take for each
possible state to maximize the expected future re-
ward [308].

As stated by the “no free lunch” theorem, no learning
algorithm outperforms the others in any domain [309].
Usually, investigating a good ML algorithm for a given
problem involves trial-end-error experiments. Never-
theless, the algorithms considered should be selected
accordingly to the volume and nature of the data, the
resources available, and the purpose of the task. The
first step to defining appropriate ML models is identi-
fying the learning category (supervised, unsupervised,
reinforcement, or hybrid learning) and the analysis pur-
pose, e.g., group data, reduce data dimensionality, and
regression. Subsequently, one may consider how the al-
gorithm assumptions relate to the many aspects of the
data, such as complexity, nonlinearity, input dimension-
ality, time-dependency, spatial dependency, continuous
or discrete variables, independent or dependent vari-
ables, and uncertainty level. In general, simple ML
models with satisfactory accuracy should be preferred
over complex ones because they tend to generalize bet-
ter to new data (avoid overfitting), require fewer data,
and be more interpretable [232, 310]. Remarking on
popular algorithms for a given application also clarifies
the circumstances in which an ML algorithm excels and
is best suited.

In view of this, this section outlines some of the
most relevant ML algorithms in the SD&V literature
for each learning category and discusses their pros and
cons and their most suitable applications 1. Neural net-

1The most relevant ML algorithms were identified based on an
extensive search of the titles and keywords of recent publications in
SD&V in the Scopus database. The selection of algorithms outlined
in this paper includes the most used algorithm for each SD&V appli-
cation field and the most used algorithm for each learning category
and task.

work (NN) is the most used algorithm in SD&V, be-
ing widely employed in the three application fields ad-
dressed by this paper. Support vector machine (SVM)
is largely used as a powerful classifier in SHM appli-
cations. Gaussian process regressor (GPR) is the most
used ML algorithm for surrogate modeling. These al-
gorithms are generally supervised learning algorithms
and are discussed in Section 2.1. The unsupervised
algorithms most used in SD&V are principal compo-
nent analysis and autoencoder, whose main application
is in SHM for linear and nonlinear dimensionality re-
duction, respectively. Another important class of un-
supervised learning is clustering, which is less exten-
sively applied in SD&V compared with the previously
mentioned classes and will be represented here by the
K-means algorithm, the most popular algorithm for this
task. The unsupervised algorithms are outlined in Sec-
tion 2.2. Reinforcement learning algorithms are mainly
used in SD&V for active control and are represented
in Section 2.3 by Q-learning and policy gradient algo-
rithms. There are many other important ML algorithms;
however, this overview does not intend to be extensive
but rather to introduce valuable ML concepts to this pa-
per. Besides that, this overview does not address sam-
pling and data preprocessing strategies, although they
are critical stages of the ML workflow.

The reader can refer to classic ML textbooks for in-
depth theory and methodology [307, 309, 311–314].
For an introduction to ML for physicists and engi-
neers, the authors recommend the article in [17], which
presents a brief and comprehensible explanation of the
main ML concepts along with tutorials and codes. The
article by Domingos [232] presents valuable expertise
in implementing ML algorithms. A broad view of ML
and Deep-Learning concepts is provided in [315].

2.1. Supervised learning
Supervised learning is the most widely used learning

category [307], which also applies to SD&V, and there-
fore, received more attention in this review. The goal
of supervised learning is to discover a prediction model
of the true hidden distribution and not a fitting model
of a sample of this distribution (the training dataset). In
other words, supervised models aim to generalize well
on unseen data. Therefore, minimizing the cost function
during training does not guarantee an adequate predic-
tive model, and the final evaluation should rely on the
prediction performance of the algorithm on the unseen
data of a test dataset.

The generalization error of supervised algorithms is
a combination of bias, variance, and irreducible er-
rors [17]. The bias error measures the level of in-
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Figure 1: (a) Bias-variance trade-off on Machine Learning. Bias, variance, and irreducible errors sum up to the generalization error. The optimal
bias-variance compromise should minimize the generalization error, avoiding underfitting and overfitting; (b) Illustration of how the error in the
training dataset Ei is smaller than the true generalization error Eg and how the prediction accuracy improves with more samples in the dataset; (c)
Example of models underfitting, overfitting, and with an appropriate bias-variance tradeoff. Figures adapted from [17]

.

correct hypotheses in the model and tends to decrease
with model complexity. The variance error measures
the variability of model predictions and typically in-
creases with model complexity. Therefore, a high-bias
model oversimplifies the problem, leading to bad pre-
dictions in both the training and test dataset (underfit-
ting), while a low-bias model performs well in the train-
ing dataset but might lead to high-variance error (over-
fitting). Figure 1-a illustrates this bias-variance trade-
off for a given number of training points. Figure 1-b
shows how complex models with low bias become vi-
able with increasing database size. A strategy to fight
overfitting is to apply regularization techniques that pe-
nalize model complexity and increase robustness to ill-
posed problems. Besides that, proper hyperparameters
selection, conducted by experts reasoning or search al-
gorithms, enables a good balance between bias and vari-
ance [313, 316, 317]. The most used supervised ML
algorithms in SD&V, namely NN, SVM, and GPR, are
outlined in the following sub-sections. Other relevant
supervised ML algorithms in SD&V include decision
trees, random forests (RF), gradient-boosting decision
trees, k-nearest neighbors (k-nn), linear regression, and
Bayesian networks.

2.1.1. Neural networks
As the name illustrates, a neural network (NN) is

a network of artificial neural units inspired by the hu-
man brain [318]. As stated in the universal approxima-
tion theorem, NN models can approximate any function
[319], and, besides, they adapt to different tasks because
of their flexible and modular architecture. Because of

this, an NN is the base architecture of a diverse group of
ML algorithms in supervised, unsupervised, and rein-
forcement learning. Moreover, most deep learning (DL)
models are based on NN with multiple layers, which en-
ables high-level feature extraction from raw data. NN-
based algorithms are also the most used ML algorithms
in the three applications of SD&V addressed in this pa-
per due to their suitability to approximate a function
without strong assumptions on its format, their flexibil-
ity, and their easy implementation supported by popular
libraries.

The vanilla NN architecture is the multilayer percep-
tron (MLP) [320], in which the neurons of one layer are
fully connected to the neurons in the next layer [314].
Each neural unit in the MLP is defined by a nonlinear
activation function which fires an output based on the
weighted sum of inputs added to a bias. These weights
ω and biases b are the NN parameters. The outputs
from one layer are the inputs for the next one, in a feed-
forward procedure until the output layer. The learning
procedure consists of optimizing the weights ω and bi-
ases b to minimize the prediction error in the training
dataset given by the loss function. This optimization
is viable thanks to the backpropagation algorithm [42],
which efficiently computes the gradient of the loss func-
tion with respect to the weights and biases using the au-
tomatic differentiation capabilities of the NN [304]. The
trained MLP is a system of algebraic equations that can
readily make new predictions. The neural unit and the
MLP training procedure are illustrated in Figure 2.

DL architectures can be constructed by stacking sev-
eral neural layers, and in this way, the DL algorithm
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firing the neuron output (a). Supervised training workflow of an MLP with backpropagation of the errors (b).

learns a more meaningful representation of the data at
each layer. DL algorithms have high capabilities of
automatically extracting features and learning complex
representations from large amounts of data [321]. Thus,
DL can automate data preprocessing stages and process
raw data in a general-purpose procedure [42]. How-
ever, complex models with many parameters, such as
DL models, only become viable with large datasets,
as can be inferred from Figure 1. Consequently, DL
just became popular and made a series of breakthroughs
with the advent of big data and the increase in com-
putational resources [322]. Although DL models tend
to outperform shallow ML algorithms if sufficient data
and computational power are provided [315], they have
black-box properties, lack a rigorous theoretical basis,
may suffer from convergence problems, and normally
need a large dataset of labeled data [34], which is rare
in SD&V applications.

Some deep NN architectures receive special attention
as they excel at specific tasks. Convolutional neural
network (CNN) is an NN architecture designed to cap-
ture spatial patterns from images. CNN is constructed
with stacked convolutional and pooling layers that ex-
plore the local connectivity and translational invariance
characteristics of the data [307]. To put it more sim-
ply, the CNN architecture considers that the points in
the same region are closely related and that the identi-
fied patterns can be found translated in the space, mak-
ing it well suited for image processing problems [323].
In SD&V, CNNs are mainly used in SHM with image-
based or time series datasets, either processed as 1D ar-
rays or encoded into images.

Recurrent neural networks (RNN) are suitable for se-

quential data, as they use the data historical and context
information by assuming that outputs of different time
steps depend on each other. To have a memory ability,
an RNN is constructed in loops over the time steps so
that for each time step, the correspondent input features
are provided alongside the current state of the prob-
lem, which is linked to the output of the previous time
step, configuring the loop [321]. Long short-term mem-
ory (LSTM) is a popular RNN algorithm that addresses
long-term dependency problems arising from the exces-
sive accumulation of historical information over time
[321, 324]. Naturally, RNNs are applied to analyze dy-
namic systems in SD&V, e.g., to predict the dynamical
response [325] and to forecast the remaining useful life
of a component [326].

Among the wealth of NN-based algorithms, some
others stand out in SD&V literature. Fuzzy neural net-
works are hybrid models that combine the data-driven
learning abilities of NN and the knowledge-based inter-
pretable configuration of fuzzy systems and have great
potential to detect faults and to model and control dy-
namic systems [327]. Radial basis function (RBF) -
based network is a one-hidden-layer network that uses
the RBF kernel as an activation function. Hence, the
RBF-based network is a non-parametric kernel-based
model that increases the feature vector dimensions and
thus can perfectly interpolate the data [314], being pop-
ular for surrogate modeling. Autoencoder is a self-
supervised NN used for nonlinear dimensionality re-
duction, as discussed in Section 2.2. Generative ad-
versarial network (GAN) comprises a generator and a
discriminator that compete with each other and learn
simultaneously. The generator estimates the potential
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distribution of real samples and generates new sam-
ples from this distribution, while the discriminator tries
to discriminate between real and generated samples
[328]. Deep Boltzmann machines, deep belief networks
(DBN), and self-organizing maps (SOM) are popular
mainly in SHM applications, especially because they
can learn partially or entirely with unlabeled data. Prob-
abilistic NN [329, 330], such as mixture density net-
works, can provide uncertainties for the predictions and
are notably advantageous alongside active learning.

Although the literature on NN is dense and expands
fast, several references cover the topic in a didactic way.
The book in [318] contains comprehensive explanations
of the NN main elements, while the classic book by
Goodfellow et al. [313] has equally good NN introduc-
tions but also covers more detailed and advanced as-
pects. Implementation guides are available along with
dedicated libraries for NN in MATLAB [331] and in
python [321]. LeCun et al. [332] discusses practical rec-
ommendations for implementing NN. The authors rec-
ommend the survey in [333] to get a broad vision of DL,
from their basic concepts to state-of-the-art algorithms,
and the publications in [42, 334] for relevant DL appli-
cations and perspectives.

2.1.2. Gaussian process models
Gaussian process (GP) is a stochastic process that as-

sumes a joint Gaussian distribution over all variables
and, thus, a distribution over functions. Thus, while
parametric algorithms such as linear regression and NN
make assumptions on the format of the underlying func-
tion m(x), GPR makes a much less strong assump-
tion of a prior probability to every function, m(x) ∼
GP(µ(x), k(x, x′)) defined by the mean function µ(x)
and by the covariance function or kernel k(x, x′) [335].
The marginal distribution of the GP at the finite input
dataset X = {xi}

n
i=1 is given by the multivariate normal

distribution m(X) ∼ N (µ(X), k(X, X)). Bayesian infer-
ence can be used to update the prior distribution given
observed points {X,Y}, leading to the posterior distribu-
tion m(x|X,Y) from which new points can be predicted
as y∗ = m(x∗|X,Y). Note that the GPR predicts the
mean and variance, given a measurement of the uncer-
tainty of the prediction. Figure 3 illustrates updating the
prior with observed data leading to the posterior distri-
bution. As can be noticed, the GP function interpolates
the data. Thus, to account for noisy data, a Gaussian
noise ϵ = N (0, σ2) is usually added to the prior prob-
ability on this data. As the GP model depends on the
kernel function used to model the prior distribution, the
kernel hyperparameters can be optimized to maximize
the marginal distribution of the posterior distribution, or

one can define a prior distribution over hyperparame-
ters, a hyperprior, for even more flexible models [335].
Detailed GP model formulation can be found in the clas-
sical book in [335].

GP models can be used for probabilistic regression
and classification problems. According to the literature
review undertaken in this work, the GPR, also known
as kriging, is the most used ML algorithm for surrogate
modeling in SD&V. The suitability of the GPR as a sur-
rogate model is due to it being a powerful predictor with
small datasets, allowing to embed domain knowledge in
the prior, its interpretability, and mainly because it pro-
vides probabilistic predictions used to maximize the in-
formation gained during sampling, as in the Bayesian
optimization framework [336]. However, GP models
may result in poor prediction due to bad choice of ker-
nel and problems in hyperparameters optimization, and
they do not scale well with big data as the kernel is eval-
uated at all training points.

2.1.3. Support vector machine
SVM is a non-parametric kernel-based ML al-

gorithm that searches for a hyperplane in a high-
dimensional feature space that best generalizes the
training dataset. SVM can perform classification, re-
gression, and anomaly detection [307, 337]. In classifi-
cation problems, this hyperplane is the linear classifier
that best separates the data, which can be defined as,
for example, the hyperplane that maximizes the mar-
gin between different classes. Consequently, only the
samples closest to the margin, known as support vec-
tors, will define the hyperplane. Therefore, SVM is a
sparse method, i.e., it relies on a subset of the train-
ing dataset. If the data are not linearly separable, the
SVM uses the kernel trick to implicitly map the data
into a higher dimensional space where the data are lin-
early separable. Analogously, in a regression problem,
the SVM or Support Vector Regressor searches a linear
regression model in a high dimensional that minimizes
the margin between the support vectors.

SVMs are widely used in SHM due to their powerful
classification capabilities even with limited label data
and high-dimensional input [115]. They are also used
as a one-class classifier for damage detection with unsu-
pervised learning. According to Hofmann [337], SVM
takes advantage of linear and nonlinear classifier mod-
els and avoids overfitting. Another advantage of SVM is
that the objective function in the optimization of the hy-
perplane is convex and, therefore, convergence is guar-
anteed [311]. However, SVM scales poorly with data
and is sensitive to hyperparameters and kernel choice.
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2.2. Unsupervised learning

Unsupervised ML algorithms can learn hidden pat-
terns and data representation from unlabeled data, play-
ing an important role in the big data revolution, in which
an increasing amount of data is available, but it is ex-
pensive or even unfeasible to label the data. The tasks
more frequently performed by unsupervised learning
in SD&V are dimensionality reduction and clustering.
Many ML algorithms can also be trained in an unsuper-
vised framework to perform anomaly detection in SHM,
learning approaches in SHM, as reviewed in Section
3.2.

2.2.1. PCA and autoencoder for dimension reduction
Dimensionality reduction algorithms reduce data di-

mension while preserving the critical information on it.
These algorithms are largely used in SD&V and mainly
in SHM, either for reconstruction-based anomaly detec-
tion or as a data preprocessing stage to extract and se-
lect informative features from data. Another common
application is in reduced order modeling of expensive
simulations in active control of noise and vibration.

Principal component analysis (PCA) is a widely used
linear dimensionality reduction algorithm [314]. Given
a high-dimensional data x ∈ RD, PCA searches for
the linear orthogonal projection of the data to a lower-
dimensional subspace z =WTx, z ∈ RL that minimizes
reconstruction error ∥x − x̂∥, where x̂ =Wz is the un-
projected data to the original space. It can be shown
that the optimal W contains the L normalized eigenvec-
tors with the largest eigenvalues of the covariance ma-
trix of the data [314]. One can note that PCA is analog
to proper orthogonal decomposition in mechanical engi-
neering. Other popular linear dimensionality reduction
algorithms are independent component and linear dis-
criminant analyses.

Autoencoders are NNs that encode the data into a la-
tent space representation by compressing it through a
NN with decreasing layer size until a bottleneck and,
subsequently, decode the data through increasing size
layers, as illustrated in Figure 4. The autoencoder is
trained with a self-supervised strategy to minimize the
reconstruction error between its output and the original
input [321]. Some variants of the autoencoder algo-
rithms are denoising autoencoder for more robustness,
convolutional autoencoder for spatial feature learning,
and variational autoencoder for statistical distribution
representation and generation of samples from this dis-
tribution, however, these variants are usually more com-
plicated to train.

Baldi and Hornik [338] demonstrated that PCA is
equivalent to a symmetric autoencoder with a linear
activation function. Autoencoders perform nonlinear
dimension reduction without orthogonality assumption
and have enhanced feature extraction capacity if enough
data and computational resources are available. On
the other hand, PCA is simpler, more interpretable,
less prone to overfitting, and computationally cheaper.
Moreover, kernel PCA can also provide a nonlinear di-
mension reduction by applying kernel substitution to
PCA [311].

2.2.2. K-means for clustering
Clustering algorithms group similar data based on

some similitude or distance measurement [17] and are
especially relevant for data mining when little or no pre-
vious knowledge is available. The k-means algorithm
is one of the simplest and most used clustering algo-
rithms. K-means is a centroid-based algorithm that di-
vides data into a pre-defined number of k disjoint clus-
ters, minimizing the Euclidean distance between each
cluster sample and the cluster centroid, which can be
interpreted as the minimization of the variance within
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Figure 4: Autoencoder: the encoder stage compresses the informa-
tion in the latent variables, and the decoder stages decompress it. The
reconstruction error is minimized in self-supervised learning.

each cluster [17]. K-means is very efficient and scales
well for big data but requires the number of clusters to
be pre-defined, and it is sensitive to initialization and
outliers. In SD&V, clustering is mainly used in SHM
for distance-based damage detection.

2.3. Reinforcement learning

Reinforcement learning (RL) is a class of ML algo-
rithms in which an agent interacts with an environment
and learns from the success and errors of these experi-
ences. The agent actions A transform the environment
state S , which generates a reward R, as illustrated in
Figure 5. The agent follows a policy πθ : S → A that
determines what action to take for a given state. The
RL algorithm goal is to find the optimal sequence of ac-
tions that maximize the expected long-term cumulative
reward E[R∑] modeled by the value function [308]. In
engineering applications, including SD&V, the use of
RL to develop adaptive controlling systems is a rapidly
evolving research field, as further discussed in Section
4.2. Although recent outcomes with RL have drawn at-
tention to how these algorithms might be a key part of
the future of artificial intelligence in many applications
[339], it is still scarcely employed in SD&V in com-
parison with the other learning categories. The clas-
sical book by Sutton and Barto [308] explains the RL
methodology, and the article in [339] reviews Deep RL.
An overview of two popular RL algorithms is provided
below: Q-learning, a value-based approach, and policy
gradient, a policy-based approach.

2.3.1. Q-learning
Q-learning is a model-free RL algorithm developed

by Watkins [340] and is one of the most popular value-
based RL algorithms. In Q-learning, the expected fu-
ture reward (or q-value) of an action in a given state is
modeled by the Q-function Q(S t, At) = E[R∑|S t, At].

Action

State

Reward

Agent Environment

Figure 5: Reinforcement learning framework: the agent performs an
action At in an interactive environment, resulting in a change from
state S t to state S t+1 and in a reward Rt+1. The agent learns the actions
that optimize the expected future reward of the system.

The q-value is a combination of the instantaneous re-
ward and the possible future reward of the next states
resulting from action At, assuming a probabilistic sys-
tem evolution with Markov-decision processes. As the
optimal action-value function Qopt satisfies the Bellman
equation, one can iteratively update the Q-function un-
til it converges to its optimal value. A partly random
policy is used to select the actions to update the opti-
mal Q-function, but the optimal policy is learned im-
plicitly during the optimization [308, 341]. A Q-table
commonly represents the Q-function with discrete vari-
ables, whereas using deep NN to approximate the Q-
function shows notorious results with discrete and con-
tinuous action spaces [342, 343].

2.3.2. Policy gradient
While Q-learning searches for the function Qopt that

maximizes the value function, policy-based methods
perform an optimization directly in the action space
[308]. Given that the policy πθ is parameterized by a
set of parameters θ, the policy gradient algorithm seeks
to optimize the parameters that maximize the future ex-
pected reward. The optimization uses an estimate of
the gradient of the future expected reward with respect
to the policy parameters ∇θE(πθ)[R∑], which is usually
given by the REINFORCE algorithm [344]. A com-
mon approach is that the policy is parameterized by an
NN. Although policy gradient can learn a wider range
of problems and is more stable than Q-learning, it tends
to get stuck in local minima and has a high variance due
to the estimate from the REINFORCE algorithm, which
can slow down the learning [308].

2.4. Hybrid and advanced learning approaches
Besides the conventional learning categories, some

hybrid and advanced learning strategies are worth atten-
tion, especially due to their potential to tackle the lack of
labeled data. Hybrid learning combines different learn-
ing approaches, as in the case of self-supervised learn-
ing (e.g., autoencoders) and semi-supervised learning
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described below. Active learning and TL are also out-
lined here as advanced learning strategies, usually used
to enhance supervised learning.

2.4.1. Semi-supervised learning
Semi-supervised learning leverages both unlabeled

and labeled data to improve inference [345]. For ex-
ample, a small set of labeled data points can provide ad-
ditional information to unsupervised algorithms. More-
over, clusters in the input space learned from unlabeled
data can tighten the decision boundaries of supervised
classification problems. For this to be possible, a rela-
tionship between the marginal distribution of the input
and the posterior distribution should exist [345]. The
main application of semi-supervised learning in SD&V
is for SHM problems, where unlabeled data are gener-
ally large, but labeled data are lacking. Semi-supervised
concepts, assumptions, and algorithms are reviewed in
[345].

2.4.2. Active learning
Active learning (AL) [346, 347] is a subcategory of

supervised learning in which the learning algorithm can
select new sampling points to be labeled. The AL’s mo-
tivation is that selecting optimally informative samples
enables the algorithm to achieve greater performance
with fewer labeled data [346]. AL is advantageous in
scenarios where unlabeled data are freely available but
are costly to label. There are many sampling strategies
in AL, and the most popular is to query new samples
where the predictor is least confident [346]. The sam-
pling criteria of AL in SHM applications include the
classifier uncertainty [127], the risk implicated by the
decision making [129], and dubiety from clusters labels
[128].

The AL sampling strategy is often adaptive, mean-
ing the model continuously adapts to new information
acquired [348]. This approach is widely used in prod-
uct design to enhance the construction of accurate surro-
gates of expensive simulations, especially for dynamic
systems with irregular response surfaces, and for de-
sign optimization, in the so-called Bayesian optimiza-
tion [250, 348]. In the surrogate context, AL can sam-
ple from a continuous input space and is not limited to
a finite set of data [348]. Adaptive AL was also used in
[248] to detect and query unseen measurement scenar-
ios, with high prediction variance, from dynamic system
response. In this way, the ML model, a GPR, updates
accordingly to changes in system dynamics, improving
prediction accuracy in an online learning scheme. The
proposed model was applied for active vibration control.

2.4.3. Transfer learning
Transfer learning (TL) is a burgeoning learning

framework in ML that aims to use the knowledge ac-
quired in one or multiple source domains into a related
target domain [349]. In this way, TL reduces the need
for labeled data in the target domain by using the in-
formation learned from the data in the source domain.
Several TL algorithms in the literature [34, 349, 350]
have recently shown great potential to improve the per-
formance of DL models, which require big data. A suc-
cessful example is to use a frozen CNN model trained
in a large image dataset and stack trainable layers on top
of it, training these layers for the new image processing
task [321]. Thus, the new model uses CNN’s previously
learned skills to extract interesting features from the im-
ages. Another approach would be to retrain the original
model using the fine-tuning technique [321]. In SD&V
applications, the main current use of TL is in SHM, as
discussed in Section 3.

3. Structural health monitoring

Structural health monitoring (SHM) is an engineer-
ing area that covers detecting and diagnosing recipient
failures and predicting the remaining useful life (RUL)
of engineering structures based on measurements. The
benefits of SHM are manifold and well known for struc-
tural reliability and integrity management, as the em-
ployment of SHM can help avoid catastrophic failures
and define a maintenance schedule to optimize service
time. The widespread deployment of low-cost con-
nected sensors favors using data-driven methods over
physical-based models in SHM applications [36]. In ad-
dition, physical-based models usually struggle to repli-
cate the operating conditions of complex dynamic sys-
tems, and their costly computations are prohibitive for
online monitoring [39]. On the other hand, data-driven
methods can extract damage-related knowledge from
data while handling its intrinsic uncertainties [36].

Due to ML capabilities of inferring knowledge from
data, ML-based SHM has established itself as a ma-
jor research topic, decreasing the dependency on expert
judgment and increasing the accuracy and degree of au-
tomation on damage detection and assessment [34, 40].
Furthermore, most SHM methods rely on measurements
of the system’s dynamic response, such as vibration sig-
nals and acoustic emissions, which can be easily moni-
tored online during operation and are sensitive to dam-
age on a global level, without requiring knowledge of
the exact damage location. Therefore, the joint field
of ML and vibration- and acoustic-based SHM is broad
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[37, 41], being the most extensive and consolidated use
of ML in SD&V.

Although traditional ML algorithms enabled some
level of automation in damage detection compared to
knowledge-based approaches, they still heavily rely on
handcrafted methods to unveil damage-sensitive fea-
tures [34, 36]. Moreover, the most informative set
of features is often unknown in real-life scenarios, es-
pecially for complex cases with little domain knowl-
edge. Because of that, DL has been increasingly applied
to automatically perform high-level feature extraction
[30, 42]. Furthermore, Lei et al. [34] states that tradi-
tional ML is unsuitable for large datasets, with which
DL generalizes best. Although DL can further automate
and improve damage diagnosis and prognosis, its appli-
cation is still limited to cases where large datasets and
training time are available. The different workflows of
traditional ML and DL in SHM are illustrated in Figure
6.

ML-based SHM faces two major challenges. The
first is the limited availability of labeled data since ma-
chines and structures usually operate in healthy condi-
tions, and labeling abnormal data is costly. The second
challenge is the environmental and operational variabil-
ity (EOV) that also changes the structural dynamic re-
sponse, making it more difficult to identify damage ef-
fects on the data [43, 44]. The different levels of com-
plexity in SHM for rotating machines and bridges il-
lustrate these challenges. The data availability of ro-
tating machines is usually higher than for bridges once
they are often monitored and have similar counterparts.
Moreover, the failure modes of rotating machines are
well-defined and well-correlated with vibration signa-
tures, making it easier to label damage [43]. The operat-
ing and environmental conditions of rotating machines
also are usually more controlled. Consequently, there
are many successful industrial applications of SHM for
rotating machinery, also known as condition monitoring
[37, 43, 45]. On the other hand, bridges are commonly
not entirely monitored, have a unique design, and their
damaged response is unknown. Additionally, their exci-
tation sources, such as traffic load and seismic activity,
as well as environmental conditions, can vary consider-
ably in an uncontrolled way.

The difficulty of the SHM problem also increases ac-
cording to the prediction goal, as defined by Rytter’s
hierarchy [46]:

• Level 1 - Damage Detection: identify the presence
of damage.
• Level 2 - Damage Location: locate the damage.
• Level 3 - Damage Assessment: estimate the sever-

ity and/or class of damage 2.
• Level 4 - Damage Prognosis: forecast health con-

dition, such as RUL.
As the level in Rytter’s hierarchy increases, it is like-
wise more costly to label the data, and thus, the datasets
are more scarce. Furthermore, the performance of the
higher levels usually depends on the previous levels
[35], so the literature is uneven among the levels.

This section aims to overview ML-based approaches
of SHM in SD&V, stating their merits in face of the
challenges and complexity levels. Section 3.1 defines
the basics of data processing, feature extraction, and
feature selection methods suitable for data of dynamic
system response. Sections 3.2 to 3.5 review ML ap-
proaches applied to each level of Rytter’s hierarchy.
Section 3.6 introduces current trends to overcome the
scarcity of labeled data. Finally, Section 3.7 summarises
and discusses the strengths and limitations of the main
ML algorithms used in SHM.

For further details on ML-based SHM, the reader is
encouraged to consult the wealth of reviews dedicated
to the topic [30–35]. The reviews in [36–38] focused
on DL-based SHM. An informative overview of SHM
based on monitoring structural vibrations and waves is
presented in [43]. The book by Farrar and Worden
[40] hands over in-depth aspects of ML-based SHM,
such as data acquisition, data processing, and ML al-
gorithms. Reviews are also available for specific appli-
cations, such as for rotating machinery [37, 45], civil
engineering [47–50], bridges [51], and earthquake en-
gineering [29].

3.1. Data processing and features extraction
The accuracy of the ML damage prediction strongly

depends on the quality of the data provided, so proper
data acquisition, signal processing, and feature extrac-
tion and selection are crucial. Even DL algorithms,
which may handle raw data, can improve their accu-
racy and efficiency with data preprocessing. Many tech-
niques are employed to improve vibration and acous-
tic data representation for SHM. The first step is proper
data acquisition, including the definition of sensor type,
number, and location. Moreover, data should be ac-
quired under the different expected environmental and
operational conditions so that the impact of EOV can
be statistically quantified [43]. Since this is often un-
feasible, the ML must be designed to be robust to the
EOV. Data normalization techniques also help to mit-
igate the EOV effects in the data to a certain degree

2The original Rytter’s hierarchy in [46] only accounts for damage
severity at Level 3
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Figure 6: Structural Health Monitoring workflow: in the traditional ML approach, feature extraction and selection are handcrafted and followed by
an ML model (a); Deep learning models perform end-to-end predictions by automating feature extraction and selection (b).

[44, 52]. Sohn et al. [53] summarize many aspects of
data acquisition and processing in SHM.

In SD&V applications, performing data domain
transformation is often helpful once vibration and
acoustic signals are commonly better represented in fre-
quency or time-frequency domains. Representations on
the frequency domain are suitable for stationary signals
and can be obtained with fast Fourier transform, mul-
tiple signal classification, and bispectrum analysis [54–
56]. Time-frequency or wavelet domain is convenient
for non-stationary signals and can be obtained with dis-
crete wavelet transform, wavelet packet transform for
noise reduction and adaptive resolution [57, 58], Morlet
wavelet [59], short term Fourier transform [60], Hilbert-
Huang transform [60], empirical model decomposition
[61], among others [56, 62].

Feature extraction can also be performed in the time
domain (e.g., root mean square, skewness, kurtosis, and
autoregressive coefficients), in the frequency domain
(e.g., power bandwidth, harmonics, and spectral skew-
ness), and in the time-frequency domain [56]. Other
feature extraction methods used in SD&V problems in-
clude multi-domain statistical feature [63], compressed
sensing techniques [57, 64] and histogram of oriented
gradients for vibration images [65]. As irrelevant or
redundant features and high-dimensional inputs might
worsen the predictor performance, feature selection is
usually performed along or after feature extraction [34].
ML algorithms for dimension reduction can also be em-
ployed to perform feature extraction and selection [37].

Varanis and Pederiva [66] compared them in an SHM
context and concluded that linear discriminant analysis
is suitable for non-stationary cases, PCA is convenient
for stationary signals, and independent component anal-
ysis for problems with combined faults. Some ML al-
gorithms, such as decision tree-based and LASSO algo-
rithms, implicitly select relevant features [35].

As DL can automate these stages for large datasets,
handcrafted feature extraction and selection are mainly
used by traditional ML. Additionally, unsupervised DL
algorithms can be used to automatically perform feature
extraction and dimension reduction and then be stacked
with traditional shallow ML to output the final predic-
tion. This configuration has been increasingly explored
in SHM, either for unlabeled datasets [67, 68] or labeled
datasets [58, 69–72]. Autoencoders and their variants
are the most commonly used algorithms in this frame-
work.

3.2. Damage detection (level 1)

Damage detection is the most fundamental level of
diagnosis for identifying whether the signal is healthy
or unhealthy. In SD&V, the damage is usually assumed
to change the system’s dynamic response, allowing the
presence of damage to be identified by monitoring de-
viations from normal conditions. This approach can be
carried out using unsupervised learning, making dam-
age detection widely applicable to real-life problems.
Given the data availability in level 1 and its importance
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as a foundation for subsequent Rytter’s levels, there is
rich literature on damage detection.

Anomaly detection algorithms identify outliers or ab-
normal conditions using unlabeled data and, therefore,
are conveniently used for damage detection. How-
ever, the challenge in anomaly detection is to detect
the damage while being robust to EOV and data noise,
which can also be detected as an outlier, leading to
false-positive predictions and unnecessary maintenance
[73, 74]. The review in [75] classifies anomaly de-
tection algorithms as domain-based, e.g. one-class
SVM [76, 77]; distance-based, e.g. k-means and k-nn
[78]; probabilistic-based, e.g. Gaussian mixture model
(GMM) [79] and reconstruction-based, e.g. SOM [80],
PCA [73, 74, 79], and autoencoders [67, 81]. Markou
and Singh reviewed anomaly detection algorithms with
a statistical approach [82] and an NN-based approach
[83].

Vos et al. [76] performed anomaly detection based on
only-healthy data using a one-class SVM and reported
that the prediction accuracy improved by using features
extracted by LSTM for consecutive time series and sta-
tistical features for non-consecutive time series. In [78],
k-nn was trained with only-healthy data from a popula-
tion of centrifugal fans while reducing the dataset size
and computational time by selecting the most repre-
sentative samples from various operational conditions.
The approach led to an accurate detection of distinct
anomalies with an indication of fault severity. SOM-
based anomaly detection using statistical features from
only-healthy data or mixed data was implemented in
[80]. When the unlabeled data include healthy and non-
healthy measurements, the problem of inclusive out-
liers should be considered [43]. To address this issue,
Dervilis et al. [84] introduced a robust multivariate sta-
tistical method to reveal outliers and aid in selecting ro-
bust features.

Many anomaly detection algorithms have also deliv-
ered predictions robust to EOV. Reconstruction-based
ML has been found to improve the accuracy of dam-
age detection by isolating structural changes due to
damage from EOV effects [73, 74, 79, 85]. PCA has
been applied to consider the linear [73] and nonlin-
ear [74] effects of environmental changes in the fea-
tures extracted from a one-year-long vibration dataset
of a bridge. Long-term bridge monitoring was also ad-
dressed in [351] using k-means clustering to identify
structural and sensor damage. In [79], nonlinear PCA
and GMM performed better than linear damage detec-
tion algorithms in the long-term monitoring of bridges
under unknown sources of variability. According to
[82], GMM performs well with limited training data

and can be used in a probabilistic framework but suf-
fers from the curse of dimensionality with high dimen-
sional feature space. In [85], nonlinear factor analysis
was used as an unsupervised NN-based method to learn
the latent structure of damage features separated from
EOV effects and to classify damage based on the recon-
struction error. Santos et al. [77] proposed four kernel-
based unsupervised algorithms to detect linear and non-
linear damage in a framed structure considering EOV.
The kernel-based models were fed in with features ex-
tracted from autoregressive models and performed bet-
ter than benchmarked algorithms.

DL-based anomaly detection has also been imple-
mented successfully in the literature. In [86], wind
turbine anomalies were detected based on the recon-
struction error of deep autoencoders. Similarly, aircraft
fault was detected in [67] by deep autoencoders using
multi-sensor raw time series as the dataset. After de-
tecting the fault, a clustering algorithm was employed
for fault disambiguation. Recently, Michau and Fink
[81] used unsupervised transfer learning in anomaly de-
tection problems to take advantage of information from
other fleet instances whose data was sampled under dis-
tinct environmental and operational conditions. The
article used an adversarial DL architecture to identify
domain-independent features and integrate them with
an extreme learning machine to perform anomaly de-
tection.

Supervised algorithms are also applied for robust
damage detection. For instance, Laory et al. [87] used
supervised algorithms to study structural damage detec-
tion of a bridge with EOV based on the prediction of
its natural frequencies. The study found that including
temperature and traffic loads as input of the algorithm
improves the accuracy of natural frequency prediction.
Additionally, RF and SVM outperformed MLP, deci-
sion tree, and multiple linear regression in this task. In
[88, 89], damage detection in bridges under EOV was
performed using variational mode decomposition to re-
move seasonal patterns from frequency signals before
applying RNN prediction. The publications in subse-
quent sections also perform damage detection, implic-
itly or explicitly, as the diagnosis of levels 2 to 4 de-
pends on whether the damage was detected.

3.3. Damage location (level 2)
The second level of damage diagnosis is to locate

the damage, enabling better inspection and maintenance
routines. For this level of diagnosis, supervised learning
is generally required.

Fuentes et al. [43] suggests that acoustic emissions
are suitable for non-intrusive damage location as the
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difference between time-of-flight of the sensors can be
used to localize the source of the unhealthy signal. This
methodology was implemented in [90], where a GPR
was trained to map artificial damage sources while auto-
matically selecting active sensors. Janssen and Arteaga
[54] used acoustic measurements to locate a plate’s fail-
ure and investigated data processing and augmentation
methods. However, this approach requires multiple sen-
sors relatively near the structure.

In non-rotating structures, the damaged structural re-
sponse is usually studied by simulations or experiments
that consider stiffness reduction, losing connections, or
added mass to represent the damage [48]. According
to the review of SHM in civil engineering in [48], two
approaches are more common for damage detection and
location. In the first approach, known as parametric,
the natural frequencies and mode shapes of the struc-
ture are used as features for classifiers such as MLP and
neuro-fuzzy system [91, 92]. In the non-parametric ap-
proach, PCA or autoregressive models perform feature
extraction, and a classifier predicts the damage location
[93, 94].

Papatheou et al. [95] added masses at different panels
of an aircraft wing to simulate damage effects and accu-
rately predicted the damage location with an MLP, even
with test data from real saw-cut damage. Abdeljaber
et al. [97] used compact and fast 1D CNN to enable
real-time detection and location of failure at the joints
of a framed structure. In [69], a sparse autoencoder ex-
tracted features from the vibration signals of an induc-
tion motor and was stacked with a dropout NN to locate
the damaged component.

3.4. Damage assessment (level 3)
Damage assessment aims to define the damage sever-

ity or the damage mode. Effective diagnosis of multi-
ple health state classifications is still challenging, espe-
cially as labeled data is rare as it usually requires expert
judgment to label. The difficulty increases with system
complexity, sensory data heterogeneity, strong ambient
noise, and working condition fluctuations.

A great part of the literature on damage assessment
is applied to rotating machines, as their vibration sig-
natures are well-known and can correlate with damage
mode and severity. Gecgel et al. [55] compared tradi-
tional ML and DL approaches to classify the severity of
gear tooth crack based on simulated-based vibration sig-
nals with added noise. The accuracy of shallow SVM,
RF, and decision tree algorithms using handcrafted fea-
tures was inferior to the prediction accuracy of CNN and
LSTM. Many techniques to encode vibration signals
into images were tested to generate inputs for the CNN,

but raw vibration signals reshaped as a 2D matrix led
to the most accurate prediction. On the other hand, Jing
et al. [63] trained a 1D CNN to classify gear fault modes
and showed that the accuracy improved considerably
when the data were in the frequency domain in com-
parison to raw input or uni-dimensional time-frequency
signals. In addition, the 1D CNN reached higher ac-
curacy than MLP, SVM, and RF. In [70], a stacked de-
noising autoencoder and a softmax layer were employed
to classify bearing damage mode under variable opera-
tional speed and ambient noise, achieving more accurate
and robust prediction than SVM, RF, and other autoen-
coder architectures, but requiring longer training time.

Tao et al. [71] used DBN with unsupervised pre-
training and supervised fine-tuning to classify bearing
fault modes. The DBN efficiently adapted multi-sensor
data fusion and provided higher accuracy than SVM, k-
NN, and MLP. Similarly, [98] used the weights of a pre-
trained DBN to initialize and fine-tune an MLP, which
outperformed SVM in identifying combined faults from
bearings and gears in a gearbox. In both [71, 98], hand-
crafted extracted features are used as input for the DBN.
Yu et al. [99] also reported improved accuracy of DBN
over traditional ML when diagnosing sensor faults, ac-
tuator faults, and system faults of wind turbines. Li et al.
[58] implemented a method to merge acoustic emis-
sion and vibration signals by extracting the signal fea-
tures through deep Boltzmann machines and merging
them with an RF, showing improved accuracy in classi-
fying many gearbox damage conditions in comparison
to other shallow and deep ML algorithms. Booyse et al.
[68] used only healthy vibration data to detect and clas-
sify damage and to predict the health index in rotating
machines. Order tracking preprocessing was applied to
normalize the data with respect to rotational speed and
the time-synchronous average over the recording pe-
riod. GAN and variational autoencoder were employed
during the unsupervised learning, being that GAN pre-
sented the best performance.

According to the review in [48], damage assessment
for civil structures usually relies on simulated data to
work around the lack of labeled data on damage severity
and mode. In [96], the severity of corrosion on bridges,
characterized by the thickness reduction, is predicted
with NN trained on data from finite element method
(FEM) impact simulations. Hakim et al. [91] imple-
mented an NN ensemble to accurately predict damage
location and severity in an I-beam structure using the
structure mode shapes as inputs.
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3.5. Damage prediction (level 4)

Health prognosis analyses aim to forecast the degra-
dation curve and the RUL and, therefore, can poten-
tially enable maintenance schedule optimization with
reduced downtime and safe operational conditions. Re-
views on the approaches to evaluate RUL are provided
in [100–102], mainly focusing on machinery condition
monitoring. According to Lei et al. [100], health prog-
nosis can be divided into four stages: data acquisi-
tion, health index construction, health stage division of
healthy/unhealthy stages of the health index degradation
trend, and RUL forecast, which is defined generally by
a threshold applied to the degradation trend curve. The
review also reveals that NNs and SVMs are the most
used ML algorithms in health prognosis literature, fol-
lowed by GPR and neuro-fuzzy systems [100].

A big challenge in health prognosis is that run-
to-failure data are rare. When historical degradation
data are available, ML algorithms can predict the RUL
based on online-sensor data and operational conditions.
Gugulothu et al. [103] proposed RNN-based algorithms
for predicting RUL that do not rely on assumptions on
the degradation trend. Additionally, these algorithms
are robust to noisy and missing data and can capture
multi-sensor temporal dependencies. The RNN gener-
ates embeddings for the multivariate sensor signals that
are clean from noise and can be compared to health em-
beddings to estimate the RUL. For example, an LSTM
was implemented in [104] to predict RUL curves with
uncertainties using a turbofan benchmark dataset, out-
performing CNN and other RNN-based algorithms. In
their study, Zhao and Yuan [105] implemented a CNN
that detects and classifies bearing damage and predicts
RUL in real-time. To improve the accuracy of the
predictions, the algorithm uses an online adaptive de-
lay correction method. Other examples of NN-based
RUL predictors include semi-supervised algorithms us-
ing variational autoencoder and RNN [106], as well
as LSTM with dimension reduction methods for multi-
sensor data [107].

Goebel et al. [108] compared the RUL prediction per-
formance of relevance vector machine, GPR, and NN
for RUL and reported that RUL predictions strongly rely
on health index predictions, which were significantly
different among the algorithms. Benkedjouh et al. [109]
employed nonlinear feature reduction and SVM to per-
form online RUL prediction of bearings based on the
current health index estimation and on the degradation
model fitted offline. In [110], a hybrid model with NN
and GPR was applied to predict fatigue failure time with
adaptive confidence interval. The adaptability potential

of the GPR makes them appropriate for RUL predic-
tion problems, whereas the dataset is small, as noted
in [100]. Neuro-fuzzy systems, which use engineering
knowledge and statistical information from data-driven
methods, have also shown promise as RUL predictors.
Chen et al. [111] used an adaptive neuro-fuzzy infer-
ence system (ANFIS) integrated into a high-order state
space model to predict the probability density function
of RUL from a planetary gear carrier plate.

Stender et al. [112] approaches the acoustic brake
squeal problem in two steps: brake NVH assessment
and brake squeal prediction. First, short-time Fourier
transform and data augmentation techniques are em-
ployed to create an augmented image database to train a
CNN. The CNN accurately classifies brake noise and in-
dicates when and at what frequency it occurred. In the
second task, the problem parameters over time are the
inputs of an LSTM that predicts when the squeal will
occur. However, this methodology performed poorly
when predicting a different brake configuration. TL
algorithms for heterogeneous populations, outlined in
Section 3.6.3, could be employed to overcome this is-
sue.

Similarity models can be used when run-to-failure
data from similar structures are available [72, 113]. Liao
et al. [72] used an enhanced Restricted Boltzmann Ma-
chine algorithm to extract and select features mono-
tonically related to the degradation and a SOM algo-
rithm to aggregate the features into a health index. The
RUL prediction was based on the similarity with other
degradation curve patterns. The authors claimed that
the method is suitable for monitoring incipient dam-
ages that can lead to sudden failure. An unsupervised
approach to RUL prediction based on similarity is the
encoder-decoder LSTM implemented in [114]. This
method predicts the health index curve based on the au-
toencoder reconstruction error and estimates the RUL
based on the similarity of the curve predicted with train
instances without making assumptions on the degrada-
tion trend.

3.6. Current trends in ML-based SHM

Recently, some approaches to tackle the lack of la-
beled data in SHM have gained prominence, as out-
lined below. Further discussion on the current and fu-
ture trends of SHM is found in [34].

3.6.1. Hybrid models
Hybrid models, also known as grey-box models, inte-

grate physics-based and ML-based models to decrease
the need for data, enable the inclusion of scenarios not
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available in the dataset, and increase interpretability
while still learning from real measurements. Ritto and
Rochinha [352] constructed a hybrid model calibrated
with measured and simulated data to identify damage
severity and location in a bar structure. Abbiati et al.
[124] implemented a hybrid model to detect Euler buck-
ling failure in a beam using GPR and AL to assess struc-
tural reliability. Zhang and Sun [125] trained an NN
guided by FEM results to improve generality and phys-
ical consistency in damage detection. Discussion and
examples of physics-informed ML for SHM are found
in [39]. Cross et al. [353] recently reviewed physics-
guided ML for SHM applications.

3.6.2. Semi-supervised and active learning
In many SHM scenarios, unlabeled data are available,

but labeled data are scarce. Semi-supervised learning is
an appropriate approach in these cases, as it takes ad-
vantage of both labeled and unlabeled data. Bull et al.
[126] implemented probabilistic damage classification
using a GMM trained with labeled data and updated
using the unlabeled data and Expectation Maximisa-
tion algorithm, showing improved accuracy compared
to solely supervised learning. Yoon et al. [106] per-
formed RUL prediction in a semi-supervised framework
by using the latent variables generated by a variational
autoencoder, which was unsupervised trained with all
available data, as input to the supervised learning of an
RNN.

AL is also an appropriate approach when it is possible
to actively query and label samples that maximize the
information learned, reducing the total number of labels
needed. Bull et al. [127] initialized the damage diagno-
sis problem with a one-class GMM for anomaly detec-
tion, and, as new clusters were discovered, the model
adapted to a multi-class algorithm, enabling damage as-
sessment. The probabilistic output of the model guided
the sampling strategy, and the model was updated with
the new labeled data. Alternatively, Bull et al. [128] pro-
posed a hierarchical sampling for AL through a cluster-
adaptive algorithm and achieved performance compa-
rable to supervised learning while using only a portion
of the labeled data. The probabilistic AL framework
implemented in [129] guided the sampling strategy to
minimize the risk of a decision based rather than maxi-
mizing accuracy.

3.6.3. Population-based SHM
Accurate and robust damage assessment and forecast

depend on labeled data with a representative number of
samples from different damaged states and environmen-
tal and operational conditions, which is often unfeasible

in real-world applications. Population-based SHM (PB-
SHM) offers a potential solution to this issue by trans-
ferring damage information and inference between sim-
ilar instances of a population [130]. PBSHM assumes
that the information learned in the source domain with
labeled data can be reused in the target domain where
labeled data are scarce or unavailable [34], similar to
the concept of TL in Section 2.4.3. The foundations
of PBSHM were recently reviewed in the series of ar-
ticles in [131–134]. According to the comprehensive
PBSHM introduction by Worden et al. [130], the appli-
cations can be categorized between homogeneous pop-
ulation, in which the instances are nominally-identical,
and heterogeneous population, in which the instances
are different but share some similarities. Similarly, Lei
et al. [34] categorizes TL in SHM as transfer in identical
machines or across different machines.

In homogeneous PBSHM, the structures in the popu-
lation are pair-wise structurally equivalent but are sub-
ject to a degree of variability in their parameters and en-
vironmental and operational conditions [130, 131], e.g.,
a unit of a wind turbine fleet. According to [130], the
entire homogeneous population can be generalized by a
model that approximates the overall expected behavior
of the population. GPRs are well-suited for this purpose
because they provide mean predictions, expected popu-
lation response, and variance predictions, including the
response of the individual units of the population [130].
This approach was applied in [131] for similar struc-
tures that have different uncertain parameters and load
conditions.

Alternatively, TL can share information from one in-
stance to another, considering that their data belong
to different distributions [34]. Lei et al. [34] presents
approaches to transfer information on aspects shared
by source and destination distributions for both homo-
geneous and heterogeneous populations. The feature-
based approach, also known as domain adaptation, is
the most used to reduce the discrepancies in the fea-
ture distributions between source and target domains.
This is achieved by mapping the features into a latent
space with shared features [34, 135]. Subsequently, the
ML algorithm is trained with source-domain data in the
adapted domain with minimized discrepancies where
the ML can also be applied to the target domain data.
The feature-based approaches include transfer compo-
nent analysis, joint domain adaptation, deep TL, trans-
fer factor, and subspace alignment, with recent appli-
cations in machinery monitoring reviewed in [34]. Lei
et al. [34] also surveyed applications of GAN-based,
instance-based, and parameter-based TL in PBSHM.

Heterogeneous PBSHM faces the challenge of trans-
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ferring damaged knowledge between structures with
substantial distribution discrepancies and, in view of
this, has fewer implementations in the literature [34].
In [135], several feature-based approaches were used
for heterogeneous PBSHM to detect and locate damage
in building structures, outperforming a classic classi-
fier. Gardner et al. [136] performed heterogeneous PB-
SHM to locate the damage on an aircraft wing using an
unlabeled dataset and transferring damage-location in-
formation from another aircraft wing. They evaluated
the structural similarities between the wings by creat-
ing graphical representations to identify common sub-
graphs and applied balanced distribution adaptation to
map the target and source domains to the common do-
main. A k-nn classifier was trained in the common do-
main with the source-domain data and achieved 100%
accuracy when applied to the target dataset. Heteroge-
neous PBSHM developed from feature-based TL and
graph representation that identifies structural similari-
ties is also analyzed in [132, 134].

3.7. On the merits of ML-based SHM algorithms

This section outlined the wealth of ML algorithms
and approaches for feature extraction and damage pre-
diction in SHM and SD&V. It is then pertinent to
draw comments on the main algorithms used and their
strength and drawbacks in SHM applications. Gener-
ally, the traditional ML approach is convenient for small
datasets and cases where domain experts know an ap-
propriate set of damage-related features. On the other
hand, DL algorithms are more convenient for large-
scale data and end-to-end prediction with automated
feature extraction, reducing the need for expert knowl-
edge. The complexity of the ML model required typ-
ically increases with the complexity of the problem at
hand. Therefore, DL models predominate in the upper
levels of Rytter’s hierarchy. Furthermore, according to
this review, the most popular ML algorithms in SHM
are SVM, MLP, CNN, and RNN for supervised learn-
ing, and PCA and autoencoders for unsupervised learn-
ing.

SVM is a popular algorithm in SHM due to its ability
to excel in data-efficient classification and its applica-
bility to unsupervised anomaly detection as a one-class
SVM [77, 115]. As SVM maximizes the distance be-
tween the healthy and unhealthy classes, it tends to gen-
eralize well even for small datasets and feature space not
thoroughly sampled. However, SVM may not be suit-
able for large datasets and is sensitive to the choice of
kernel and hyperparameters. A review of SVM applied
to SHM is provided in [115]. Shallow NNs are also

widely used in SHM as they can model complex func-
tions and support supervised and unsupervised train-
ing; However, they may not generalize well for small
datasets and have a long training time. It is worth not-
ing that both SVM and NN are not interpretable.

Conversely, decision trees, naive Bayes classifiers,
and k-nn are interpretable and well-suited to investi-
gate rules and physical meaning in damage diagnosis.
These algorithms also deal better with discrete inputs
than SVM, ANN, and DL [37]. However, k-nn requires
much memory with large datasets and is sensitive to im-
balanced distributions [100]. As decision trees usually
lead to high-bias predictions, RF is a popular alterna-
tive that improves the generalization capability of deci-
sion trees while sacrificing some of their interpretability.
The naive Bayes classifiers are prone to poor accuracy
as they assume independent features. K-means cluster-
ing is employed mainly for unsupervised damage detec-
tion and fault disambiguation. GPR is commonly ap-
plied with small datasets and for problems that require
an adaptive model or the prediction of the confidence
interval.

Because of their well-known capabilities for extract-
ing spatial features, CNNs are the most prominent al-
gorithm in vision-based SHM [31, 116]. As time series
also presents a spatial relation, i.e., the position of the
data in the temporal dimension is relevant information,
they are also appropriate inputs for a CNN. Many tech-
niques to encode time series to images while preserv-
ing their spatial relationships are used to enable con-
ventional 2D CNN. Examples of encoding techniques
include the omnidirectional regeneration [65], Gramian
angular field, Markov transition field [55], or wavelet
transform to provide spectrograms [55, 64]. Moreover,
using 1D CNNs allows time series to be directly pro-
cessed to perform vibration-based SHM [63, 116, 117,
119–122]. Besides dismissing data transformation, 1D
CNNs are simpler and smaller than 2D CNN, requir-
ing fewer data and shorter training time, which enables
real-time monitoring [97, 118, 123]. According to [34],
ResNet architectures have similar advantages as CNN
in SHM but possibly perform better for complex and
variable operating conditions.

RNNs and their variants are proper candidates for
SHM applications as they are designed to handle se-
quential data. Furthermore, RNNs were robust to EOV
when applied along data normalization [88, 89]. As
RNNs are computationally expensive and require more
expertise to implement and train, their use is usually jus-
tified for complex SHM problems, especially for dam-
age forecast [104, 106, 107, 112, 114].

Other DL algorithms, such as deep Boltzmann ma-
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chines and DBN, have also been applied in SHM [99,
354]. These algorithms allow pre-training with unsu-
pervised learning of their layers, followed by supervised
fine-tuning [30, 34, 37]. Fu et al. [354] applied DBN
for cutting state monitoring and showed improved accu-
racy compared to traditional ML, as well as better data
separability performance than PCA. DBN-based models
also performed better than traditional ML and other DL
models in [71, 98, 99]. The pre-training phase allows
DBNs to avoid common problems from backpropaga-
tion, such as gradient vanishing and getting stuck with
local minima, but they require large datasets and train-
ing time [34].

Unsupervised dimension reduction is applied in all
SHM levels, usually as a data preprocessing step to au-
tomate feature extraction and selection. PCA is the most
popular algorithm for linear dimension reduction and is
often used to select handcrafted extracted features. On
the other hand, autoencoders can extract more complex
features from raw data and perform nonlinear dimen-
sion reduction, but are data-demanding and can learn
unnecessary information [37]. Often the features ex-
tracted by autoencoders and PCA are the inputs for a
supervised ML algorithm that performs damage diag-
nosis [70, 355]. Furthermore, the reconstruction errors
of PCA and Autoencoders can be used for damage de-
tection solely based on unsupervised data [67, 86]. It
was also observed that nonlinear dimension reduction
algorithms, such as autoencoders and kernel PCA, are
more suitable for detecting damage under EOV, as EOC
can have nonlinear effects on the system response.

4. Active control of noise and vibration

Active control is the area of study that aims to model
dynamic systems and design control mechanisms to
guide the system behavior to the desired state. Active
vibration control (AVC) of flexible structures is crucial
for ensuring the safety, comfort, and precision of var-
ious structures, including vehicles, aircraft, machines,
and buildings[356–358]. Active noise control (ANC)
or noise-canceling is a subject of longstanding research
that is based on destructive interference to reduce noise
levels [359]. The growing importance of user comfort,
ergonomics, and NVH performance during product de-
velopment [360] increases the efforts to control vibra-
tion and noise. The need for AVC and ANC is higher in
low-frequency ranges, where the application of passive
control is limited [137]. As such, this section explores
ML algorithms applied in the active control of noise
and vibration, with a focus on system identification,

reduced-order modeling, sensor and actuator placement,
and adaptive control design.

Active control and ML are deeply correlated fields,
both of which rely on data-driven approaches that have
been accelerated by the popularization of sensors, IoT
devices, and improvements in signal processing and
computational power. In addition, ML algorithms can
be applied in several stages of the control system, as
analyzed in [22, 361]. An extensive but not exhaus-
tive number of applications of ML in ANC and AVC
is illustrated in Figure 7. Brunton’s series of videos,
named “Data-driven control with machine learning”
[144], covers overall aspects of ML applied in active
control. The least mean square (LMS) filter is a ba-
sic linear ML algorithm widely used in active control to
estimate the state and controller parameters. More ad-
vanced ML algorithms, especially NN, are also popular
for modeling and controlling nonlinear systems where
linear control theory can fail. However, when feasible,
linear control methods are prioritized because of their
shorter response time and well-developed linear control
algorithms.

Back in the 1990s, many NN applications in active
control had already been identified with three usual con-
figurations [138–140]: NN-based model predictive con-
trol, in which an NN black-box models the forward dy-
namics of the system [141]; as an NN-based model-free
controller [142]; and in NN-based model reference con-
trol, where NN models the plant and optimizes the con-
troller parameters [143]. The first and third configura-
tions use NN in the system modeling stage, while the
second and third configurations use NN to learn the op-
timal controller design.

The following subsections outline these and other ap-
plications of ML in ANC and AVC. Section 4.1 reviews
the application in dynamic system modeling, specifi-
cally in system identification and reduced order mod-
eling. Section 4.2 overviews ML use in controller de-
sign. Finally, Section 4.3 summarises the merits of ML
algorithms in active control in SD&V.

4.1. Dynamic system modeling with ML
A big part of active control theory relies on model-

based control techniques in which control needs to
have a mathematical model of the physical system, as
in model predictive control and linear optimal control
[361]. However, in practical situations, there are two
main obstacles:
• The physical model of the system is unknown, or

the model parameters which fit the system equa-
tion are unknown. In this case, system identifica-
tion techniques are required.

18



Disturbance 
Specification

System Performance
objectives

Sensor and Actuators 
Selection and Placement

System 
Identification

Model Controllability/ 
Observabillity

Model 
Reduction

Controller 
Design

Sensors/Actuators 
dynamics

Digital 
Implementation

Iterate to 
optimize 

performance 
objectives

Closed Loop 
System

Evaluation

a 

d e

Plant
NN-based 

Inverse Model Adaptive NN 
filter

Path

Machine
 Learning 

Learning 
Algorithm

Plant

b

Plant

c

MPC

Optimization

ML Plant Model

f g

Plant

Controller
Genetic 
Algorithm 

Offline Optimization

Action

State

Reward

(Agent)
RL Controller

(Environment)
Plant

Figure 7: Applications of active control of vibrations and noise powered by ML. (a) Active control workflow highlighting with red shadow the
process that can use ML; (b) Scheme of ML training in system identification problems; (c) Model predictive control based on ML-model; (d)
Controller design using NN-based inverse model; (e) Active control using adaptive NN filter to define control parameters; (f) ML control using
heuristic methods to optimize control structure and parameters; (g) Reinforcement learning applied to active control.

• The physical model is known, but its complexity is
unfeasible for real-time control applications. Then,
reduced order modeling is needed.

4.1.1. System identification
System identification (SI) refers to the set of tech-

niques that use measured data of a system to model the
relationship between the input and output of the system.
This description relates to the ML definition of infer-
ring model from data [145, 361]. In fact, some classical
SI techniques, such as the eigensystem realization algo-
rithm, Kalman filters, and linear parameter varying, can
be considered an early form of ML [199]. From this, it
can be reasoned that modern ML methods are used for
complex and nonlinear SI.

Nonlinear autoregressive exogenous models (NARX)
are widely used to model stochastic nonlinear dynamic
systems in control and can be formulated based on ML
models [146]. ML-based NARX avoids the problem of
determining the model structure faced by classic NARX
in the polynomial form [147]. Ljung et al. [145] ana-
lyzed the similarity of DL and SI concepts and showed
that NNs can be described as NARX models. The se-
quential dynamic structure of RNNs is also suitable for
being employed as a NARX [148]. Recently, NARX

based on dynamic GP [149] and polynomial chaos ex-
pansions (PCE) [150] were developed with the advan-
tage of providing confidence intervals [147].

Autoregressive models such as NARX are well suited
for model predictive control as they can predict n-steps
ahead. Model predictive control uses the predicted sys-
tem response, based on the plant model, to optimize the
control signal over a finite-time horizon in relation to
the control cost function, using a feedforward config-
uration. NN-based predictive control was applied for
vibration control of a tall building using active tuned
mass damper [151], combining good aspects of pole-
placement and neuro-fuzzy control. NN-based predic-
tive control implemented for vehicle active suspension
control is found in [152–154].

Several control approaches work with the state-space
representation of the system, which is usually con-
structed based on first-principle knowledge of the sys-
tem dynamics [146]. Kalman filter is used to estimate
state variables in a linear system, while the variants ex-
tended Kalman filter and the unscented Kalman filter are
nonlinear state estimators [362]. These state estimators
are largely applied in SD&V, such as for SI in vehicle
dynamics [155]. The augmented Kalman filter proposed
in [156] includes the identification of unknown forces
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in structural dynamics, as demonstrated in the applica-
tion to rotor dynamics [157]. Recent developments with
ensemble-based estimators such as ensemble Kalman
filter [363] and particle filter [364] should be considered
for non-Gaussian state-space models, as implemented in
[158] for a highly nonlinear mass-spring oscillator.

Nonlinear state-space models can also be obtained by
ML black-box models [159]. For instance, Ljung et al.
[145] implemented an LSTM to identify a nonlinear
state-space model. GPRs have been used for joint input-
state estimation in linear [161] and nonlinear [162] sys-
tems in SD&V. Reviews on ML-based SI focusing on
kernel-based methods and their capabilities for contin-
uous structure selection over traditional SI methods are
found in [163, 164]. ML algorithms for nonlinear SI in
structural dynamics are discussed in [165, 166].

Sparse identification of nonlinear dynamics (SINDy)
was proposed by Brunton et al. [365] to enable the dis-
covery of governing equations in high-dimensional sys-
tems employing sparse regression techniques. SINDy
was also applied to discover the governing nonlinear or-
dinary differential equations (ODE) in SD&V systems,
including studies on systems with geometrical nonlin-
earities [167] and the impulsive response of damped os-
cillator [168]. Different regression processes and excita-
tions were investigated in [169] to experimentally iden-
tify the governing equation of an oscillator under uncer-
tainty analysis. Other sparse system identification algo-
rithms with ML are outlined in [163]. The SINDy ap-
proach leads to interpretable data-driven SI and is used
for nonlinear reduced-order modeling.

4.1.2. Reduced order models and sensors/actuators
placement

Reduced order models (ROMs) use lower-rank rep-
resentations of the system without losing valuable in-
formation about its dynamics. In this way, ROMs re-
duce response time and memory requirements of full-
scale models, being critical to enabling efficient real-
time control. ML algorithms play a significant role in
reduce order modeling.

One scenario in which ROMs are applied in control
is when there is a high-dimensional numerical model of
the system that is computationally expensive for real-
time applications. In such cases, ROMs or metamodels
are used to speed up the simulation of the system pre-
diction in model-based control. Feedback control might
require further reduction in the space-state representa-
tion. Component mode synthesis is used for linear ROM
of structures from FEM models, while ROM based on
proper orthogonal decomposition, dynamic mode de-
composition, and nonlinear normal modes can be ob-

tained directly from measured data [22, 170]. Addition-
ally, the ML-based surrogates presented in Section 5 can
also create less expensive models for model-based con-
trol.

Proper orthogonal decomposition applies a coordi-
nate transformation from the physical coordinates to an
orthonormal basis formed by the system eigenvectors
and is equivalent to PCA in the nomenclature of the
ML field. By selecting only the main modal contribu-
tions, or first principal components, the system model
is represented on a reduced basis, which is convenient
to model SD&V problems used in space-state AVC and
ANC [171–175]. Modal basis representations also pro-
vide useful information on the controllability, observ-
ability, and stability of the system, which are key fac-
tors in defining the optimal placement of sensors and
actuators. PCA has been employed for this purpose in
[172, 176]. The location of sensors and actuators is a
crucial aspect of active control, as it influences the con-
trol efficiency, cost, and stability [358].

Dynamic mode decomposition (DMD) extracts sim-
ple spatiotemporal coherent modes from either linear
or nonlinear dynamic systems based on data-driven re-
gression [22, 177]. However, unlike PCA, the modes
extracted by DMD are not guaranteed to be orthog-
onal, which may result in a less compact decompo-
sition. Nonetheless, as demonstrated in [178], DMD
is strongly related to the Koopman operator theory,
which describes a nonlinear system on an infinite-
dimensional linear basis. Thus, it enables the use of
well-known linear control methods in nonlinear sys-
tems. Recently, data-driven DMD was applied to ex-
tract the modal parameters from a cantilever beam
[179]. Fonzi et al. [180] employed DMD to model fluid-
structure interactions in an aeroelastic morphing wing
and used model predictive control over multiple operat-
ing regimes. Moreover, Brunton et al. [22] underlined
the recent effort in control to find nonlinear Koopman
coordinate systems by means of DL algorithms.

Alternatively, nonlinear normal modes (NNM) can be
used for SI and as orthogonal bases in ROM of non-
linear dynamical systems [181]. [182] studied the ap-
plication of PCA and asymptotic NNM for ROM of a
structure with nonlinearities. Although the NNM led
to a more significant model reduction, the PCA per-
formed better for large vibration amplitudes and param-
eter variations. Recently, Worden and Green [183] pro-
posed an approach based on ML and optimization to
find NNM. The algorithm searches for statistically in-
dependent modes and uses a GPR to perform the inver-
sion of the modal transformation, allowing the approx-
imation of modal superposition. In [184], NNMs are
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obtained by kernel-based independent component anal-
ysis and locally linear-embedding manifold learning in
a more straightforward black-box procedure, requiring
less domain knowledge. A novel approach proposed in
[185] employed cycle-GAN to learn forward and back-
ward transformations to modal coordinates with orthog-
onality restriction.

Real-time predictive control applies other tools com-
bining ML algorithms with ROM. The following exam-
ples explore these techniques, which can be employed in
online control. Liu et al. [186] developed an automatic
updating FEM model using component mode synthe-
sis and GPR. Simpson et al. [170] used an autoencoder
to obtain the NNM of a framed structure with hystere-
sis and used it alongside an LSTM model to predict the
system dynamics in near real-time. Using cluster-based
ROM, already explored in fluid control [187] and static
structural mechanics [188], could have potential use in
the SD&V field.

4.2. ML-driven controller design
Another application of ML algorithms is in the con-

troller design, that is, in optimizing the control signal
or control laws regarding the cost function that quanti-
fies the control performance. While in the last section
ML models predict the forward output of the system, the
following references use ML to learn effective control
laws. ML-based controllers are mainly used to handle
nonlinear systems, especially with NNs, as evidenced in
the survey on nonlinear ANC in [189]. Several configu-
rations use ML to support the controller design, such as
model reference control, inverse-dynamics control, ML
control, neuro-fuzzy control, and reinforcement control.

In NN-based model reference control, two NNs form
the control system: an NN models the plant to predict
the system response, and the other NN defines the con-
troller parameters optimized to minimize the error be-
tween system response and the reference signal [143].
Vidya and Dharmana [152] implemented a model refer-
ence control of a vehicle suspension using an NN ref-
erence algorithm and an RNN controller, claiming that
it leads to better adaptivity and stability. The drawback
of NN-based reference control is that it uses dynamic
backpropagation in the optimization, which is computa-
tionally expensive [138].

Adaptive NN controllers are used in noise and vibra-
tion control with diverse methodologies. An example
is the NN-based inverse dynamics control, which con-
sists of training an NN with the inverse system dynam-
ics and using it to determine the controller parameters,
as in a regressor-based control. De Abreu et al. [190]
implemented a direct inverse NN control of a vibratory

system by training an NN as the inverse model of the
plant, such that the NN receives the current state and
the desired state and outputs the actuator signal. Sim-
ilarly, Ariza-Zambrano and Serpa [191] applied direct
inverse NN control to a beam cantilever, in which the
NN was trained both with a full-state FEM model and
with a ROM to account for dynamic uncertainties in
practical scenarios, showing more stable results than H-
infinity control. Nerves and Krishnan [192] used NN
direct controller to control wind-induced vibrations in
a building-TMD (tuned mass damper) system by con-
sidering the plant as the output layer of the NN, as in
a feedback linearization control. Bani-Hani [193] ap-
plied NN to model both a direct forecasting model and
an inverse model to control wind-induced vibrations.

Several ANC configurations have employed model-
free ML controllers as a nonlinear alternative to the
commonly used adaptive filtered-X LMS algorithm.
Park [194] tested different configurations of NN as the
adaptive controller in a feedback configuration for dif-
ferent ANC datasets. CNN was the one that performed
the best, followed by MLP and RNN, all of them with
better performance than typical LMS-based controllers.
For the case of a feedforward noise control system with
a nonlinear primary path, Zhang et al. [195] also ob-
tained better performance with an LSTM-based con-
troller than with Filtered-X LMS. A comparison of
the online learning performance of adaptive filters in
an ANC application showed the superiority of kernel-
based models, such as Kernel-LMS and Kernel affine
projection algorithms, over classical LMS and NN al-
gorithms [196, 197].

Zhang and Wang [198] implemented a deep-ANC in
a feedforward configuration in which a convolutional
RNN is used to estimate the optimal control signal-to-
noise cancellation. The supervised training of the net-
work uses the reference signal as input and the ideal
anti-noise as the target, both in their spectrogram for-
mat. Besides that, the ML algorithm predicts the can-
celing signal with some frames in advance to com-
pensate for its delay. Compared to typical ANC, the
approach improved noise canceling in noise-only and
noisy speech scenarios. Other examples of NN appli-
cations are found in the review on ANC for nonlinear
systems in [189].

Heuristic algorithms, such as genetic algorithms and
particle swarm optimization, can search for an arbi-
trary optimal control law in machine learning control
(MLC). According to Hansen et al. [137], MLC can op-
timally adapt the weights of any nonlinear filter struc-
ture, including an NN. As MLC does not rely on a
fixed structure of the controller or a model of the sys-
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tem, it gives more flexibility to the optimization, with
the downside that it adapts slowly, preventing its on-
line application to a transient system. Chapter 2 of
Duriez’s book [199] briefly introduces MLC. Wangler
and Hansen [200] were pioneers in applying MLC in
active control of noise and vibration and were followed
by many others in ANC [201–207] and AVC [208–212].

Neuro-fuzzy control systems, especially using AN-
FIS, have been widely applied in active control in
SD&V, for example, in noise control [213–216] and vi-
bration control [217, 218]. Neuro-fuzzy systems usu-
ally use expert knowledge to set initial fuzzy rules in an
NN-like structure where the neuro-fuzzy parameters are
adapted during the training to fit measured data. The re-
sultant neuro-fuzzy systems combine the advantages of
using interpretable explicit rules from fuzzy rules with
the learning capabilities of NN.

Finally, noteworthy results have been achieved with
RL for control [219]. As explained in Section 2.3, the
agent in RL (the controller) can interact with the envi-
ronment (the dynamic system), and its actions will af-
fect the output of the system and, therefore, the value
function quantifying the long-term performance of the
control, which the algorithm optimizes. In this way, the
RL algorithm can interactively learn information about
the system and the controller behavior altogether, sim-
ilar to human learning. Detailed explanation and ref-
erence examples on RL for control are presented in
[219, 220].

RL for control has gained prominence in applications
such as autonomous car control and robot control [221]
but has also shown applicability in SD&V, especially for
problems with high uncertainty and stochastic behavior
[219]. Latifi et al. [222] presented a successful example
in which they applied an RL algorithm to manipulate an
acoustic field by controlling a centrally-actuated vibrat-
ing plate (Chladni plate) and, in this way, they guided
a particle towards a target location on the plate surface.
In [223], the ANC implemented using the Q-learning
algorithm had satisfactory results, showing the great ca-
pability to adapt when the secondary path of the noise
changed suddenly.

Qiu et al. [224] carried out bending and torsional vi-
bration control via an RL algorithm virtually trained
with a FEM model and transferred to an experimental
setup where it outperformed a PD control. The vibra-
tion control of a rotating machine was also performed
through RL using pad actuators in [225]. Gulde et al.
[226] implemented a control method with RL to com-
pensate for vibrations in an industrial machine tool. RL-
based control achieved good controllability of flexible
building in [227, 228]. Although RL shows potential for

real-time decision-making control in complex and un-
certain scenarios, it demands considerable training time
and expensive computational resources and, therefore,
its use may be superfluous to applications already mas-
tered with simpler solutions.

4.3. On the merits of ML for active control of noise and
vibration

This section reviewed the main applications of ML in
AVC and ANC, namely SI, ROM, and controller design.
In general, ML is applied in active control when tradi-
tional techniques may fail, as for complex and nonlinear
systems.

In SI, ML algorithms avoid the problem from clas-
sical SI methods of selecting the appropriate model
order[164], as they account for a broader hypothesis
space. Thus, ML can either be used as black-box mod-
els or to extend versions of classical methods, such as
NARX and Kalman filters.

In ROM, ML algorithms are used to reduce data di-
mensionality, with PCA being one of the most used
methods. Data-driven DMD and ML-enhanced NNM
have also been recently used for ROM. Order reduction
ML algorithms can also help reduce the number of re-
quired sensors and actuators while maintaining a good
level of control performance.

As for controller design, NN is extensively used to
determine the controller parameters due to its great ap-
proximation performance. Moreover, NNs can learn
from data and adapt to changing conditions and, there-
fore, be employed for real-time control. A growing re-
search area for controller design is the application of RL
algorithms to learn the optimal control policy through
trial-and-error interactions with the system. They are
better than classic algorithms because they handle com-
plex and uncertain dynamics. However, their use is still
limited as they require extensive training and are com-
putationally expensive.

5. Vibroacoustic product design with surrogate
modeling

Physics-driven surrogates or metamodels are simpler
and faster replicas of a high-fidelity simulation con-
structed based on the information from some input-
output points of the true simulation. They have long
been used as practical and efficient tools for decision-
making and risk management in the early stages of
product development once they make it workable to
carry out domain exploration, uncertainty propagation
analysis, sensitivity analysis, and optimizations.

22



In the article “Modelling for digital twins — potential
role of surrogate models”, Bárkányi et al. [229] enumer-
ates several advantages and applications of surrogate
models generated with data from high-fidelity physical
models. First, the trained surrogate is much faster than
traditional first-principle simulations. In addition, de-
spite being a black-box algorithm, it is guided by the
physics of the supporting data, making it less suscepti-
ble to different bias sources than other data-driven mod-
els. Moreover, the surrogate’s uncertainties can be re-
lated to the physical model and, therefore, can be es-
timated and bounded. Two applications that particu-
larly benefit from surrogates in SD&V are uncertainty
quantification and optimization, both of which require
several evaluations of the same function and can bene-
fit from the intrinsic statistical characteristics of surro-
gates.

However, surrogates can have poor interpretability,
inability to extrapolate the prediction to unseen scenar-
ios, and difficulty assimilating long-term historical data
[229]. The harsh and discontinuous behavior of many
SD&V analyses, particularly close to the system reso-
nances, can also hinder the implementation of surrogate
models [230, 231] as the local smoothness of the data is
one of the main assumptions in ML [17, 232]. There-
fore, the ML-based surrogate tends to smooth the sys-
tem response and underestimate sharp peaks and val-
leys, which usually are regions of interest in SD&V
analyses. For example, the NN surrogate implemented
in [233] showed good overall agreement in predicting
the acceleration response of a structure as a function
of the excitation and geometry but with inaccuracies at
peak amplitudes.

Section 5.1 presents the workflow and guidelines for
surrogate construction along with recommendations and
related methods to overcome the aforementioned obsta-
cles. Section 5.2 reviews the literature of surrogates
applied to perform sensitivity analysis and uncertainty
propagation analysis in SD&V, while Section 5.3 dis-
cusses their use for optimization, highlighting Bayesian
optimization. Finally, Section 5.4 summarises the ad-
vantages of the most used ML algorithms in product de-
sign and outlines current perspectives.

5.1. Surrogate workflow and related methods
Surrogate modeling is a statistical model that mim-

ics the behavior of a true function f (x) = y. For this,
the surrogate models use statistical methods to map the
relationship between a sample of inputs and the corre-
sponding outputs, known as support points or training
data. In this way, the surrogate generates a new approxi-
mate function f̃ (x) ≈ f (x) that generalizes the observed

behavior of the true function and predicts outputs for
new inputs f̃ (x∗) = ỹ∗. Thus, the surrogate provides a
compromise between computational cost and fidelity.

The basic steps to build a surrogate model are
schematized in Figure 8. The first step is to sample
informative support points, which can be done using
the design of experiments theory. Latin hypercube sam-
pling or quasi-Monte Carlo are commonly used because
they have good space-filling properties, low computa-
tional cost, and can include interactions between param-
eters [236]. Optionally, adaptive sampling (AS), or AL,
[237] can be employed to sample new optimally infor-
mative support points to update the surrogate that, con-
sequently, can achieve good accuracy with fewer points,
i.e., as an adaptive active learning approach. The sam-
pling criterion is defined by an acquisition function that
uses the information from previous sampled points to
decide the best set of points to sample to improve the
surrogate accuracy in regions of interest, such as regions
with large prediction errors or possible optimal points.
AS can be applied to locally improve predictions where
the surrogate may fail and can be framed as a Bayesian
optimization approach for design optimization (Section
5.3).

When selecting a suitable algorithm for surrogate
modeling, several factors need to be considered, such
as the size, input format, and dimensionality of the
dataset, the smoothness and nonlinearity of the func-
tion, and the need for prediction variance, according to
the guidelines in Section 2. Statistical methods, such
as PCE [238, 239], polynomial response surface model
(RSM) [240–243], RBF interpolation [244, 245], low-
rank tensor approximations [235], and spectral expan-
sions, [231] are largely used to construct surrogates in
SD&V. ML supervised regressors, such as SVM [246],
GPR [247, 248], NN [234], RF, and gradient-boosting
decision trees [249], are also commonly employed due
to their capabilities to approximate arbitrary functions,
as they pose weak assumptions on the format of the un-
derlying function.

Normally, the surrogate learns from a small dataset
with low-dimensionality input because the problem in-
puts are generally the parameters of a physical system.
Hence, feature extraction and selection techniques and
DL algorithms are not as commonly used in surrogate
modeling as in SHM and Active Control applications.
On the other hand, GPR is a suitable choice for a sur-
rogate because GPR has good performance with small
and low-dimensional datasets, and its adaptability and
probabilistic properties are appropriate for AS. Marelli
et al. [231] discusses the classes of surrogate models
that perform better in different scenarios. For instance,
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Figure 8: Steps to build a surrogate model: apply design of experiments to define supporting points’ location; sample results with the high-fidelity
model; preprocess the data; train the surrogate model; predict new outputs using the surrogate model. Adaptive sampling is optional and may be
applied to select new supporting points to update the surrogate model in regions of interest or uncertainty.

localized surrogates like GPR and SVM generate pre-
dictions that rely on the proximity of the support points
and are suitable for interpolating. In contrast, global
surrogates such as NN have better extrapolation capa-
bilities but may have lower local accuracy. Addition-
ally, global approximations with local refinements or
domain-decomposition-based methods are suitable for
functions with highly localized behavior in specific re-
gions of the input space, as implemented in [231] for the
analysis of a damped oscillator.

The challenge of modeling surrogates for SD&V
problems with non-smooth behavior was addressed in
[249]. A benchmark of ML algorithms was con-
ducted for the sound transmission loss problem of fluid-
structure interaction, with complexities ranging from
analytical to FEM models. Even for highly non-smooth
behavior, satisfactory accuracy was achieved, although
more support points were required as the complexity
and irregularity of the system response increased. The
NN outperformed GPR, RF, and gradient-boosting de-
cision trees, particularly for more complex scenarios,
while the decision tree-based algorithms were notably
faster. Moreover, domain knowledge was readily em-
bedded in the surrogate through feature engineering, a
data preprocessing technique, leading to more accurate
and physically consistent results.

AS approaches have been proposed in [250–252] to
enhance surrogate accuracy in regions with high pre-
diction error or irregular and nonlinear response behav-
ior. Another promising trend to overcome this issue
is PGML [253]. For instance, in [254], a CNN with
embedded physical constraints was employed to predict
building response under earthquake excitations.

5.2. Uncertainty quantification with surrogates

Uncertainties are an inherent part of every phe-
nomenon and computational analysis, and their quantifi-

cation improves the comprehension of the phenomenon
and its level of reliability. Uncertainty quantification in-
cludes uncertainty propagation and sensitivity analysis,
as indicated in Figure 9. Both analyses require multi-
ple evaluations of the system model, making the use of
surrogate models advantageous.

Sensitivity analysis studies the output variability due
to the input uncertainties. The inputs’ influence can
be assessed individually by local sensitivity analysis or
globally by global sensitivity analysis (GSA), which
also captures input interaction effects [255]. As sensi-
tivity analysis unveils the influence of the inputs in the
system response, it can be used to improve surrogate
interpretability and perform feature selection, enabling
more accurate surrogates and optimizations on lower di-
mensions.

Moreover, some surrogate models have intrinsic
properties to evaluate sensitivity indexes. For exam-
ple, PCE, low-rank tensor, and RF [235, 366] provide
the sensitivity indexes as a by-product of their train-
ing process, while NNs [367] and GPR [256] evaluate
them with minor effort. Cheng et al. [257] presented
an overview of GSA evaluated with surrogate models
and compared their performances. Pizarroso et al. [258]
listed several methods to analyze input-output relation-
ships in ML-based surrogates to improve their inter-
pretability. Gradient interpretability has also been stud-
ied for this purpose in [259–261]. In [262], a GSA
framework for hybrid surrogates that merge physical
and numerical substructures is presented and applied to
a structural dynamic problem modeled by a PCE-based
surrogate.

The mean decrease in impurity [366], a by-product
of the RF training, was also used to perform GSA and
improve surrogate interpretability in the case of sound
transmission analyses [249]. An alternative method to
evaluate feature importance with RF is the out-of-bag-
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Figure 9: Uncertainty Quantification framework: the uncertainty propagation analysis propagates the uncertainties of the input through the system
model to obtain the output distribution, and the Sensitivity Analysis evaluates the input contributions to the output uncertainties.

based sensitivity. This approach was applied to trans-
mission loss analyses in [255], providing that, despite
the bias and smoothing effects presented by the RF sur-
rogate, the out-of-bag-based sensitivity indexes showed
an overall good agreement with the ones obtained by
FAST, while the former can be more easily interpreted.
While these examples use surrogate models based on
high-fidelity simulations to perform uncertainty quan-
tification, Stender et al. [263] implemented ‘explain-
able’ surrogate models to identify and quantify uncer-
tainties from a dataset of acoustic measurements. The
proposed approach helped to find the sources of the
measurements’ variability, such as manufacturing and
mounting aspects and specimen geometry.

In uncertainty propagation (UP), the input uncertain-
ties propagate through the model to quantify statistical
moments and probability density function of the sys-
tem response or the failure probability [235]. Spec-
tral stochastic methods like PCE and direct simulation
methods like the Monte Carlo method are often used
to propagate the uncertainties in SD&V [264], and sev-
eral studies have used surrogate modeling to acceler-
ate these analyses. For instance, Nobari et al. [265]
used a surrogate based on polynomial and GPR to en-
able UP and GSA of the squeal instability analysis mod-
eled with complex eigenvalue analysis. Diestmann et al.
[266] used GPR and PCE-based surrogates to accelerate
the uncertainty quantification of NVH indicators in gear
transmission.

In reliability and risk assessment, surrogates can
be very useful, particularly in SD&V where non-
monotonic behavior makes vertex methods inappropri-

ate for performing UP and, thus, costly statistical meth-
ods are required [230]. GPR-based surrogates with AS
have been vastly applied in the literature to support
these analyses with reduced costs. Cicirello et al. [230]
used AS to build GPR surrogates that predicted the up-
per and lower bounds of the system response, reducing
the number of true function evaluations required for UP.
While the proposed method has good accuracy and is
faster than a sub-interval method, it may encounter dif-
ficulties when applied to more complex analyses with
higher dimensionality. Guo et al. [272] employed GPR
with AS to improve computation efficiency in the reli-
ability analysis of resonance fault of pipelines excited
by fluid-structure interactions. Similarly, in [273], a
surrogate based on GPR and AS was applied to quan-
tify the variables’ effects and the contribution of each
failure mode to the system reliability, as for different
resonance modes. GPR-based surrogate with AS has
also been used to address UP in feedback-coupled mul-
tidisciplinary systems [278] and in eigenvalue problems
[234].

NN-based surrogates were employed in analyses of
structural failure probability in [267], where an RBF-
based network performed better for the cases under
static load, while MLP was better in nonlinear dynamic
analysis, in which similar inputs may lead to distinct
outputs. Wang et al. [268] explored the automatic dif-
ferentiation property of NN to evaluate the first and
second-order derivatives of the surrogate model, which
was used to obtain the response bounds with the subin-
terval method. Extremum RSM can be an appropriate
surrogate choice for nonlinear and time-varying analy-
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sis since just the extreme responses of the system are
considered [269]. In [270, 271], a GPR-based surrogate
with a moving extremum framework was used to model
the extreme structural dynamic responses in an interval
of time in order to evaluate the reliability and sensitiv-
ity analysis of turbomachine blisks deformation under
dynamic loads.

Specific surrogate strategies have been developed to
deal with different applications and complexities added
to the models. For instance, Bhattacharyya et al. [275]
combined GPR with NARX to enable time-domain UQ.
For high-dimensional problems in which the surrogates
may struggle, Tripathy and Bilionis [276] proposed a
DNN comprising an encoder followed by an MLP, while
Luo and Kareem [277] proposed a CNN approach. The
surrogates can be used to replace not only the compu-
tational model but also the entire framework, as in the
case of the surrogate model implemented by You et al.
[274], which used RF and stacking methods to predict
the probability of failure of structures with tuned mass
damper under random excitation.

5.3. Optimization with surrogate models

Design optimization and domain exploration in
SD&V are commonly made feasible by surrogates, as
otherwise, it may be prohibitive due to the expensive
cost of the simulations. The popularity of the approach
is evident in the literature review in [229], where the
keyword ‘optimization’ is the most common link to
‘surrogate’. Plenty of examples in the literature demon-
strate good achievements in this research area.

For instance, surrogate-based optimization of the ve-
hicle mass subjected to NVH and crashworthiness con-
straints was performed using RSM [279] and RBF-
based interpolation [245]. Surrogate models based on
quadratic polynomial regression were applied for NVH
optimization in the fan of a fuel cell electric vehicle
[240], in vehicle bodies [242, 290] and to minimize
structure-borne noise arising from general-purpose pan-
els [241]. In [280], the acoustic optimization of an elec-
tric motor was tackled through local surrogates replac-
ing FEM, and different ML algorithms were evaluated
as surrogates, namely linear regression, decision tree,
SVM, and GPR. Zhang et al. [281] used an RBF-based
surrogate to replace a centrifugal fan case’s modal and
vibroacoustic coupling simulation in the optimization of
mass and radiated sound power. Bacigalupo et al. [284]
carried out bandgap optimization of metamaterials also
supported by an RBF-based surrogate. GPR-based sur-
rogates were applied to optimize transmission loss in in-
take systems [282] and isolation of metamaterials [283].

Park and Papadimitriou [287] used a GPR-based surro-
gate associated with dynamic substructuring to perform
NVH optimization of a vehicle.

An NN-based surrogate was used instead of costly
FEM simulations in [285] to perform parametric opti-
mization of vehicle suspension hardpoints to minimize
structure-borne road noise. The optimization approach
used a criterion combining an up-limit and a matching
target to the FRF curve to control amplitudes at specific
frequencies and the frequency shift. The NN-driven
optimization allowed good time-saving and an increase
of problem dimensionality in comparison with polyno-
mial and RSM surrogates previously used in [286]. Li
et al. [288] used a surrogate based on Elman NN to
minimize the vehicle sound pressure while constrain-
ing mass, side-impact intrusion, and first-order global
modal. Instead of using the vehicle parameters, Tsokak-
tsidis et al. [289] used time-domain acceleration at the
component level as input of an NN surrogate to predict
the sound pressure level in the passenger cabin.

However, sampling expensive-to-evaluate functions
across the entire domain to build an accurate surrogate
for global optimization can also be prohibitively expen-
sive. Bayesian optimization (BO) [348, 368] is an ad-
vantageous approach in this scenario, as it maximizes
sample efficiency for expensive black-box models and,
thus, enables global optimization with minimal function
evaluations. BO relies on the predicted mean function
and its uncertainties to guide the decision-making of
new informative sample locations and is closely related
to AS. Beyond its application in surrogate-based prod-
uct design [237], a vast field of research focuses on BO
for optimization of expensive black-box [368].

The sampling acquisition function in BO assigns a
score to the benefit that a new sample brings to the
optimization. The ‘expected improvement’ function,
evaluated analytically according to [292], is the bases
for many acquisition functions in BO. Generally, the
acquisition function is defined to have an exploration-
exploitation trade-off, i.e., a compromise between the
exploration of new regions with high prediction vari-
ance and the exploitation of promising regions where
the surrogate mean is optimal [368]. Thus, in general,
BO avoids the optimization of getting stuck in local
minima while seeks for good accuracy in identified re-
gions of interest. Comparisons of AFs are presented in
the classical tutorial in [348] for general BO, in [293]
for constrained BO, and in [294] for multi-objective BO.

One of the first studies applying BO to experimen-
tal design was the article “Efficient global optimization
(EGO) of expensive black-box functions” by Jones et al.
[292]. Since then, BO has been applied to several opti-
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Figure 10: Illustration of the adaptive sampling or active learning. The upper image shows a Gaussian process regressor surrogate model and its
acquisition function used to select new sampling points; the lower images illustrate the initial observation points (black) and the new sampling
points (red) for the cases with (right) and without (left) adaptive sampling.

Figure 11: Surrogate based RBDO of a column under compression performed by Moustapha [291]. Figure (a) shows the optimization path,
including the enrichment points selected during adaptive sampling. Figure (b) shows how the accuracy criterion decreases with optimization
iterations to guarantee the surrogate accuracy near the optimal point. The blue points are admissible; green points are the successive best points;
the red points are unfeasible; cyan points are those around which enrichment has been done during optimization.

mization problems, such as to minimize disc-pad shape
under squeal noise criteria with EGO in [297], to opti-
mize the modal characteristics of an engine using adap-
tive hierarchical GPR [298], and to optimize a mechan-
ical metamaterial modeled by RBF-based surrogate in
[299]. GPR is often the regressor used in BO as it pro-
vides the required probabilistic outputs and performs
well with sparse data. Many toolboxes provide an im-
plemented BO framework based on GPR [295, 296].

Figure 10 illustrates a GPR prediction with the respec-
tive acquisition function.

Another beneficial use of surrogate models applies
to reliability-based design optimization (RBDO), once
both reliability and optimization analyses require sev-
eral evaluations. Moustapha and Sudret [246] presented
a complete survey on surrogate-assisted RBDO with de-
tailed implementation details and several approaches to
tackle the reliability analysis. Fei et al. [300] performed
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an RBDO of turbine blade radial deformation under dy-
namic loads using an extreme SVM surrogate and im-
portance degree model. Zhang et al. [301] used a fuzzy
multi-extremum RSM to perform an RBDO of fatigue
and creep failures of a turbine blisk and achieved ac-
curacy similar to the Monte Carlo method in a frac-
tion of the time. A reliability EGO approach was im-
plemented to optimize friction-type tuned mass damper
controlled structures in [302]. PCE-based kriging was
used to speed up the dynamic simulations in the RBDO
of a passive control device to mitigate vibration [303].
In his thesis, Moustapha [291] used AS with adaptive
accuracy criterion to minimize computational cost and
improve accuracy in the RBDO of the crash analysis of
a lightweight vehicle. This methodology was also ap-
plied to the RBDO of the buckling analysis of a column
illustrated in Figure 11, which aimed to minimize the
column cross area while keeping the probability of fail-
ure under 5%.

Global approximations with local refinements and
domain-decomposition-based approaches are also used
to ameliorate surrogate accuracy in regions of interest
[231]. Furthermore, NN-based surrogates can benefit
from their automatic differentiation properties [304] to
perform gradient-based optimization. A computational
packet with automatic differentiation implemented is
available in [305] alongside an optimization example,
however, this approach is difficult to implement for
complex NN architectures.

5.4. On the merits of ML for vibroacoustic product de-
sign

This section discussed the use of surrogates to speed
up expensive simulations in SD&V and enable optimal
and reliable vibroacoustic design. Surrogates have long
played a critical role in SD&V product design, and there
is a growing trend to build them using ML regressors.
This is because ML regressors can learn complex func-
tions with arbitrary forms and incorporate data uncer-
tainties due to their high generalization abilities.

The section highlighted the suitability of surrogates
to deal with uncertainty quantification and optimization
problems and the cross-fertilization of research in these
fields [231, 234–236]. In previous sections, the use of
surrogate models in model-based SHM and active con-
trol was also noted. Moreover, AS algorithms stand out
as helpful tools to improve sampling efficiency in surro-
gate modeling, increasing sample informativeness and
model accuracy. This strategy is also used in the BO
framework, in which intelligent sampling strategies bal-
ance exploration and exploitation during optimization.

GPR is the most widely used algorithm in surrogate
modeling as it provides the prediction confidence inter-
val needed in AS and BO and has good prediction per-
formance with small datasets [336]. Nevertheless, GPR
requires a good understanding of the problem distribu-
tion to choose adequate kernels and can face problems
with stability and large datasets. NN is also often used
as a surrogate thanks to its ability to approximate any
function, given that sufficient data is available. More-
over, according to [369], NN can better fit non-smooth
functions than other ML approaches.

Although surrogates have been used in SD&V for a
long time, implementing accurate ones still poses chal-
lenges, such as accurately predicting highly nonlinear
and non-smooth behavior. Encouraging progress has
been made in addressing this issue through the use of
AS and locally refined algorithms. Another significant
issue is that ML-based surrogates are black-box mod-
els and, therefore, may lack interpretability and phys-
ical consistency, essential requisites in applied science
analyses. The embedded sensitivity analyses in GPR,
NN, and RF are valuable tools to improve the surrogate
interpretability and even deepen the comprehension of
the problem. Including domain knowledge through fea-
ture engineering or physics-guided ML algorithms dis-
cussed in Section 6.2 can improve accuracy under non-
smoothness and the surrogate’s physical consistency,
making it a trendy research topic.

6. On future trends and perspectives

Digital transformation is already a reality and has
been changing how to solve several problems, includ-
ing mechanical problems traditionally solved solely by
physical models. The works referenced in this article
illustrate how this transformation is taking place and
bringing advantages to the SD&V field. Despite the
progress, much should be done to scale and take full
advantage of the benefits offered by digital transforma-
tion.

Integration is a cornerstone on this path, and two
main discussion fields are raising in this direction: Dig-
ital twins, which approaches the concept of integrat-
ing all levels of simulation and information of an asset
through its lifecycle; and Physics-guided ML, in which
physics knowledge is embedded into data-driven meth-
ods to support the learning of consistent representations.
This section will delve into these topics and evaluate fu-
ture paths in ML research applied to SD&V problems
by observing recent ML results in other physic domains
and identifying the current gaps in the field.
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6.1. Digital twin

DT is a time-evolving high-fidelity replica of a prod-
uct/process with a bidirectional information connection.
The concept was first addressed in 2003 by Grieves in
a presentation on product lifecycle management [370],
but it only spread with the famous article by Glaess-
gen and Stargel [371]. This article envisioned DT as
an integrated multiphysics and multiscale simulation of
the real system using the best physical models and data
available to create a virtual copy of the system. By do-
ing so, DT is intended to be able to continuously fore-
cast the system health and create plans to mitigate the
damage or improve performance while accounting for
the system associated uncertainties.

The concept of DT is still loose and broad and is
constantly evolving as DT enablers are under ongo-
ing development and DT applications are spreading to
many sectors. Given this, several works focused on re-
viewing the characteristics and achievements of the DT
[253, 372–384]. According to Gardner et al. [248], the
DT is built from components from four main categories:
simulations, which model the physics of the system; the
knowledge from experts and previous experiences about
the product and the environment variables; the available
data of the physical twin; and the connectivity which
links the other elements and gives DT the ability to
evolve with information. These components and their
interconnections are the building blocks for creating a
DT, as illustrated in Figure 12.

As pointed out by many authors [370, 372, 377, 379,
383, 385–387], the DT must evolve throughout the life
of the product. During product development, where DT
is called digital prototype [372], surrogate models are
used to explore the design space, leading to optimized
and robust design. During the usage phase, monitor-
ing the product and its environment assists in the early
detection of failures, optimization of control strategies,
and mission planning. Data can also be processed and
merged to generate virtual sensors, leading to more in-
formative operations without extra hardware [388, 389].
Finally, component life estimation is used to optimize
scheduled maintenance and to support end-of-life deci-
sions on disposal, reuse, and market value [390]. Figure
13 illustrates the DT components, advantages, and uses
throughout its life cycle.

The information collected throughout the product life
cycle could also help design the next generation, as it
enables an evaluation of the components that were over-
or under-designed. Moreover, DT could make it pos-
sible to investigate the causality of the observed phe-
nomena by exploring sensitivity features in Section 5.2.

Therefore, a complete DT must store and manage the
product data, as well as integrate data-driven and high-
fidelity simulations, both for an individual product (dig-
ital instance) and an assembly of them (digital aggre-
gate) [372]. In summary, the DT aims to avoid wasting
valuable data and information.

To the best of the authors’ knowledge, a complete DT
does not exist yet, and its implementation might take
decades of further development, as predicted in [371].
However, integrating several key elements has led to
the development of noteworthy incomplete DTs. One
example is the DT developed by Karve et al. [391] to
analyze ‘what if?’ scenarios in SHM. The proposed DT
is time-evolving, has a bi-directional connection, and
merges data and physical-driven methods to perform a
mission planning that minimizes damage while account-
ing for both aleatory and epistemic uncertainties.

The DT of an aircraft implemented by Kapteyn et al.
[392] also points to an interesting route in mission
planning. The DT identifies the current damage sce-
nario through a classification method and selects the
proper surrogate model from a library of physical mod-
els shared by the components. Informed of the esti-
mated damage severity, the DT replans the maneuvers
to avoid structural failure. In [352], the proposed DT
has a bi-directional connection, which allows the vir-
tual model to be calibrated with data from the real asset,
while the DT predictions can be used to update the op-
eration parameters and control strategy of the physical
twin. Aivaliotis et al. [389] presented a methodology
for DT implementation in predictive maintenance, in-
cluding physics-based modeling, virtual sensors model-
ing, and automatic calibration of model parameters. The
implemented DT is used to deliver RUL predictions, as
demonstrated in the case study of an industrial welding
robot.

Gardner et al. [248] implemented a DT in several
stages. First, measured data was used to calibrate the
physical model parameters. Then the outputs of this
model are used as input of a GPR, which ameliorates
the output prediction to care for uncertainties and non-
modeled physics using online AS. The methodology is
demonstrated in the model of the three-storey structure,
as shown in Figure 14. Although the physical model
was linear, the DT could predict the nonlinear behav-
ior resulting from the contact between the column and
bumper at specific excitations. Besides that, as the DT
is trained with lagged information and can make predic-
tions steps ahead in time, it is conveniently used in the
structure AVC.
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Figure 12: Main components and interconnections of a digital twin framework as building blocks. Source: Gardner et al. [248].
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Figure 13: Digital twin framework: the data from the physical twin
is processed by physics and data-driven methods by the DT, which
supports optimized and robust decisions throughout the product life
cycle.

6.2. Physics-guided machine learning

The big drawback of ML models, mainly when ap-
plied to physical problems, is the lack of a theoreti-
cal base and interpretability, raising skepticism about
ML by part of the scientific community. Indeed, ML
models may lead to physically inconsistent results, may
fail to generalize to unseen scenarios, and rely on the
availability of big data. However, physics-driven mod-
els rely on hypotheses and simplifications of the real
boundary conditions and struggle to account for un-
certainties and historical and environmental conditions.

Physics-guided machine learning (PGML) is an incipi-
ent but fast-growing research field that suggests merging
physics-driven and data-driven models to take the best
of both worlds, as shown in Table 1 [253, 393–396].

Recent reviews in [253, 393, 394, 397] classify and
describe PGML works developed in different domains.
The survey of PGML approaches applied to dynamical
systems in [398] is valuable for SD&V applications. In
his thesis, Stender [399] develops a data science process
for mechanical vibrations explicitly considering physics
aspects in all steps of the process, namely obtain, pre-
process, transform, model, and explain. Additionally,
some of the ML applied in SHM, active control, and
surrogates from the last sections might be classified as
PGML.

The state-of-art of PGML is described here accord-
ing to the configurations in which the physical knowl-
edge is merged with the ML algorithm, as illustrated
in Figure 15. Two categories can be defined: physics
leveraged by ML, in which ML models are used to im-
prove the results from the simplified physical models;
and ML leveraged by physics, in which physical laws
and constraints are intrinsically embedded into the ML,
guiding it to have consistent physical results. Willard
et al. [253] presented a similar categorization and asso-
ciated each PGML configuration with an objective for
which it may be appropriate.

One way ML can leverage the results of physical sim-
ulations is when the results of the latter, and possibly
its inputs, are used as ML input in an in-series hybrid
model configuration. The ML is trained to correct the
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Figure 14: Three-storey structure used by Gardner et al. [248] to construct an operational DT (a) and predicted acceleration response of the third
floor ÿ3 when column and bumper are in contact (nonlinear response) for different stages of the DT implementation (b-e). Adapted from [248].

Table 1: Advantages of PGML distinguishing the contributions of the data-driven approach and the embedded physics knowledge.

Contributions from data-driven models to PGML Contributions from physics embedded in PGML

Improve state-of-the-art physical models by compris-
ing unknown relations;

Improve ML predictions with domain knowledge and
inductive bias;

Computationally cheap to evaluate; Provide physically consistent models;
Handle noisy input; Reduce or end need of data;
Reduce model order; Increase interpretability of ML model;
Estimate aleatory and epistemic errors bounds; Improve ML generalization for unseen scenarios;
Mitigate instability issues in time integrators; Reduce search space of ML algorithm
Provide lagged predictions to active control; Improve long term-forecasting.
Discover governing equations and unknown physics;
Solve inverse problems and lead to better parameter
identification in the physical model.

results of the physical model by using the real system
output as the target [248, 400]. Similarly, in residual
modeling, ML learns to model the error of the physics-
driven model, and therefore, the ML can correct the
model output or classify its validity, as in [395, 401–
405]. Finally, the ML can be used just as a sub-process
of the physics-driven model to evaluate one of its pa-
rameters [391, 406–410].

In the configurations that physics improves ML, the
structure is case-specific since it depends on the phys-
ical equations that govern the system. The most com-
mon approach is physics-guided loss [254, 400, 411–
416], in which the loss function contains penaliza-

tion terms for non-physical predictions, e.g., an unex-
pected non-monotonic behavior. A thorough case of
physics-guided loss is in physics-informed neural net-
work (PINN) [417–427], in which the loss function is
solely composed of the residue of a partial differential
equation formulated in its derivative form. The equa-
tion variables are also the NN inputs, and therefore, the
residue, i.e., the loss function, is minimized by using au-
tomatic differentiation of NNs [304], and the equation
is solved with no data needed. PINN also solves inverse
problems, discovering equation parameters or constitu-
tive relationships [428–437].

Another popular approach is physics-guided architec-
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ture, in which the physical behavior is incorporated in
the ML model architecture, as is the case of sequen-
tial behavior in RNN or spatial ‘perception’ in CNN.
Expected physical behavior can be embedded through
constraints in the weights and biases [438] or interme-
diate variables [414, 439] of NN architectures. Zhang
et al. [325] used LSTM and graph-based tensor differen-
tiator to enforce physical constraints in the architecture
and loss-function of metamodels of nonlinear structural
systems. Besides improving the prediction accuracy and
robustness, the PGML implemented in [325] models
non-observable latent nonlinear state variables, such as
the hysteretic metric and nonlinear restoring force, de-
livering a more interpretable surrogate.

Domain knowledge should also be incorporated into
GP models by selecting a kernel that best defines the
correlation of the different components of the underly-
ing physics of the problem. The authors of [440] present
a framework to select stationary and non-stationary ker-
nels based on the characteristics of the domain, such as
symmetry and periodicity. The kernel of a GP can also
be designed using knowledge of the system’s equations
of motion, which can lead to more interpretable hy-
perparameters and better prediction accuracy compared
to non-physics-aware kernels when few data points are
available, as shown in [441]. Other methods to embed
physical knowledge into GP priors for SHM problems
are addressed in [353], including using simple physical
models as the prior of the mean function and residual
modeling with GP-NARX.

Elements of physics-guided loss and physics-guided

architecture are used in neural ordinary differential
equations (NODE) and energy-conserving neural net-
works. In NODEs, explicit integration steps are per-
formed in each layer of the NN as one step evalua-
tion of a standard ODE solver [442–446]. In energy-
conserving NN, the structure of Lagrangian and Hamil-
tonian equations have been embedded into the NN con-
struction to ensure an energy-conservative behavior, as
reviewed by Lutter and Peters [447] and implemented
in different structures in [442, 448–456].

The survey by Willard et al. [253] presents other
PGML approaches, while Ba et al. [457] merged sev-
eral PGML approaches to create an NN able to general-
ize well to different mechanical problems. Although it
is a new topic, several recent works employed PGML,
underlying its potential. However, most PGML re-
search concentrates on other fields, e.g., fluids dynamics
[22, 402, 458], lake modeling [400, 411, 412, 414, 459],
climate modeling [460, 461], and material science [21,
462, 463]. The extensive use of PGML techniques in
the SD&V is a burgeoning research field with emerging
opportunities.

For example, NODE and energy-conserving NN can
be used as time integration solvers for modeling SD&V
problems, and the physics information could help solve
the difficulties posed by the rough behavior of these
problems. Recently, [464] created a PGML of a struc-
tural dynamic system using an RNN encoding the equa-
tion of motion. The PGML showed superior results
even for scarce and noisy data, with better generaliz-
ability and robustness compared to purely data-driven.
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Besides, it allowed time-saving by applying big time-
steps without facing stability issues from the purely
mechanistic approach. NODE and energy-conserving
NN are suitable for introducing inductive biases in dy-
namic systems. Examples of how this approach can
improve ML performance under high nonlinearities and
discontinuities are presented in recent works which ap-
plied energy-conserving NN to improve data efficiency
in non-smooth contact dynamics problems [324, 465].

Yin et al. [466] introduced the APHYNITY frame-
work to augment physical models with data information
applied to dynamics forecasting. The residual modeling
approach takes into account the contributions of both
physics and ML models to the final response. However,
it ensures that the ML response has minimal influence,
so that the physics-based model explains as much of the
prediction as possible. In addition, APHYNITY frame-
work applied energy-conserving NN to ensure physi-
cal consistency. In problems such as reaction-diffusion
equations, wave equations, and nonlinear damped pen-
dulum, the study demonstrates how APHYNITY out-
performed both the simplified physical-based approach
and the solely data-driven approach. Moreover, it im-
proved the identification of physical parameters.

Thus, PGML could ameliorate ML techniques used
in the applications mentioned in this paper, increasing
the coherence, interpretability, and reliability of ML
models in SD&V. Besides that, a burgeoning discus-
sion explores using PGML to unveil unknown gov-
erning equations and physics intuition based on data
[167, 169, 365, 412, 467–469]. Recently, Lai et al.
[470] applied NODE to learn the governing structural
dynamics and experimentally showed its effectiveness
in a structure equipped with a negative stiffness de-
vice. Incipient research applied energy-conserving NN
to learn the dynamics of the pendulum and multi-body
problems [442, 448, 471, 472]. Further research in the
area might consider a dynamic system with flexible ele-
ments.

6.3. Research gaps and emerging opportunities
This survey identified drawbacks and difficulties in

employing ML in SD&V that should be addressed in
future works. Based on the spotted research gaps and
the observed research trends in the integration of ML
with other physical sciences, some future research op-
portunities that arise are:

• Explore the many configurations of PGML in
SD&V to enforce physics consistency and improve
accuracy, as carried out in other physical domains
by [325, 447].

• Ameliorate ML interpretability with sensitivity
analysis [274] and PGML [325].

• Use ML to discover governing equations [167,
169, 365, 412, 467–469] and metamaterials [21,
462] in SD&V problems.

• Create a DT in the SD&V field by using entire life-
cycle data, integrating multiple assets information,
and performing real-time decision-making.

• Investigate lifelong learning [473] applied to SHM,
active control, and vibroacoustic product design.

• Tackle problems due to the lack of labeled data
set in SHM by further exploring TL and similitude
methods in conjunction with creating large refer-
ence SHM databases [34].

• Use trained ML models to identify and mitigate the
cause of failures.

• To overcome the difficulties of creating surrogate
models of non-smooth functions, one should inves-
tigate approaches such as learning from the func-
tion derivatives [474], global surrogates with lo-
cal refinements, domain-decomposition methods
[231], adaptive sampling [237], and PGML algo-
rithms [253].

• Present a systematic study to clarify which scenar-
ios a surrogate model is justifiable in SD&V appli-
cations, considering the problem dimensionality,
function smoothness, number of supporting points,
loss of accuracy, and time gains.

• Study methods to improve robustness of ML-based
active control of noise and vibration, as adversarial
reward learning with reinforcement learning [475],
NN with provable guarantees [476], and other ap-
proaches presented in [477].

7. Conclusion and discussion

This article reviews the intersection between machine
learning (ML) and structural dynamics and vibroacous-
tic (SD&V). First, the most relevant ML algorithms in
SD&V have been outlined, paving the way for a broader
and more advanced understanding of the joint research
field. Subsequently, the reviewed literature showed the
capability of ML models to perform critical tasks in
SD&V, being more efficient and accurate than physics-
based methods for some applications. Three major ap-
plication areas of ML in SD&V have been identified:
structural health monitoring (SHM), active control of
noise and vibration, and vibroacoustic product design.
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The ML capabilities in extracting and recognizing
fault patterns from measurements in the time and fre-
quency domain make SHM the most developed and ex-
plored of these application areas. SHM can enable early
failure detection and remaining useful life prediction.
Consequently, SHM provides methods that are useful in
preventing catastrophic failures and implementing pre-
ventive maintenance schedules to optimize uptime and
maximize the use of component lifetime. Relevant data
processing and ML approaches in SHM have been re-
viewed in this article, along with their merits in over-
coming the lack of labeled data and effects of environ-
mental and operational variability and their suitability
for different SHM tasks, namely damage detection, lo-
cation, assessment, and prognosis. The prominence of
deep-learning algorithms in SHM is noteworthy since
they can automate feature extraction and reveal complex
damage-related patterns from large datasets.

The paper also highlights the close relationship be-
tween ML and control and how ML techniques enhance
active control of noise and vibration. System identifica-
tion and reduced order modeling use ML algorithms to
model the controlled system. ML models can also sup-
port the study of the optimal location of sensors and ac-
tuators. Furthermore, various ML approaches are used
in the SD&V literature to define the controller design,
either offline or online. As ML algorithms lead to more
expensive analyzes and longer reaction times than tra-
ditional methods, most of their applications in the re-
viewed publications are for highly nonlinear and com-
plex scenarios.

In vibroacoustic product design, ML-based surro-
gate models can replace expensive high-fidelity simu-
lations enabling extensive design space exploration, un-
certainty quantification, and design optimization. One
of the disadvantages of ML-based surrogate models is
that they are black-box models. However, some ML al-
gorithms have built-in sensitivity analyses that can in-
crease their interpretability. Furthermore, ML-based
surrogates can perform poorly in SD&V as they tend
to smooth highly irregular functions. Methods such as
adaptive sampling, local refinements, and domain sub-
division can help to overcome this issue. Besides that,
surrogates trained with adaptive sampling require fewer
observation points while ensuring better accuracy near
regions of interest and, thus, are widely used in design
optimizations.

The wealth of approaches reviewed reinforces that
ML can strongly collaborate to develop SD&V projects.
Moreover, future trends in the joint field of ML with ap-
plied sciences, such as digital twins and physics-guided
ML, indicate room for further developments. Digital

twins explore all data and knowledge available to im-
prove product lifecycle management using connectiv-
ity and data management tools. Physics-guided ML
models incorporate physical knowledge into ML algo-
rithms leading to more interpretable models, less need
for training data, and more physically consistent predic-
tions. Furthermore, the challenges and research gaps
observed in the application of ML in SHM, vibroacous-
tic product design, and active control of noise and vi-
bration allow identifying emerging opportunities.
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B. Otto, A taxonomy of digital twins., in: AMCIS, 2020, pp.
1–10.

[374] L. Wright, S. Davidson, How to tell the difference between a
model and a digital twin, Advanced Modeling and Simulation
in Engineering Sciences 7 (2020) 1–13.

[375] D. Wagg, K. Worden, R. Barthorpe, P. Gardner, Digital twins:
state-of-the-art and future directions for modeling and simu-
lation in engineering dynamics applications, ASCE-ASME J
Risk and Uncert in Engrg Sys Part B Mech Engrg 6 (2020).

[376] H. Hinduja, S. Kekkar, S. Chourasia, H. B. Chakrapani, Indus-
try 4.0: digital twin and its industrial applications, Int. J. Sci.
Eng. Technol. Open Access J 8 (2020).

[377] K. Y. H. Lim, P. Zheng, C.-H. Chen, A state-of-the-art sur-
vey of digital twin: techniques, engineering product lifecycle
management and business innovation perspectives, Journal of
Intelligent Manufacturing 31 (2020) 1313–1337.

[378] F. Tao, F. Sui, A. Liu, Q. Qi, M. Zhang, B. Song, Z. Guo, S. C.-
Y. Lu, A. Y. Nee, Digital twin-driven product design frame-
work, International Journal of Production Research 57 (2019)
3935–3953. doi:10.1080/00207543.2018.1443229.

[379] R. Stark, C. Fresemann, K. Lindow, Development and opera-
tion of digital twins for technical systems and services, CIRP
Annals 68 (2019) 129–132.

[380] A. Rasheed, O. San, T. Kvamsdal, Digital twin: Values, chal-
lenges and enablers, arXiv preprint arXiv:1910.01719 (2019).

[381] J.-F. Uhlenkamp, K. Hribernik, S. Wellsandt, K.-D. Thoben,
Digital twin applications: A first systemization of their dimen-
sions, in: 2019 IEEE International Conference on Engineering,
Technology and Innovation (ICE/ITMC), IEEE, 2019, pp. 1–8.
doi:10.1109/ICE.2019.8792579.

[382] S. Haag, R. Anderl, Digital twin–proof of concept, Manufac-
turing Letters 15 (2018) 64–66.

[383] T. Fei, C. Jiangfeng, Q. Qinglin, M. Zhang, H. Zhang,
S. Fangyuan, Digital twin-driven product design, manufac-
turing and service with big data, The International Journal of
Advanced Manufacturing Technology 94 (2018) 3563–3576.

[384] B. R. Barricelli, E. Casiraghi, D. Fogli, A survey on digital

44

http://dx.doi.org/10.1080/00207543.2018.1443229
http://dx.doi.org/10.1109/ICE.2019.8792579


twin: definitions, characteristics, applications, and design im-
plications, IEEE access 7 (2019) 167653–167671.

[385] R. Rosen, G. Von Wichert, G. Lo, K. D. Bettenhausen, About
the importance of autonomy and digital twins for the future of
manufacturing, IFAC-PapersOnLine 48 (2015) 567–572.

[386] E. M. Kraft, The air force digital thread/digital twin-life cycle
integration and use of computational and experimental knowl-
edge, in: 54th AIAA aerospace sciences meeting, 2016, p.
0897.

[387] M. Macchi, I. Roda, E. Negri, L. Fumagalli, Exploring the
role of digital twin for asset lifecycle management, IFAC-
PapersOnLine 51 (2018) 790–795.

[388] J. Ghosh, S. Foulard, R. Fietzek, Vehicle mass estimation from
CAN data and drivetrain torque observer, Technical Report,
SAE Technical Paper, 2017.

[389] P. Aivaliotis, K. Georgoulias, Z. Arkouli, S. Makris, Method-
ology for enabling digital twin using advanced physics-based
modelling in predictive maintenance, Procedia Cirp 81 (2019)
417–422.

[390] Y. Hua, X. Liu, S. Zhou, Y. Huang, H. Ling, S. Yang, Toward
sustainable reuse of retired lithium-ion batteries from electric
vehicles, Resources, Conservation and Recycling 168 (2021)
105249.

[391] P. M. Karve, Y. Guo, B. Kapusuzoglu, S. Mahadevan, M. A.
Haile, Digital twin approach for damage-tolerant mission plan-
ning under uncertainty, Engineering Fracture Mechanics 225
(2020).

[392] M. G. Kapteyn, D. J. Knezevic, K. Willcox, Toward predictive
digital twins via component-based reduced-order models and
interpretable machine learning, in: AIAA Scitech 2020 Forum,
2020, p. 0418.

[393] A. Karpatne, G. Atluri, J. H. Faghmous, M. Steinbach,
A. Banerjee, A. Ganguly, S. Shekhar, N. Samatova, V. Kumar,
Theory-guided data science: A new paradigm for scientific dis-
covery from data, IEEE Transactions on knowledge and data
engineering 29 (2017) 2318–2331.

[394] R. Wang, R. Yu, Physics-guided deep learning for dynamical
systems: A survey, arXiv preprint arXiv:2107.01272 (2021).

[395] M. E. Levine, A. M. Stuart, A framework for machine learn-
ing of model error in dynamical systems, arXiv preprint
arXiv:2107.06658 (2021).

[396] A. C. Miller, N. J. Foti, E. B. Fox, Breiman’s two cultures: You
don’t have to choose sides, 2021. arXiv:2104.12219.

[397] R. Rai, C. K. Sahu, Driven by data or derived through physics?
a review of hybrid physics guided machine learning techniques
with cyber-physical system (cps) focus, IEEE Access 8 (2020)
71050–71073.

[398] R. Wang, R. Yu, Physics-guided deep learning for dynamical
systems: A survey, arXiv preprint arXiv:2107.01272 (2021).

[399] M. Stender, Data-driven techniques for the nonlinear dynamics
of mechanical structures, Ph.D. thesis, Technische Universität
Hamburg, 2020.

[400] A. Karpatne, W. Watkins, J. Read, V. Kumar, Physics-guided
neural networks (pgnn): An application in lake temperature
modeling, arXiv preprint arXiv:1710.11431 (2017).

[401] U. Forssell, P. Lindskog, Combining semi-physical and neural
network modeling: An example ofits usefulness, IFAC Pro-
ceedings Volumes 30 (1997) 767–770.

[402] D. Kochkov, J. A. Smith, A. Alieva, Q. Wang, M. P. Brenner,
S. Hoyer, Machine learning–accelerated computational fluid
dynamics, Proceedings of the National Academy of Sciences
118 (2021).

[403] Y. Yu, H. Yao, Y. Liu, Aircraft dynamics simulation using a
novel physics-based learning method, Aerospace Science and
Technology 87 (2019) 254–264.

[404] J. N. Kani, A. H. Elsheikh, Dr-rnn: A deep residual re-
current neural network for model reduction, arXiv preprint
arXiv:1709.00939 (2017).

[405] A. Gupta, P. F. J. Lermusiaux, Neural closure models for
dynamical systems, Proceedings of the Royal Society A:
Mathematical, Physical and Engineering Sciences 477 (2021)
20201004. doi:10.1098/rspa.2020.1004.

[406] J. Wilson, L. Zorzetto, A generalised approach to process state
estimation using hybrid artificial neural network/mechanistic
models, Computers & chemical engineering 21 (1997) 951–
963.

[407] E. J. Parish, K. Duraisamy, A paradigm for data-driven pre-
dictive modeling using field inversion and machine learning,
Journal of Computational Physics 305 (2016) 758–774.

[408] A. P. Singh, S. Medida, K. Duraisamy, Machine-learning-
augmented predictive modeling of turbulent separated flows
over airfoils, AIAA journal 55 (2017) 2215–2227.

[409] J. Buist, B. Sanderse, Y. van Halder, B. Koren, G. van Hei-
jst, Machine learning for closure models in multiphase-flow
applications, Crete, Greece (2019).

[410] B. D. Tracey, K. Duraisamy, J. J. Alonso, A machine learn-
ing strategy to assist turbulence model development, in: 53rd
AIAA aerospace sciences meeting, 2015, p. 1287.

[411] X. Jia, J. Willard, A. Karpatne, J. Read, J. Zwart, M. Stein-
bach, V. Kumar, Physics guided rnns for modeling dynamical
systems: A case study in simulating lake temperature profiles,
in: Proceedings of the 2019 SIAM International Conference on
Data Mining, SIAM, 2019, pp. 558–566.

[412] X. Jia, J. Willard, A. Karpatne, J. S. Read, J. A. Zwart,
M. Steinbach, V. Kumar, Physics-guided machine learning
for scientific discovery: An application in simulating lake tem-
perature profiles, ACM/IMS Transactions on Data Science 2
(2021) 1–26.

[413] J. S. Read, X. Jia, J. Willard, A. P. Appling, J. A. Zwart, S. K.
Oliver, A. Karpatne, G. J. Hansen, P. C. Hanson, W. Watkins,
et al., Process-guided deep learning predictions of lake water
temperature, Water Resources Research 55 (2019) 9173–9190.

[414] A. Daw, R. Q. Thomas, C. C. Carey, J. S. Read, A. P. Appling,
A. Karpatne, Physics-guided architecture (pga) of neural net-
works for quantifying uncertainty in lake temperature model-
ing, in: Proceedings of the 2020 siam international conference
on data mining, SIAM, 2020, pp. 532–540.

[415] S. Karimpouli, P. Tahmasebi, Physics informed machine
learning: Seismic wave equation, Geoscience Frontiers
11 (2020) 1993–2001. doi:https://doi.org/10.1016/j.
gsf.2020.07.007.

[416] J. Sun, K. A. Innanen, C. Huang, Physics-guided deep learn-
ing for seismic inversion with hybrid training and uncertainty
analysis, Geophysics 86 (2021) R303–R317.

[417] M. Raissi, P. Perdikaris, G. Karniadakis, Physics-informed
neural networks: A deep learning framework for solving for-
ward and inverse problems involving nonlinear partial dif-
ferential equations, Journal of Computational Physics 378
(2019) 686–707. doi:https://doi.org/10.1016/j.jcp.
2018.10.045.

[418] A. D. Jagtap, E. Kharazmi, G. E. Karniadakis, Conserva-
tive physics-informed neural networks on discrete domains for
conservation laws: Applications to forward and inverse prob-
lems, Computer Methods in Applied Mechanics and Engineer-
ing 365 (2020) 113028. doi:https://doi.org/10.1016/j.
cma.2020.113028.

[419] G. Pang, L. Lu, G. E. Karniadakis, fpinns: Fractional physics-
informed neural networks, SIAM Journal on Scientific Com-
puting 41 (2019) A2603–A2626.

[420] Z. Mao, A. D. Jagtap, G. E. Karniadakis, Physics-informed

45

http://arxiv.org/abs/2104.12219
http://dx.doi.org/10.1098/rspa.2020.1004
http://dx.doi.org/https://doi.org/10.1016/j.gsf.2020.07.007
http://dx.doi.org/https://doi.org/10.1016/j.gsf.2020.07.007
http://dx.doi.org/https://doi.org/10.1016/j.jcp.2018.10.045
http://dx.doi.org/https://doi.org/10.1016/j.jcp.2018.10.045
http://dx.doi.org/https://doi.org/10.1016/j.cma.2020.113028
http://dx.doi.org/https://doi.org/10.1016/j.cma.2020.113028


neural networks for high-speed flows, Computer Methods
in Applied Mechanics and Engineering 360 (2020) 112789.
doi:https://doi.org/10.1016/j.cma.2019.112789.

[421] X. Meng, Z. Li, D. Zhang, G. E. Karniadakis, Ppinn:
Parareal physics-informed neural network for time-dependent
pdes, Computer Methods in Applied Mechanics and Engineer-
ing 370 (2020) 113250. doi:https://doi.org/10.1016/j.
cma.2020.113250.

[422] X. Jin, S. Cai, H. Li, G. E. Karniadakis, Nsfnets (navier-stokes
flow nets): Physics-informed neural networks for the incom-
pressible navier-stokes equations, Journal of Computational
Physics 426 (2021) 109951.

[423] D. Liu, Y. Wang, Multi-fidelity physics-constrained neural net-
work and its application in materials modeling, Journal of Me-
chanical Design 141 (2019).

[424] Y. Chen, L. Lu, G. E. Karniadakis, L. Dal Negro, Physics-
informed neural networks for inverse problems in nano-optics
and metamaterials, Optics express 28 (2020) 11618–11633.

[425] Z. Fang, J. Zhan, Deep physical informed neural networks for
metamaterial design, IEEE Access 8 (2019) 24506–24513.

[426] M. Raissi, H. Babaee, P. Givi, Deep learning of turbulent scalar
mixing, Physical Review Fluids 4 (2019) 124501.

[427] H. Guo, X. Zhuang, T. Rabczuk, A deep collocation method
for the bending analysis of kirchhoff plate, arXiv preprint
arXiv:2102.02617 (2021).

[428] X. Meng, G. E. Karniadakis, A composite neural network
that learns from multi-fidelity data: Application to function
approximation and inverse pde problems, Journal of Compu-
tational Physics 401 (2020) 109020. doi:https://doi.org/
10.1016/j.jcp.2019.109020.

[429] L. Lu, P. Jin, G. E. Karniadakis, Deeponet: Learning nonlin-
ear operators for identifying differential equations based on the
universal approximation theorem of operators, arXiv preprint
arXiv:1910.03193 (2019).

[430] J. Berg, K. Nyström, Data-driven discovery of pdes in complex
datasets, Journal of Computational Physics 384 (2019) 239–
252.

[431] A. M. Tartakovsky, C. O. Marrero, P. Perdikaris, G. D. Tar-
takovsky, D. Barajas-Solano, Learning parameters and con-
stitutive relationships with physics informed deep neural net-
works, arXiv preprint arXiv:1808.03398 (2018).

[432] Y. Zhu, N. Zabaras, P.-S. Koutsourelakis, P. Perdikaris,
Physics-constrained deep learning for high-dimensional surro-
gate modeling and uncertainty quantification without labeled
data, Journal of Computational Physics 394 (2019) 56–81.
doi:https://doi.org/10.1016/j.jcp.2019.05.024.

[433] Y. Yang, P. Perdikaris, Physics-informed deep generative mod-
els, 2018. arXiv:1812.03511.

[434] B. Lütjens, C. H. Crawford, M. Veillette, D. Newman, Spec-
tral pinns: Fast uncertainty propagation with physics-informed
neural networks, in: 35th Conference on Neural Information
Processing Systems, 2021, pp. 1–10.

[435] Y. Gao, M. K. Ng, Wasserstein generative adversarial un-
certainty quantification in physics-informed neural networks,
2021. arXiv:2108.13054.

[436] D. Zhang, L. Lu, L. Guo, G. E. Karniadakis, Quantifying to-
tal uncertainty in physics-informed neural networks for solving
forward and inverse stochastic problems, Journal of Compu-
tational Physics 397 (2019) 108850. doi:https://doi.org/
10.1016/j.jcp.2019.07.048.

[437] L. Yang, X. Meng, G. E. Karniadakis, B-pinns: Bayesian
physics-informed neural networks for forward and inverse
pde problems with noisy data, Journal of Computa-
tional Physics 425 (2021) 109913. doi:https://doi.org/
10.1016/j.jcp.2020.109913.

[438] J. Chen, Y. Liu, Probabilistic physics-guided machine learn-
ing for fatigue data analysis, Expert Systems with Applica-
tions 168 (2021) 114316. doi:https://doi.org/10.1016/
j.eswa.2020.114316.

[439] N. Muralidhar, J. Bu, Z. Cao, L. He, N. Ramakrishnan,
D. Tafti, A. Karpatne, Physics-guided design and learning
of neural networks for predicting drag force on particle sus-
pensions in moving fluids, arXiv preprint arXiv:1911.04240
(2019).

[440] M. M. Noack, J. A. Sethian, Advanced stationary and non-
stationary kernel designs for domain-aware gaussian processes,
arXiv preprint arXiv:2102.03432 (2021).

[441] E. J. Cross, T. J. Rogers, Physics-derived covariance func-
tions for machine learning in structural dynamics, IFAC-
PapersOnLine 54 (2021) 168–173.

[442] S. Saemundsson, A. Terenin, K. Hofmann, M. P. Deisenroth,
Variational integrator networks for physically structured em-
beddings, 2020. arXiv:1910.09349.

[443] I. Huh, E. Yang, S. J. Hwang, J. Shin, Time-reversal symmetric
ode network, 2021. arXiv:2007.11362.

[444] A. Botev, A. Jaegle, P. Wirnsberger, D. Hennes, I. Higgins,
Which priors matter? benchmarking models for learning latent
dynamics, arXiv preprint arXiv:2111.05458 (2021).

[445] E. Dupont, A. Doucet, Y. W. Teh, Augmented neural odes,
arXiv preprint arXiv:1904.01681 (2019).

[446] S. Massaroli, M. Poli, J. Park, A. Yamashita, H. Asama, Dis-
secting neural odes, arXiv preprint arXiv:2002.08071 (2020).

[447] M. Lutter, J. Peters, Combining physics and deep learning
to learn continuous-time dynamics models, arXiv preprint
arXiv:2110.01894 (2021).

[448] S. Greydanus, M. Dzamba, J. Yosinski, Hamiltonian neural
networks, 2019. arXiv:1906.01563.

[449] Y. D. Zhong, B. Dey, A. Chakraborty, Symplectic ode-net:
Learning hamiltonian dynamics with control, arXiv preprint
arXiv:1909.12077 (2019).

[450] Y. D. Zhong, B. Dey, A. Chakraborty, Dissipative symoden:
Encoding hamiltonian dynamics with dissipation and control
into deep learning, arXiv preprint arXiv:2002.08860 (2020).

[451] Z. Chen, J. Zhang, M. Arjovsky, L. Bottou, Symplectic recur-
rent neural networks, arXiv preprint arXiv:1909.13334 (2019).

[452] M. Cranmer, S. Greydanus, S. Hoyer, P. Battaglia,
D. Spergel, S. Ho, Lagrangian neural networks, 2020.
arXiv:2003.04630.

[453] M. Lutter, C. Ritter, J. Peters, Deep lagrangian networks: Us-
ing physics as model prior for deep learning, arXiv preprint
arXiv:1907.04490 (2019).

[454] M. Finzi, K. A. Wang, A. G. Wilson, Simplifying hamiltonian
and lagrangian neural networks via explicit constraints, arXiv
preprint arXiv:2010.13581 (2020).

[455] R. Bhattoo, S. Ranu, N. Krishnan, Lagrangian neural network
with differentiable symmetries and relational inductive bias,
arXiv preprint arXiv:2110.03266 (2021).

[456] Y. D. Zhong, B. Dey, A. Chakraborty, Benchmarking energy-
conserving neural networks for learning dynamics from data,
in: Learning for Dynamics and Control, PMLR, 2021, pp.
1218–1229.

[457] Y. Ba, G. Zhao, A. Kadambi, Blending diverse physical pri-
ors with neural networks, arXiv preprint arXiv:1910.00201
(2019).

[458] S. Pawar, O. San, B. Aksoylu, A. Rasheed, T. Kvamsdal,
Physics guided machine learning using simplified theories,
Physics of Fluids 33 (2021) 011701.

[459] K. Kashinath, M. Mustafa, A. Albert, J. Wu, C. Jiang, S. Es-
maeilzadeh, K. Azizzadenesheli, R. Wang, A. Chattopadhyay,
A. Singh, et al., Physics-informed machine learning: case stud-

46

http://dx.doi.org/https://doi.org/10.1016/j.cma.2019.112789
http://dx.doi.org/https://doi.org/10.1016/j.cma.2020.113250
http://dx.doi.org/https://doi.org/10.1016/j.cma.2020.113250
http://dx.doi.org/https://doi.org/10.1016/j.jcp.2019.109020
http://dx.doi.org/https://doi.org/10.1016/j.jcp.2019.109020
http://dx.doi.org/https://doi.org/10.1016/j.jcp.2019.05.024
http://arxiv.org/abs/1812.03511
http://arxiv.org/abs/2108.13054
http://dx.doi.org/https://doi.org/10.1016/j.jcp.2019.07.048
http://dx.doi.org/https://doi.org/10.1016/j.jcp.2019.07.048
http://dx.doi.org/https://doi.org/10.1016/j.jcp.2020.109913
http://dx.doi.org/https://doi.org/10.1016/j.jcp.2020.109913
http://dx.doi.org/https://doi.org/10.1016/j.eswa.2020.114316
http://dx.doi.org/https://doi.org/10.1016/j.eswa.2020.114316
http://arxiv.org/abs/1910.09349
http://arxiv.org/abs/2007.11362
http://arxiv.org/abs/1906.01563
http://arxiv.org/abs/2003.04630


ies for weather and climate modelling, Philosophical Transac-
tions of the Royal Society A 379 (2021) 20200093.

[460] E. Kodra, U. Bhatia, S. Chatterjee, S. Chen, A. R. Ganguly,
Physics-guided probabilistic modeling of extreme precipitation
under climate change, Scientific reports 10 (2020) 1–11.

[461] T. Beucler, S. Rasp, M. Pritchard, P. Gentine, Achieving con-
servation of energy in neural network emulators for climate
modeling, arXiv preprint arXiv:1906.06622 (2019).

[462] S. Kumar, S. Tan, L. Zheng, D. M. Kochmann, Inverse-
designed spinodoid metamaterials, npj Computational Mate-
rials 6 (2020) 1–10.

[463] R. Cang, H. Li, H. Yao, Y. Jiao, Y. Ren, Improving di-
rect physical properties prediction of heterogeneous materi-
als from imaging data via convolutional neural network and
a morphology-aware generative model, Computational Mate-
rials Science 150 (2018) 212–221.

[464] Y. Yu, H. Yao, Y. Liu, Structural dynamics sim-
ulation using a novel physics-guided machine learning
method, Engineering Applications of Artificial Intelli-
gence 96 (2020) 103947. doi:https://doi.org/10.1016/
j.engappai.2020.103947.

[465] Y. D. Zhong, B. Dey, A. Chakraborty, Extending lagrangian
and hamiltonian neural networks with differentiable contact
models, Advances in Neural Information Processing Systems
34 (2021).

[466] Y. Yin, V. L. Guen, J. Dona, E. de Bézenac, I. Ayed, N. Thome,
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