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a b s t r a c t

Contrary to the case of flame interaction with a dry wall, little is known today about liquid film evapo-

ration effects on the physics and structure of the boundary layer and on the flame evolution when

approaching a liquid film. In this paper, Direct Numerical Simulation (DNS) is used to study the boundary

layer above a liquid evaporating film in the fully developed turbulent channel flow configuration where

only the liquid film surface is viewed by the simulation through a boundary condition. First, the classical

minimal isothermal channel of Kim et al. [J. Kim, P. Moin, R. Moser, Turbulence statistics in fully devel-

oped channel flow at low Reynolds number, J. Fluid Mech. 177 (1987) 133–166] is computed to check the

accuracy of the DNS solver. Next, the calculations are repeated for an anisothermal case where hot gas is

flowing between cold walls. The numerical results corroborate those of Nicoud [F. Nicoud, G. Winckel-

mans, D. Carati, J. Baggett, W. Cabot, Boundary conditions for LES away from the wall, in: Summer

Program, Center for Turbulence Research, 1998, pp. 413–422] and Huang & Coleman [P. Huang,

G. Coleman, Van driest transformation and compressible wall-bounded flows, AIAA J. 32 (10) (1994)

2110–2113], introducing modified dimensionless variables. Finally, an evaporating liquid film is added

at the walls. The complexity of the interaction between the evaporation process and the boundary layer

structure, as well as its strong dependence on the thermophysical properties (that change with the mix-

ture composition) are highlighted. As in the anisothermal case, the classical wall units are no longer

adapted to build wall functions and new dimensionless variables are proposed. In addition a wall func-

tion must be developed for the evaporating species mass fraction, using a new dimensionless wall vari-

able. It is shown that using these new variables allows to derive new wall functions for momentum,

temperature and mass that lead to a correct description of the boundary layer when compared to DNS.

These new wall functions may be directly implemented in CFD codes to take into account the impact

of an evaporating liquid film.

1. Introduction

The formation of liquid films on walls is encountered in many

engineering applications, such as air coolers, cooling towers, drying

processes or Gasoline Direct Injection (GDI) engines. GDI technol-

ogy is developed today as an alternative technology to lower the

fuel consumption together with pollutant emissions, which are

both crucial topics for the future. In these engines the fuel spray

may impinge on the piston and form a liquid fuel film on its surface

(Fig. 1). The evaporation of this liquid film and its interaction with

the flame that may lead to flame quenching and production of un-

burnt hydrocarbons (HC) then alter the engine operation and per-

formance. In spite of their widespread applications, simultaneous

heat and mass transfer between a liquid film and a turbulent air

stream have not been much investigated. In the case of GDI engines

the generic configuration is actually very complex as it involves a

flame that may approach the liquid film and interact with it. Being

able to model this interaction is therefore a key issue in CFD codes.

Most approaches for wall-bounded flows are based on wall

functions [5], originally developed for simple homogeneous gas-

eous flows and describing both the dynamic and the thermal

fluxes. This approach was later extended to complex configurations

such as transpiration through walls [6,7]. More recently, the turbu-

lent flow around a cooling multiperforated plate was studied to de-

rive a wall function able to reproduce the main characteristics of

such a complex flow [7]. Intially developed for small temperature

differences between the flow and the wall (to keep small density

and viscosity variations) [8], the thermal wall function was later

extended to strongly anisothermal situations [6]. Another usual

assumption is that the flow composition in the channel is frozen

and may be described with one single species. This is however
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not true in combustion applications where chemical reactions

modify the mixture composition up to the wall, and wall functions

were again extended in this context to account for mass fraction

variations [9]. Moreover the extension to reacting flows requires

the modelling of the flame behaviour when approaching the wall

and its impact on the wall fluxes. This was done by several authors

[10,11], who identified the flame quenching distance and calcu-

lated the resulting wall fluxes. The case of chemically reacting

walls (leading to ablation for example) was also studied by Artal

et al. [12]. All these studies assume a purely gaseous flow and a

dry wall. The description of a liquid film in such models remains

today a challenge.

A powerful method to study, design and validate wall functions

is Direct Numerical Simulation (DNS) that has been often used in

the last twenty years and in most of the works cited above. The

methodology uses theoretical arguments to build generic formulas

for mean and fluctuating velocity profiles near the wall [13] and

DNS is used to verify the validity of the underlying assumptions.

In a second step the developed wall laws are confronted to DNS re-

sults on representative flows for validation and fitting the constant

parameters involved in the formulas.

In this paper, the above methodology (DNS combined with the-

ory) is used to study the interaction between an evaporating liquid

film and the turbulent boundary layer created in the vicinity of a

wall in the generic configuration of the periodic turbulent channel

flow. The liquid film flow is not solved but only its impact on the

gaseous boundary layer is studied, through the boundary condition

that reflects the film surface properties. The objective is to give a

detailed understanding and build a model of the boundary layer

structure above the film surface. In this two-way interaction, the

liquid film evaporation is influenced by the near-wall gradients

of species and the wall temperature, while the mass flux due to

evaporation blows the boundary layer away from the wall, thereby

changing the flow profiles and deviating significantly from the

classical wall functions. It has been shown in previous studies that

the boundary layer structure and more specifically the distance be-

tween the wall and the laminar-turbulent transition depend on the

velocity of wall injection [6,14,15]. In this work, a broad range of

Stephan velocity is considered to establish the physics of the

coupling between the turbulent flow and the evaporating film.

New wall functions are then designed, to take into account both

anisothermicity and film evaporation effects.

The paper is organized as follows: Section 2 presents the

characteristics of the turbulent channel flowwith andwithout evap-
Fig. 1. Fuel injection and liquid film formation on the surface of the piston of

Gasoline Direct Injection (GDI) engines.

Nomenclature

C, K constants
D diffusion coefficient
h channel half-width
L length
_M mass flow rate
P pressure
Pr Prandtl number
Re Reynolds number
S source term
Sc Schmidt number
T temperature
U streamwise velocity
W molecular weight
x mol fraction
Y mass fraction
ðu;v ;wÞ velocity components
ðx; y; zÞ position components

Superscripts
s wall or liquid film surface
+ non-dimensional
sat saturation conditions

Abbreviations
AVBP LES and DNS code developed by CERFACS and IFP
DNS Direct Numerical Simulation
KMM paper of Kim J., Moin P. and Moser R.
TTGC third-order in time and space numerical scheme in AVBP

Greek symbols
a ¼ m=Pr thermal diffusivity
u heat flux
ðg;/; hÞ LnKC variables
k heat conductivity coefficient
m kinematic viscosity
q density
s shear stress

Subscripts
c center of the channel
eff effective value
E energy
F fuel
k fuel or air species
kin kinetic
int internal
lam laminar
lt laminar-turbulent
M mass
max maximum value
rms root-mean-square value
S Stephan speed
t, turb turbulent
target target value
w wall



orating liquid films on walls. Next, the numerical approach is de-

tailed in Section 3,describing in particular the source termsmethod-

ology to handle the periodic channel imposing zero net mass,

momentumand energy total balances. The classical isothermal flow

case is presented in Section 4, followed by the anisothermal flow

case discussed In Section 5. Then, Section 6 presents and analyses

the DNS results obtained for the channel flow with evaporating li-

quid films, and the new wall functions for fuel vapor mass fraction,

gas velocity and temperature are derived and compared to DNS.

2. Configuration

Jimenez andMoin [16] proved that the low-order turbulence sta-

tistics obtained by simulating the flow in a minimumplane channel

are in good agreement with experiments in the near-wall region for

boxes wider (respectively longer) than approximately 100 (respec-

tively 350) wall units in the spanwise (respectively streamwise)

direction. This important result allows to limit the domain size and

therefore the computing time, and the so-called ‘‘minimal channel”

configurationwas often chosen in previousworks. The same config-

uration is used here, as illustrated on Fig. 2. The top and bottom

boundaries of the computational box are either isothermal no-slip

walls or liquid films, while the boundaries in both the streamwise

and the spanwise directions are periodic. The gas flow consists of

an inhomogenous mixture of air and heptane with an average pres-

sure of one bar whereas the liquid phase is pure heptane.

Note that in the following and throughout the paper, all quan-

tities with a (+) superscript, a (s) superscript, or an overbar corre-

spond respectively to wall units, wall or film surface values, or

represent (x,z)-plane and time averages. In all computations, the

mean centerline velocity Uc � 50 m sÿ1, and the Reynolds number

Re – based on Uc , the centerline kinematic viscosity mc and the

channel half-width h – lies between 2700 and 3300. The Reynolds

number Res based on h, the shear velocity us ¼
ffiffiffiffiffiffiffiffiffiffiffiffi

ss=qs
p

, with ss and
qs being the mean shear stress and the density, and the kinematic

viscosity ms, all taken at the wall or the liquid film surface, is typi-

cally above 180. The dimensions of the domain are

Lx ¼ ph; Ly ¼ 2h and Lz ¼ 0:3ph in the streamwise, normal and

spanwise directions respectively, i.e. Lþx P 565; Lþy P 360 and

Lþz P 169 in wall units, i.e. Lþi ¼ Lius=ms. As shown by Jimenez

and Moin [16] for isothermal flows, these box dimensions are suf-

ficiently large to ensure the development of enough turbulent

structures to obtain low order statistics in good agreement with

experiments. This assumption will be verified a posteriori in the

case of evaporating liquid films. The computational grid is regular

in (x,z) directions and the grid spacing Dxþ � 35 and Dzþ � 5 is suf-

ficient to resolve the expected elongated structures of turbulence.

A grid stretching is used in the normal direction to allow a good

resolution of the near wall viscous sublayer. The grid step verifies

1P Dyþw P 0:5 at the wall or liquid film surface and Dyþc � 5 near

the centerline.

3. Numerical method

All the simulations of the present study were carried out with

the AVBP code [1] which uses a cell-vertex finite-volume method

and solves the compressible conservation equations on arbitrary

unstructured grids for the conservatives variables (mass density,

momentum, total energy and mass species). It is fully parallel, ded-

icated to Large-Eddy Simulations (LES) and Direct Numerical Sim-

ulations (DNS), and has been widely used and validated in many

different configurations over the past years [17–20]. The numerical

scheme is a Taylor–Galerkin scheme (TTGC) [21] that is third-order

in time and space.

To compute a statistically steady configuration in a periodic

channel, source terms must be added to the momentum, total en-

ergy and heptane mass fraction equation. These source terms are

designed to compensate for the effects of the wall or liquid film

shear stress, heat flux and mass evaporation. The constant force S

added to the streamwise momentum equation is:

S ¼ KS

qsU2
max

h
ð1Þ

where Umax ¼ Uc ¼ 50 m sÿ1 and KS is a constant adjusted to reach

Uc � Umax. Consistently, a source term S.u is added to the total en-

ergy equation, where u is the streamwise velocity component.

The constant heat source SE added to the total energy equation

is:

SE ¼ hqCvi
ðT target ÿ hTiÞ

st
ð2Þ

where Cv is the mass specific heat capacity at constant volume,

T target is a target temperature and hi denotes the volumic average

operator over the whole domain. st � h=2us is a characteristic time

of turbulent diffusion.

The constant mass source SM added to the heptane mass frac-

tion equation is:

SM ¼ hqi
YF target ÿ

hqYF i
hqi

� �

st
ð3Þ

where YF target denotes a target heptane mass fraction. Consistently,

the momentum source terms SM:ui and the energy source term

SM � ½Eint þ Ec� are respectively added to the momentum equations

and the total energy equation. Eint and Ec are respectively the inter-

nal energy of heptane and the kinetic energy. Note that SM is always

a negative term because it compensates for the mass introduced in

the computational domain through evaporation. The different

source terms are summarized in Table 1.

For the purpose of the present study, there is no need to explic-

itely introduce a liquid film in the calculation. Indeed the interac-

tion of the liquid film with the flow is essentially located at the film

surface, and only the surface properties of the film are needed.

Fig. 2. Computational domain and coordinate system. Note that the simulation is

periodic in both x- and z-directions.

Table 1

Source terms added to the conservative equations of the gas.

Source terms

Equations

Streamwise momentum S SM :u

Normal momentum SM :v

Spanmwise momentum SM :w

Total energy S:u SE SM :½Eint þ Ekin�

Heptane mass density SM



Therefore the film is simply represented by a boundary condition

for the gaseous flow, that imposes the film surface temperature

Ts to a constant value, the mass fractions Ys
k to the saturation val-

ues of a mixture of air and heptane at one bar, and the normal

velocity to the Stephan velocity vS (Table 2). The saturated fuel

vapor mass fraction Ys
F is calculated from the Clausius–Clapeyron

relation and the Raoult’s relation as Y s
F ¼ Psat

F ðTsÞWF=P
sW s, and

the associated air mass fraction is simply Y s
air ¼ 1ÿ Y s

F . The

Stephan velocity is calculated from the evaporated mass flow rate

of heptane _M given by [22]:

_M ¼ qs
vS ¼

qsms

ð1ÿ Y s
FÞSc

@YF

@y

� �s

ð4Þ

where Sc is a Schmidt number that represents the diffusion velocity

of heptane in a heptane–air mixture. It is calculated as:

1

Sc
¼ W

1ÿ YF

WairScF
þ

YF

WFScair

� �

ð5Þ

where W is the mean molecular weight,Wk is the molecular weight

of species k and Sck is the Schmidt number of species k. In Eq. (4) the

fuel vapor gradient at the film surface is unknown a priori and is

evaluated from the simulation.

4. Isothermal flow

The results obtained for the classical ‘minimum channel’ config-

uration are presented and compared to the results of Kim et al. [2]

(belowreferred toas ‘KMM’) consideredasa reference. In thepresent

case the top and bottom boundaries of the computational box are

isothermal no-slip walls at temperature Ts ¼ 300 K (Fig. 2). The gas

is a mixture of heptane and air also at T ¼ 300 K and one bar, with

a uniform fuelmass fraction of YF ¼ 0:2. The corresponding thermo-

chemical and transport properties are given in Table 3 where Pr

denotes the Prandlt number. The channel half-width is

h ¼ 0:77031� 10ÿ3 m, leading to the Reynolds numbers Re � 3300

and Res � 180 as in the DNS of KMM [2]. The computational grid is

18� 120� 36with a stretching in the direction normal to thewalls,

corresponding to a grid spacing ofDxþ � 33:4;Dyþw � 1:0; Dyþc � 4:9

andDzþ � 4:9. All statistics are calculated from ðx; zÞ-plane and time

averages, over a time corresponding to 790h=Uc.

The mean velocity profile �uþ ÿ us ¼ �u=us is shown in Fig. 3a. It is

in very good agreement with the result of KMM [2] and is correctly

modelled by a linear law ð�uþ ¼ yþÞ in the viscous laminar sublayer

and by a standard logarithmic law ð�uþ ¼ 2:5lnðyþÞ þ 5:5Þ in the

above inertial zone of the boundary layer. In the fully developed

Table 2

Liquid film boundary condition.

Temperature Ts ¼ Constant

Mass fractions Y s
F ¼ PFWF=P

sW s , Y s
air ¼ 1ÿ Y s

F

Velocity
v
s ¼

_M
qs ¼ vS , us ¼ ws ¼ 0

Table 3

Thermochemical and transport properties of the mixture in non-evaporating cases.

Air is considered as a mixture of Oxygen O2 and Nitrogen N2 .

W m ð300 KÞ m ð600 KÞ Pr Sc

33:6 g molÿ1 1:17 10ÿ5 m2 sÿ1 1:63 10ÿ5 m2 sÿ1 0:78 1:65

Fig. 3. Isothermal flow results. Comparison with results of [2] (KMM).



turbulence channel flow considered here, the total shear stress sþ

should be a linear function of the normal coordinate yþ:

sþ ¼ sþturb þ sþlam ¼ ÿu0
v

0þ þ
@�uþ

@yþ
� ÿ

yþ

h
þ ð6Þ

where it is assumed that sþlam has a negligible contribution. Fig. 3b

shows that the above relation is well satisfied, indicating that the

flow has reached a statistically steady state. Moreover, the Reynolds

shear stress sþturb is also in excellent agreement with the result of

KMM [2]. Turbulent intensities uþ
rms ¼

ffiffiffiffiffiffi

u02
p

=us; vþ
rms ¼

ffiffiffiffiffiffiffi

v
02

p

=us
and wþ

rms ¼
ffiffiffiffiffiffiffi

w02
p

=us are shown in Fig. 3c. The agreement with the

DNS of KMM is quantitatively good for the streamwise and normal

velocity fluctuations, especially near the wall, but only qualitatively

correct for the spanwise velocity fluctuation. The differences are

mainly due to the small width of the computational box and the

weak resolution around the channel centerline, together with the

dissipation of the numerical scheme. Fig. 3d shows the profile of

pressure fluctuations normalized by the wall shear velocity,

Pþ
rms ¼ Prms=qu2

s . A maximum deviation from the result of KMM of

about 7 % is obtained (see Fig. 3).

This set of results validates the numerical approach and allows

to consider the anisothermal flow, presented in the next section.

5. Anisothermal flow

In this section the DNS of a heated gas flowing between two

cold walls is performed in order to observe the behavior of the laws

of the wall in the presence of a temperature gradient. In the pres-

ent case, the gas is heated to Tc ¼ 600 K (where Tc denotes the

mean centerline temperature) while the top and bottom bound-

aries are isothermal no-slip walls at temperature Ts ¼ 360 K. The

gas composition is as in the isothermal case, with the same

thermochemical and transport properties (Table 3) except for the

viscosity m that increases with the temperature. The channel half-

width is h ¼ 2:3731� 10ÿ3 m, leading to the Reynolds numbers

Re � 3000 and Res � 300. The computational grid is 19� 150

�38, stretched in the normal direction so that Dxþ � 52:6;

Dyþw � 0:8;Dyþc � 7:7 and Dzþ � 7:7. Statistics were collected over

a time sample of roughly 560h=Uc. The quality of the simulation

is first checked with sample streamwise and spanwise velocity

power spectra shown in Fig. 4a and b. The drop-offs at high

frequencies guarantee that the small scales are adequately repre-

sented. Fig. 4c and d show the two-point spatial autocorrelation

functions for the velocity field in the near-wall region ðyþ ¼ 5:5Þ.

These autocorrelation functions do not exactly reach zero at the

largest separation distances, but the levels are reasonable. In

addition, these function levels are close to the isothermal case of

previous studies [16], showing sufficient domain size and grid res-

olution for near-wall turbulence statistics. Moreover, the minimum

of the autocorrelation function along the spanwise direction is

negative, demonstrating that the computational box is large en-

ough to contain at least two streaks, and provide acceptable

near-wall turbulence statistics.

In anisothermal flows, density and viscosity variations make the

classical log-lawnomore valid [8]. To account for temperature gradi-

ent, the followingdimensionless variablesare indroduced [5,23–25]:

Fig. 4. Near-wall turbulence statistics for the anisothermal flow.



gþ ¼
ms

m
yþ; �/þ ¼

�q
�qs

uþ; �hþ ¼
�q
�qs

Tþ ð7Þ

with:

Tþ ¼ ÿ
ðT ÿ TsÞ�qsCpus

�us
ð8Þ

where Cp and �us denote respectively the mean mass specific heat

capacity at constant pressure and the mean heat flux from the gas

to the wall. Kays et al. [5] showed that these new variables, called

LnKC variables in [23], allowed to recover the classical logarithmic

profile in the inertial zone of the boundary layer for both the velocity

and the temperature. Fig. 5 shows the mean velocity and the mean

temperature profiles expressed in both classical wall units and LnKC

variables. The distance of the laminar-turbulent transition is now lo-

cated at yþlt ¼ 16:4, to be compared to the yþlt ¼ 11:6 value obtained in

the isothermal case, while the shear velocity and the laminar kine-

matic viscosity at the wall have passed from us ¼ 2:75 m sÿ1 and

ms ¼ 1:17 10ÿ5 m sÿ1 to us ¼ 2:06 m sÿ1 and ms ¼ 1:63 10ÿ5 m sÿ1 in

the anisothermal case. In other words ylt is twice and half larger in

the anisothermal case. As expected a logarithmic behavior is recov-

ered with the LnKC variables. The additive constants in the log-laws

and therefore the laminar-turbulent transition differ from those

obtained by Angelberger [26] but are in agreement with the results

of Nicoud [3] and Huang & Coleman [4], who suggest that these

parameters depend on the heat flux parameter Bq ¼ �us=�qsCpusTs. In

the present DNS, this flux parameter is found to be equal to

Bq ¼ 0:0354, leading to the following laws of the wall:

Dynamic :
gþ 6 13:4 : �/þ ¼ gþ

gþ
P 13:4 : �/þ ¼ 2:44 lnðgþÞ þ 7:07

(

ð9Þ

Thermal :
gþ 6 13:0 : �hþ ¼ Prgþ

gþ
P 13:0 : �hþ ¼ 2:075 lnðgþÞ þ 4:82

(

ð10Þ

Fig. 6 shows that the shear stress profiles in the anisothermal and

isothermal flows are almost identical, indicating that the tempera-

ture variation acts on the flow dynamics mainly through the density

and the viscosity. In addition, the total shear stress sþ behaves as a

linear function of the normal coordinate yþ if density is taken into

account as follows:

sþ ¼ sþturb þ sþlam ¼ ÿqþu0
v

0þ þ qþmþ
@�uþ

@yþ
¼ ÿ

yþ

h
þ ð11Þ

where qþ ¼ �q=�qs and mþ ¼ m=ms.

6. Channel flow with evaporating liquid films

In this section, evaporating liquid films are added on the top

and bottom walls. Five different cases are considered. They are de-

fined by the liquid surface temperature Ts and the target gas flow

conditions in terms of velocity Utarget , temperature T target and fuel

mass fraction YF;target . These operating conditions are summarized

in Table 4. Note that case 3 corresponds to the anisothermal case

of the previous section. To cover a wide range of evaporation rate,

the liquid film surface temperature Ts increases from 309.4 K in

case 1 to 370 K in case 5, a value close to the boiling temperature

of n-heptane. Different values for the gas temperature are also used

to reach different temperature gradients at the surface of the liquid

film. It is worth noting that in case 4, T target is smaller than Ts lead-

ing to a negative gradient. The fuel mass fraction YF;target is strongly

increased from 0.1 in case 1 to 0.6 in case 4, while going back to a

low value in case 5. Because of the heptane viscosity, that is about

one order of magnitude lower than the air viscosity, the resulting

gas mixture viscosity decreases from case 1 to case 4, and the chan-

nel height h is also decreased to keep a Reynolds number Re at

approximately the same value for all cases. As a consequence,

the number of grid points in the vertical y-direction is accordingly

adjusted to keep a good resolution.

Fig. 5. Mean streamwise velocity (top) and temperature (bottom) expressed in wall

units ð�uþ; �Tþ; yþÞ and in LnKc variables ð�/þ; �hþ;gþÞ.

Fig. 6. Normalized shear stress profiles for the anisothermal case (lines). For

comparison, symbols represent the isothermal case.



The values of the operating conditions actually reached during

the simulations are summarized in Table 5. The actual values of

the channel centerline gas temperature Tc , pressure Pc , velocity

Uc and composition YF;c are reported, and are found close to the

specified target values (Table 4). The values of Y s
F reported in Table

5 are functions not only of Ts but also of the mean molecular

weight of the mixture W s at the liquid surface. They are found to

increase from 0.3 in case 1 to 0.99 in case 5. The friction velocity

us decreases from 2:04 m sÿ1 in case 1 to 0:26 m sÿ1 in case 5, lead-

ing to a reduction of the first cell size at the surface of the liquid

dyþw. All values of dyþw are lower than one, therefore in good ade-

quacy with the grid refinement required in the viscous sublayer. Fi-

nally, the flow is actually fully turbulent for all cases as indicated

by the Reynolds number Res. Even if case 4 has a lower Res, the en-

ergy power spectra and autocorrelation functions have been

checked to ensure sufficiently accurate statistics.

Table 5 also displays mean values of the liquid–gas heat flux

us ¼ ðk@T=@yÞs and mass flux _M, as well as the mean Stephan

velocity. It appears clearly that these two quantities are not di-

rectly correlated and that the evaporation of a liquid film is not a

function of the heat flux only. In particular the laminar Schmidt

Table 4

Definition of the five cases.

Variable Case 1 Case 2 Case 3 Case 4 Case 5

Ts ðKÞ 309.4 333.0 360.0 368.0 370.0

Ttarget ðKÞ 400 500 600 320 500

Utarget ðm sÿ1Þ 50 50 50 50 50

YF;target 0.1 0.2 0.2 0.6 0.2

h ðmÞ 1:2382 eÿ3 1:5612 eÿ3 2:0936 eÿ3 3:3485 eÿ4 1:7239 eÿ3

Re 2560 2710 2750 2760 3100

Grid 22� 155� 44 22� 172� 43 22� 176� 44 22� 150� 44 22� 196� 44

Fig. 7. Structure of the boundary layer above a liquid film.

Table 5

Characteristics of the five cases.

Variable Case 1 Case 2 Case 3 Case 4 Case 5

Tc ðKÞ 401.9 503.2 598.2 319.1 499.3

Pc ðPaÞ 99,860 99,750 100,640 101,840 101,960

Uc ðm sÿ1Þ 48.2 51.7 50.4 51.6 50.0

YF;c 0.097 0.189 0.210 0.560 0.237

Y s
F

0.30 0.60 0.90 0.98 0.99

us ðm sÿ1� 2.04 1.52 0.60 0.69 0.26

Res 242 374 351 96 196

Dyþw 0.92 0.89 0.76 0.41 0.27

us ½kJ mÿ2 sÿ1� 17.2 24.4 9.93 ÿ3.58 1.36

vS
þ 0.01 0.035 0.249 1.164 1.508

_M ðg mÿ2 sÿ1Þ 28.9 96.3 402 2540 1290

Fig. 8. Field of fuel mass fraction and Stephan velocity for case 4.

Fig. 9. Mean streamwise velocity profiles expressed in wall units ð�uþ; yþÞ.



number has a direct impact on the mass flux and varies from

1.4496 in case 1 to 0.2486 in case 5, leading to a strong increase

of the Stephan velocity from case 1 to case 5. In this last case, Sc

is about three times smaller than Pr. The heat flux is directly linked

to the temperature difference between the liquid surface and the

gas but it is modulated by the Stephan velocity that decreases

the temperature gradient. Another impact of the blowing Stephan

velocity is to significantly reduce the friction velocity, leading to a

value of 0:6 m sÿ1 in case 3, to be compared to the 2:06 m sÿ1 in the

corresponding non evaporating anisothermal case of the previous

section, and down to 0:26 m sÿ1 in case 5. The behaviour of these

parameters illustrates the complexity of the boundary layer phys-

ical processes under the influence of an evaporating liquid film.

6.1. Flow analysis

Fig. 8 shows a view of the 3D fuel mass fraction with the Ste-

phan velocity at the film surface for the case 4. Injected at the film

surface with a varying injection velocity equal to the Stephan

velocity, the fuel vapor gradually fills the channel through turbu-

lent mixing and diffusion. The profiles of the mean streamwise

velocity expressed in wall units ð�uþ; yþÞ is plotted in Fig. 9 for

the five cases. One important observation is that they do not re-

main logarithmic in the fully turbulent region of the boundary

layer. It is also difficult to identify a clear transition between the

viscous sublayer and the inertial zone. Moreover, cases 1 and 5 dif-

fer by one order of magnitude on �uþ, but one should keep in mind

Fig. 10. Contributions to the total shear stress. Comparison of cases 2, 4 and 5.



that this is mainly due to the strong variation of us (see Table 5).

The total shear stress expressed in wall units writes in the evapo-

rating case:

sþ ¼ qþmþ
@�uþ

@yþ
ÿ �qþu0

v
0þ þ �uþq0

v
0þ þ �v

þq0u0þ
� �

¼ sþlam þ sþturb

ð12Þ

where two extra terms �uþq0
v
0þ and �v

þq0u0þ appear in the turbulent

part, due to the non-zero transverse velocity vþ and density fluctu-

ations q0 due to the liquid film evaporation. Fig. 10a, c and e show

the different contributions to the total shear stress for cases 2, 4

and 5. If the term v
þq0u0þ is negligible most of the time, the term

ÿ�uþq0
v
0þ becomes high enough to compensate for the classical tur-

bulent shear stress term �qþu0
v

0þ. Its contribution seems to increase

when the normal density gradient at the film surface are high com-

pared to the normal velocity: indeed the smallest ratio
�uþq0

v
0þ=�qþu0

v
0þ is obtained for case 4 where evaporation is very

strong but the density gradient is rather weak compared to cases

2 and 5 (see Table 5). The total shear stress, with the turbulent

and laminar contributions are gathered In Fig. 10b, d and f. The total

shear stress profile sþ is not linear in any evaporating case and is

found to be maximum inside the boundary layer above the liquid

film surface, while it was always maximum at the walls in the

non evaporating cases. The location yþlt where the turbulent shear

stress sþturb becomes dominant compared to the laminar shear stress

sþlam comes closer to the surface of the liquid for higher rate of evap-

oration. For instance, yþlt < 5 is obtained for strong _M in cases 4 and

5 while yþlt > 30 for rather weak _M in case 2 (see Table 5). This

strong dependence of the boundary layer structure on evaporation

rate is an additional difficulty in the derivation of accurate wall

functions for a broad range of evaporation rates.

Normalized velocity fluctuations are shown in the Fig. 11 for the

five cases. The higher values compared to the isothermal case are

due to the lower values of us. When normalized by the same

friction velocity us0 of the isothermal case, the velocity fluctuations

recover values of the same order of magnitude than in non evapo-

rating cases, with a maximum close to the isothermal case for the

streamwise velocity and approximately double for the two other

components [27]. However, the location and the width of the peak

vary, being broader for stronger evaporation rate and density

gradient. These results confirm the modification of the boundary

layer structure and are in conformity with the already observed

changes of the maxima of the shear stresses sþturb and sþlam above

the liquid film surface. Furthermore, Fig. 11b shows that the

normal and spanwise velocity fluctuations increase with the

Stephan velocity (see Table 5), but in case 1 they are smaller than

in the isothermal case. This is again a consequence of the density

and viscosity gradients that compensate the effects of a weak

evaporation rate.

The normalized temperature fluctuation Tþ
rms defined by:

Tþ
rms ¼

ffiffiffiffiffiffi

T 02

q

qsCpus
us

�

�

�

�

�

�

�

�

ð13Þ

and the normalized fuel mass fraction fluctuation Yþ
Frms

defined by:

Yþ
Frms

¼

ffiffiffiffiffiffi

Y 02

F

q

ð1ÿ Y s
FÞvS

þ
ð14Þ

are shown on Fig. 12. Both quantities behave like the normalized

streamwise velocity (Fig. 11), with maximum heat and mass flux

localised above the liquid film surface. The maximum levels of

Tþ
rms are also close to the streamwise velocity fluctuations levels.

This is not true for Yþ
Frms

(Fig. 12b) that shows already higher values

in cases 1 and 2, due to the low value of the Stephan velocity. Note

that the Stephan velocity behaves like 1=Sc while us behaves like

1=Pr, and that Sc varies significantly from cases 1 to 5 while Pr is

a constant. This explains the different behaviors of the temperature

and fuel mass fraction fluctuations. For example in case 5, where Sc

is about three times smaller than Pr, Yþ
Frms

is also about three times

smaller than Tþ
rms.

The vorticity fluctuations normalized by u2
s=m

s (Fig. 13) appear

to be much higher than in the isothermal case and increase from

cases 1 to 5, i.e. with the Stephan velocity and the density and vis-

cosity gradients. This is again partly explained by the disparity of

u2
s=m

s, that is about two times higher in case 4 than in case 3.

According to Fig. 13, the Stephan velocity seems to accentuate

the hollows and bumps of the streamwise vorticity fluctuations

(cases 4 and 5) whereas the density and viscosity gradients seem

Fig. 11. Normalized streamwise, normal and spanwise velocity fluctuations for the

liquid film evaporating cases.



to smooth them (case 3) as was also the case in the anisothermal

flow. A more detailed comparison with the anisothermal case

shows that the shape of the normal vorticity fluctuations profiles

is similar in all cases (with and without evaporation), except near

the liquid film surface where the slope of the curves is smaller for

higher evaporation. On the contrary, the spanwise vorticity fluctu-

ations are significantly modified by evaporation, with a peak

appearing between the liquid film surface and yþ ¼ 10, increasing

with evaporation and density gradients. It corresponds to the

location of the peak of laminar shear stress above the liquid–gas

interface as already seen in Fig. 10a, c and e. In order to measure

the dependency of the evaporation rate to the spanwise vorticity,

a correlation factor FvXz is defined as follows:

FvXz ¼
v

0:X0
z

ffiffiffiffiffiffi

v
02

p

:X02

z

ð15Þ

where Xz is the z-component of the vorticity vector. This factor is

plotted on Fig. 14. It appears to be high (close to 1 at the liquid film

surface) for weak evaporation (cases 1 and 2). It then decreases

when the evaporation rate increases (case 3), and even becomes

negative for the strongest evaporation cases (4 and 5). A look at

instantaneous fields of spanwise vorticity and normal velocity at

the bottom liquid film surface illustrates and confirms the strong

correlation for weak evaporation rate in case 2 (Fig. 15a and b)

and the low correlation for strong evaporation rate in case 4

(Fig. 15c and d). In this last case the negative values may be ex-

plained by the occurence of negative spanwise vorticity whereas

it always stays positive in weak or medium evaporation cases (1,

2 and 3).

6.2. Wall functions modelling

The presence of an evaporating liquid film changes significantly

the behavior of the boundary layer as highlighted in the previous

section as detailed in Fig. 7. A fuel vapor mass fraction boundary

layer builds up above the liquid film and must be represented by

an additional mass wall function, in a similar way to the classical

dynamic and thermal law-of-the-walls. Under the influence of an

evaporating liquid film, it is clear from Fig. 9 that the mean

streamwise velocity profiles expressed in classical wall units do

not follow the classical dynamic wall function. Going back to the

mean gas momentum equation, and assuming incompressiblity

and negligible pressure gradient, one obtains for steady conditions

and statistical mean variables:

�v
@�u

@y
¼

@

@y
ðmþ mtÞ

@�u

@y

� �

ð16Þ

where mt is the turbulent viscosity, modelled as:

mt ¼
Ky

Cu

� �2
@�u

@y
ð17Þ

where K is the Karmann constant and Cu is a model constant to be

determined. Integrating and using �v ¼ �vS from mass conservation

equation, one obtains:

�u�vS ¼ m
@�u

@y
þ

Ky

Cu

@�u

@y

� �2

þ K1 ð18Þ

The integration constant K1 is obtained from the evaluation of u at

y ¼ 0:

us
vS ¼ m

@�u

@y

� �s

þ K1 ¼ u2
s þ K1 ð19Þ

Normalizing �u as �uþ ¼ ð�uÿ �usÞ=us one finally gets:

�uþ
vS

þ ¼
@�uþ

@yþ
þ

Kyþ

Cu

@�uþ

@yþ

� �2

ÿ 1 ð20Þ

In the laminar sublayer, i.e. between yþ ¼ 0 and yþ ¼ yþlt , it is as-

sumed that mt << m, so that Eq. (20) reduces to:

�uþ
vS

þ ¼
@�uþ

@yþ
ÿ 1 ð21Þ

that admits the solution uþ
vS

þ ¼ expðvS
þyþÞ ÿ 1, approximated for

small values of yþ by uþ ¼ yþ. In the inertial sublayer, i.e. for

yþ > yþlt , it is assumed that m << mt , and Eq. (20) now reduces to:

uþ
vS

þ ¼
Kyþ

Cu

@uþ

@yþ

� �2

ÿ 1 ð22Þ

which leads to the classical logarithmic wall function for the mean

streamwise velocity:

�uþ
eff ¼

Cu

K
ln

yþ

yþlt

� �

þ yþlt ð23Þ

where a new wall effective velocity variable is defined as follows:

uþ
eff ¼

2

vS
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ uþ
vS

þ
p

ÿ 1
h i

ð24Þ

Note that in the laminar sublayer, the approximation �uþ
eff ¼ yþ still

holds.

The same methodology may be used for the derivation of the

wall functions of the temperature and the fuel mass fraction, for

Fig. 12. Normalized fluctuations of temperature and mass fraction for the liquid film evaporating cases.



which the mean equations of energy and fuel mass fraction are

written respectively:

�v
@T

@y
¼

@

@y
ðaþ atÞ

@T

@y

" #

ð25Þ

and

�v
@YF

@y
¼

@

@y
ðDþ DtÞ

@YF

@y

" #

ð26Þ

where the same assumptions as for the velocity have beenmade, and

where a ¼ m=Pr andD ¼ m=Sc are respectively the heat andmolecular

laminar diffusion coefficients. The turbulent values are modelled as

at ¼ mt=ðCTPrtÞ ¼ K2y2=ðC2
uCTPrtÞð@�u=@yÞ and Dt ¼ mt=ðCYSctÞ ¼ K2

y2=ðC2
uCYSctÞð@�u=@yÞ, where CT and CY are model constants and

Prt ¼ 0:9 and Sct ¼ 0:9 denote respectively the turbulent Prandtl

and Schmidt numbers. A first integration gives:

T vS ¼
m
Pr

þ
K2y2

C2
uCTPrt

@u

@y

 !

@T

@y
þ Ts

vS ÿ
�us

�qsCp
s

ð27Þ

and

YFvS ¼
m
Sc

þ
K2y2

C2
uCYSct

@�u

@y

 !

@YF

@y
þ vS ð28Þ

Normalizing T as Tþ ¼ ÿðT ÿ TsÞus�qsCp
s= �us and YF as YF

þ ¼

ðYF ÿ 1Þ=ðYF
s ÿ 1Þ, the two above equations may be rewritten in

non-dimensional wall variables:

Tþ
vS

þ ¼
1

Pr
þ

K2yþ2

C2
uCTPrt

@�uþ

@yþ

 !

@Tþ

@yþ
ÿ 1 ð29Þ

and

YF
þ
vS

þ ¼
1

Sc
þ

K2yþ2

C2
uCYSct

@�uþ

@yþ

 !

@YF
þ

@yþ
ð30Þ

In the laminar sublayer, one finds easily Tþ
vS

þ ¼ expðvS
þyþPrÞ ÿ 1

and YF
þ
vS

þ ¼ expðvS
þyþScÞ, which can be approximated for small

values of yþ by Tþ ¼ Pr yþ and YF
þ ¼ Sc yþ respectively. In the

inertial sublayer, replacing @�uþ=@yþ by its expression from Eqs.

(22) and (23) and integrating leads to:

1þ Tþ
vS

þ

1þ Tþðyþlt ÞvS
þ
¼ 1þ

CuvS
þlnðyþ=yþlt Þ

2Kð1þ vS
þyþlt =2Þ

� �2PrtCT

ð31Þ

and

YF ÿ 1

YFðy
þ
lt Þ ÿ 1

¼ 1þ
CuvS

þlnðyþ=yþlt Þ

2Kð1þ vS
þyþlt =2Þ

� �2SctCY

ð32Þ

As a consequence the wall temperature and mass fraction variables

are re-defined as:

Tþ
eff ¼

2CTPrt
vS

þ
1þ Tþ

vS
þ

ÿ �1=2CTPrt
ÿ 1

h i

ð33Þ

YF
þ
eff ¼

2CYSct
vS

þ
YF

þ
ÿ �1=2CY Sct

ÿ 1
h i

ð34Þ

Fig. 13. Normalized vorticity fluctuations for the liquid film evaporating cases.

Fig. 14. Correlation factor of the normal velocity and the spanwise vorticity.



With these new effective variables, the profiles of mean streamwise

velocity, temperature and fuel mass fraction become almost loga-

rithmic in the fully turbulent boundary layer. These new definitions

also decrease the differences between cases 1 and 5, reducing them

to density and viscosity variations as has been shown by Desoutter

[27]. These effective variables are finally associated to the LnKc def-

initions [26], to obtain the effective LnKc variables:

gþ ¼
ms

m
yþ; �/þ

eff ¼
�q
�qs

�uþ
eff ;

�hþeff ¼
�q
�qs

Tþ
eff ;

�fþeff ¼
�q
�qs

YF
þ
eff ð35Þ

Using these definitions and the previous expressions for uþ
eff , T

þ
eff and

Yþ
F eff , one can derive the following new wall functions:

Dynamic :
gþ 6 gþ

lt :
�/þ
eff ¼ gþ

gþ
P gþ

lt :
�/þ
eff ¼ gþ

lt þ
Cu

K
ln gþ

gþ
lt

8

<

:

ð36Þ

Thermal :

gþ 6 gþ
lt;T : �hþeff ¼ Prgþ

gþ
P gþ

lt;T : �hþeff ¼ Prgþ
lt;T þ

Cu

K

2CTPrtþPrvS
þgþ

lt;T

2þvS
þgþ

lt;T

� �

ln gþ

gþ
lt;T

8

>

<

>

:

ð37Þ

Mass :

gþ 6 gþ
lt;Y : �fþeff ¼ Scgþ

gþ
P gþ

lt;Y : �fþeff ¼ Sclt gþ
lt;Y þ Cu

K

2CY SctþScltvS
þgþ

lt;Y

2þvS
þgþ

lt;Y

� �

ln gþ

gþ
lt;Y

8

>

<

>

:

ð38Þ

where gþ
lt ;g

þ
lt;T and g

þ
lt;Y are the distances from the liquid film surface

to the laminar-turbulent transition, respectively for the dynamic,

the thermal and the fuel mass fraction boundary layers. They are

determined by identification of the wall functions to the DNS pro-

files. The Schmidt number Sclt is calculated using Eq. (5) at the loca-

tion of the laminar-turbulent transition. Fig. 16 shows the

comparison between the calculated profiles and the above wall

functions (Eqs. (36)–(38)). The values of the different constant

parameters obtained by fitting these wall functions to the DNS re-

sults are summarized in Table 6. Except in the buffer zone between

the two sublayers, the newwall functions match closely the DNS re-

sults. A classical logarithmic behavior in the fully turbulent zone is

obtained. In addition, the assumption of linear evolution in the lam-

inar zone is well verified. As shown in Table 6, the fitted parameters

used in the wall functions are not constant and vary with the evap-

oration rate and density gradient. However the variations of Cu; CT

and CY never exceed 30% and may be taken in the range of 0.9-

1.1, 1.21-1.26 and 1.0-1.3 respectively. Concerning the laminar-tur-

bulent transition locations, a first observation is that the three

parameters gþ
lt ;g

þ
lt;T and gþ

lt;Y are close for each individual case,

allowing to use one single value for the three wall laws. However

they strongly differ for the five cases, ranging approximatively

between 7 and 15, with lower values corresponding to higher

evaporation rates and lower density gradients. Furthermore, it is

worth noting that, going back to dimensional values, ylt; ylt;T and

ylt;Y increase with both evaporation and density gradient, since this

behaviour corresponds to a decrease of the friction velocity us.

Finally, it is important to note that in the limit of small evaporation

rate and gradients of density and viscosity, the wall functions

(Eqs. (36)–(38)) reduce to the standard wall functions [28].

Fig. 15. Instantaneous field of spanwise vorticity and normal velocity at the bottom liquid film surface for case 2 and 4.



7. Conclusions

In this paper, the physical processes that occur in the turbulent

boundary layer when subjected to the influence of an evaporating

liquid fuel film (n-heptane) were investigated. Several DNS of the

‘‘minimal channel” flow configuration were carried out with and

without a liquid film on walls. The results allowed to identify the

important parameters governing the behaviour of the dynamic,

thermal and fuel mass fraction boundary layers. Major changes

in the structure of the boundary layer were observed under the

combined influence of the rate of evaporation and the gradients

of density and viscosity induced by the presence of fuel vapor in

the gas mixture. In particular, it was shown that:

� All mass, momentum and energy fluxes at the surface of the

liquid film are strongly decreased by the gradients of density

and by the blowing of the boundary layer by evaporation.

� The maximum of the shear stress is moved towards the interior

of the boundary layer by the Stephan velocity induced by

evaporation.

� The viscous sublayer thickens with the increase of the gradients

of density, viscosity and the rate of evaporation.

In addition, it was shown that the heat and mass flux between

the liquid and the gas resulting from evaporation undergoes strong

fluctuations linked to the gas flow turbulence. Their average value

is used to develop new wall variables that include the effects of

density, mass and temperature gradients at the film surface ad al-

low to build new wall functions to describe the boundary layer.

These new wall functions were confronted to the DNS results to

check their validity and accuracy. In particular the constant param-

eters that appear in the derivation were adjusted from the DNS.

They may be directly used in CFD codes to take into account the ef-

fect of the presence of a liquid film, as was done by Desoutter [27].
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