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Hybrid Kinetic/Fluid numerical method for the Vlasov-BGK
equation in the diffusive scaling

Tino Laidin *
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Abstract

This paper presents a hybrid numerical method for linear collisional kinetic equations with diffu-
sive scaling. The aim of the method is to reduce the computational cost of kinetic equations by taking
advantage of the lower dimensionality of the asymptotic fluid model while reducing the error induced
by the latter approach. It relies on two criteria motivated by a pertubative approach to obtain a
dynamic domain decomposition. The first criterion quantifies how far from a local equilibrium in
velocity the distribution function of particles is. The second one depends only on the macroscopic
quantities that are available on the whole computing domain. Interface conditions are dealt with
using a micro-macro decomposition and the method is significantly more efficient than a standard
full kinetic approach. Some properties of the hybrid method are also investigated, such as the con-
servation of mass.

KEYWORDS: Kinetic equations; Diffusion scaling; Asymptotic preserving scheme; Micro-macro de-
composition; Hybrid solver
MATHEMATICS SUBJECTS CLASSIFICATION: (Primary) 65M08, 82M12 (Secondary) 35B40, 65M55

1 Introduction

Modelling semiconductors has become a major issue in the last decades in many fields of science such
as physics, mathematics, and engineering. They have a wide scope of applications going from computer
hardware (CPU, GPU, etc...) to smart devices, medical equipment and even solar panels. Therefore,
it seems clear that understanding the mathematical models describing those uses is crucial along with
enhancing the computing and energetic performances of the simulations.

Semiconductor models can be classified in three major scales: particles (microscopic), kinetic (meso-
scopic), and fluid (macroscopic). The first type of model is about describing the system as point particles
interacting with each other via collisions or electromagnetic forces. Such a system is in practice extremely
large and its study both theoretically and numerically becomes unattainable. The solution is instead of
considering each individual particle, to describe them with a probability distribution f = f°(¢,,v)
which depends on the time ¢t > 0, the space variable = and the velocity variable v. This is the kinetic
scale and it is computationally more accessible while still keeping a sense of the individuality of the
particles. At this scale, the semiconductor is typically described by a Vlasov-type equation modelling the
long-range interactions to which we add a collision operator Q(f) to take into account the short-range
ones.

Let d > 1 be an integer. We denote by Q, and €2, two open and bounded subsets of R?. In this article,
we are interested in the following scaled equation to find a particle distribution f depending on ¢ > 0,
z € Q, and v € ), solution to:

a € v € E € __ 1 €
Ef +€Tl'varf +€j Vo, f —EQHQ(f )s

f5(07x,v) = fO(x’U)v

Here, F is a given exterior electrical field depending only on the space variable x, and ¢ is the scal-
ing parameter. We also assume that the initial condition fy is nonnegative and does not depend on
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e. Throughout this work, the collision operator will be the linearized Bhatnagar—Gross—Krook (BGK)
operator [7]:

Q(f) = pM —mgf, where p=(f) and <f>:/ f dv. (1.1)

Qs

Here M(v) denotes a given nonnegative even function of v, the so-called Maxwellian. We assume that it
admits at least finite zeroth, second, and fourth moments mg, mo, m4 in velocity where my given by

mg :/ [v* M(v) dv.
Q,

v

A standard function satisfying these assumptions is the centered Gaussian:

o—Ivf?/2

M(v) = W.

In a more general setting, the electric field E is the gradient of a potential V € C%(€),), E = —VV, and
(P?) admits an equilibrium given by

F(x,v) = Mo v+

o (2,0) € Qu x Qy (1.2)

0|2

where o = [ o e~ V@)+557) 4z dv and My = Jo «q. fo(z,v) dz dv is the mass of the initial condi-
tion. In particular, F' can be written under a separate variable form:

e—V(z)

Fa,v) = Mop(x)M(v),  where ¢ = T V@ do
Qg

(1.3)

The functions M and ¢ are called local equilibria in velocity and space respectively. Equation (P¢) is
a scaled equation. The parameter ¢ is often called the Knudsen number. It is the ratio between the
mean free path of the particles and the length scale of observation. By considering different values of
a in (Pf) one can obtain different asymptotic descriptions of the model as € tends to 0. The choice
a = 0 corresponds to the hydrodynamic scaling. Such a model can be shown to reach a fluid limit
given by the Euler or Navier-Stokes equations [23,31]. This work will focus on o = 1: the diffusive
scaling. Such a scaling and its asymptotic limit have first been studied in [5]. The asymptotic expansion
of the distribution function f¢ in e is justified in [3] for the neutron transport and in [30] for the linear
Boltzmann equation. In [11] a large class of linear collision operators is dealt with and in [18], the authors
justified an approximation of the kinetic equation by diffusion using homogenization.

In practice, the Knudsen number can be of order 1 down to 0 depending on the physics we are modelling.
On the one hand, when € ~ 1, the system is said to be in the kinetic regime. It models a system with
few collisions between particles. On the other hand, when ¢ < 1, the system reaches the fluid regime.
This limit case is described by a drift-diffusion model:

3tP*diVx(VmP*EP):O» (P)
p(0.2) = po(x).

While the kinetic model is precise in its description of the system, it remains expensive to compute
numerically. Indeed, if we consider the full 3D case, the phase space is 7 dimensional and the collision
operator can induce important nonlinearities. On the other side, the fluid model simplifies greatly the
description of the system and is much less expensive in computational resources as the solution does not
depend on the velocity variable anymore. The use of the later becomes therefore attractive. Nevertheless,
one must take into account that this description only applies for small values of the Knudsen number.
A strategy to take advantage of both scales of description and reduce the computational time is to use a
hybrid method. In the diffusive setting, various methods were developed. In [8] the authors considered
a coupling between a Monte-Carlo approximation for the microscopic part of the equation and a finite
volume method for the macroscopic one. An automatic domain decomposition method with a buffer zone
is used in [12]. In [15], a dynamic low-rank method is applied to a linear transport equation based on a
micro-macro approach.
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Figure 1: The AP diagram (h denotes the size of the discretization)

In this paper, we shall adapt the method developed in [16] for a hydrodynamic scaling to the diffusive
setting. The strategy is to consider the Chapman-Enskog expansion of f€ to derive criteria that allow to
determine the best regime to use in a given subdomain. This defines a hybrid kinetic/fluid solver with an
automatic domain decomposition. Furthermore, interface conditions are dealt with using a micro-macro
decomposition of the distribution. The coupling method can be adapted to different solvers and the only
addition is the implementation of the subdomains indicators.

On the discrete level, the scaling parameter € can result in longer computation time. Indeed as € tends to
0, the transport velocity in (P¢) formally goes to infinity. Numerically, it translates to smaller and smaller
time steps to guarantee the stability of the scheme. A solution to this problem is to use schemes that
remain stable in the diffusive limit € — 0. These schemes fall into the framework of Asymptotic Preserving
(AP) schemes, a notion introduced in [25] and [21]. We also refer to the recent review article [22]. This
AP property can be summarized by the diagram in Figure 1. In the diagram, p corresponds to a solution
to the problem (P) and pj, is an approximation of p. On the other hand, f€ is a solution to the problem
(P?) and ff is an approximation of f¢. The idea behind AP scheme is threefold. Firstly, the scheme for
(P?) has to be a consistent discretization of the limit model as € — 0. Secondly, a scheme is considered
truly AP only if the stability criterion on the time step is independent on the parameter €. Thirdly, one
can explicitly take € = 0 in the scheme. The need of an AP scheme in the kinetic domain of our hybrid
scheme is crucial. The limit scheme is used in the fluid regions of the domain decomposition and it aims to
ensure good transitions between kinetic and fluid states. While AP schemes are designed to resolve both
the mesoscopic and the macroscopic scales automatically, it often implies more expensive computation
even in a fluid regime. By using a hybrid method, one can effectively take advantage of the properties
of an AP scheme while limiting its use and therefore reduce the computation time. This method falls
into the framework of Asymptotically Complexity Diminishing Schemes (ACDS) [8, 10]. Indeed, as the
Knudsen number tends to zero, the hybrid method is designed to use the less complex fluid model more
often.

Plan of the paper. The outline is as follows. Section 2 is dedicated to the derivation of a hierarchy
of macroscopic models based on the Chapman-Enskog expansion of the distribution. In Section 3 we
present a micro-macro reformulation of the Vlasov-BGK equation. This reformulation is then used to
develop an Asymptotic Preserving method with a finite volume approach. Section 4 is dedicated to the
the hybrid method. The coupling indicators based on the hierarchy introduced in Section 2 are presented
and the implementation of the hybrid scheme is discussed. Finally, numerical experiments are performed
in Section 5.

2 Chapman-Enskog expansion

The aim of this section is to derive a hierarchy of macroscopic models from which we will derive a

macroscopic coupling criterion. From now on, we set d = 1, Q, = [0,z,] with periodic boundary

conditions and Q, = R. We also assume that the electrical field E is periodic on [0, z,]. Let us first recall
the integro-differential problem we are interested in :

1 1

O f* + ET(fE) =5 (PM-[9),

€ (VBGK)
fE(O,l',U) = fO(xa'U)a



where
T(f)=vd, f+EO,f.
Let us make some assumptions on the Maxwellian M:
M) >0, YveR,
M(=v) = M(v), YveR, (2.1)
mo =1, my < 400 and my < 0.

As a consequence of the symmetric domain in velocity and the symmetry of M, odd moments of M vanish.

The last assumption my = 1 can easily be obtained by normalizing the Maxwellian. In particular, these

assumptions are satisfied with the centered Gaussian. Let us set y(v) = % and introduce the measure

dv
M(v)’
and L?(dx dv) the space of square integrable functions against the measure dxdy equipped with the
scalar product

dy =~(v) dv =

(f1, f2)L2(dz ay) = / f1fe dz dvy.

Qg X2y

With an initial data in L?(dx dv), there is a unique solution to (VBGK) (see, e.g., [2]) which conserves
mass and nonnegativity.
One can define the null space of the linear BGK operator (1.1). Let

N = {f =pM where f € L*(dz dv), p= (f)}.
The space N is sometimes referred to as the equilibrium manifold. In particular, one has that
N+ = {f € L*(dx dv) such that (f) =0} .

With these notations, one can decompose f as its equilibrium part in A plus a perturbative part in N'*.
Note that the perturbative part is not necessarily small.
Let us now introduce the so-called Chapman-Enskog expansion of the distribution function f¢:

fe(t,z,v) = p°(t, z) M(v) + Zskh(k) (t,x,v). (2.2)

k=1
This expansion comes with the following assumptions. First, the functions h*) do not depend on the
parameter £. Secondly, the functions h(¥) are functions of the density p°, the electric field F, the velocity
variable v and the Maxwellian M. Thirdly, we assume that h*) € N+ for all k and is therefore mean

free:
(h®)y =0, Vk>1.

To derive a hierarchy of models, let us consider truncations of order K € N of the Chapman-Enskog
expansion:

K
fe(t, z,v) = p(t, x) M(v) + Zskh(k) (t,x,v). (2.3)
k=1
The next step is to plug this expansion in (VBGK). It leads to
K K K
O (PP M)+ 0, > eFn®) = %T(pr) =S T (W) — é > ™),
k=1 k=1 k=1
Multiplying by € and rearranging the terms, one obtains
K+1

K-1 K
> R = —T(p M) = Y T (W) = 0, Y PR — 20, (p* M.
k=0 k=1 k=2

We now identify powers of e:

k=0: AN =—T(p*M), (2.4a)
k=1:  h®=—9, (" M)-T((HW), (2.4b)
2<k<K-—1: A*tD =_ g pt=1 7 (p*). (2.4¢)



2.1 Macroscopic model
To derive the fluid model, let us truncate the Chapman-Enskog expansion at first order K = 1:
fe=p"M+en®. (2.5)
We start by integrating (VBGK) in velocity:
1
8tp5—|—g3x<vf€> =0.
Then f¢ is replaced by its expression (2.5):
1
Opp° + = 0n (<vp6M> + (evh® >) —0,
€
where h(!) is given by the identification (2.4a). Using the fact that p° does not depend on the velocity
and that odd moments of the Maxwellian are zero, we obtain by plugging in the expression of h(1):
Oy p° + Oy (v(—v 0y pP°M — Ep® 0, M) ) = 0. (2.6)
Finally, assuming that p* — p as ¢ — 0, we formally obtain the drift-diffusion model:
Oy p— O0r (Mo 0y p+miEp) =0,

where m} = (v 9, M) denotes the first moment of the derivative of the Maxwellian. Note that with
our choice of M(v) as a centered Gaussian, an integration by parts allows us to obtain mj = —1. The
following proposition is also rigorously proven in [13].

Proposition 1. Let f be a solution to (VBGK) with an initial data in LQ(%). We assume that
E € C3(Q,). Therefore, f¢ — pM ase — 0 in LQ(%) where p is solution of the following drift-

diffusion equation:
O p— 0y (M20; p+miEp) =0 with po=(fo) (DD)

2.2 Higher order macroscopic model
To derive the third order fluid model, we truncate the Chapman-Enskog expansion at third order K = 3:
fe=pPM+eh® 1+ 2p3) 1 3B, (2.7)
We will see in the derivation process that the second order yields no additional information.
Again, we start by integrating (VBGK) in velocity and we replace f by its expansion (2.7):
O p° + é@z (vp* M) + 0, <vh(1) +evh® + 52’()]7,(3)> =0. (2.8)

At this point, we use the identification (2.4) to compute the perturbations R, K2 and h(®). One obtains
BV = —vd, (p° M) — Ed, (p° M),

K2 = — M8, p° 4+ v*M Oy p° + 85 (Ep°)v 8y M + E 8, p° 8, (v M) 4+ E?p° 8,y M.
We replace AV and h(?) by their expressions in h(3) = —9; h() — T (h(?)) to obtain:

h®) =20, p oM+ 2E 8, p° 0y M — Oyay p°0° M — Oy (Ep®)v* 0, M
— 0, (B 8y p°)v 8y (VM) — 0, (E? )0 Dy M
— E0yy p° 0y (VM) — E 0, (Ep°) 0y (v 0y M)
— E? 0y p° Oy (VM) — E?p° Oy M.
Using the identity 9, M(v) = —vM (v), one obtains

h®) =208, p oM — 2E 9) p°oM — Oppy p0° M + Oy (Ep®)v* M
— 02 (B0, p°) (oM — 3 M) — 0, (B?p°)(—vM + v3 M)
— E 0y p°(20M — 03 M) — E 0, (Ep°)(—20M + v>* M)
— E20, p° (=30 M + v3 M) — E?p* (3uM — v* M).



We set J& = (9, p° — Ep®) and h®) rewrites as:
hB3) = 20M 8y JF — 0> M By JE — (WM — 03 M) 8, (EJ)

3 3 2 (2.9)
- 2uM = v M)E 9, J* + (B3uM — v° M) E=J.
We simplify (2.8) by using the fact that vM and vh® are odd in v, obtaining
0 p° + Os <vh(1) + s%h(3>> ~0. (2.10)

We have already shown in (2.6) that
0y (vhV) = =ma 0, (0, p° — Ep®) = —ma 0, J°.
Therefore, (2.10) gives 9; p° = mg 0, J¢ + O(e?). It follows that when ¢ is small,
0y J® = mo(0pp J& — E 0, J°) + O(?).
We use this relation to replace the time derivative of J¢ in (2.9) which gives:

h®) = 2mav M Oy JE — 2mavME 8y JE — 03 M 8y JE — (M — 03 M) 0, (EJ?)
— (20M =V M)E 8, J¢ + (3oM — v3 M)E?J* + O(?).

We can now compute the remaining integral:
d; <vh(3)> = 9, [2m§ Opw JE — 2m2E Oy J — My Ogy J° — (g — ma) 8y (EJF)
— (2mg — my)E 0y J + (3mg — my)E%J° + 0(52)} .
With our choice of M(v), we can explicitly compute my = 1 and m4 = 3. Therefore one has:
0, (vh¥) = 0, [2 0y (BEJ?) = B0y J° — 0y J° + 0(52)].

Finally, we obtain a higher order model in the drift-diffusion limit.

Proposition 2. (formal) Let f be a solution of (VBGK) with an initial data in L*(423%). Assuming
that f¢ admits a Chapman-Enskog expansion of order K = 3, the truncated model up to order 2 in € is
given by a higher order drift-diffusion equation. The macroscopic density p° = ( f¢) is a solution of:

Oy p° — 0, J°+ 20, (20, (BJ?) — Edy J° — 04y J°) = O(e%), (DD)
where  J¢ = (0, p° — Ep°).

3 Micro-Macro Model

In this part, we derive a micro-macro model for (VBGK). The micro-macro approach was first used
to derive AP schemes for the radiative heat transfer in [26]. It was applied to the Boltzmann equation
in [4,28] and to the Vlasov-Poisson-BGK equation in [9]. We will then introduce a micro-macro finite
volume scheme that enjoys the property of being Asymptotic Preserving which is a crucial point of the
coupling method we want to introduce.

3.1 Continuous setting

Let us decompose the distribution f as follows:
ff=p"M+g~ (3.1)
We introduce the orthogonal projector IT in L?(dx dvy) on A defined for all f € L?(dxdy) by:
IIf = (/M.

To help us in the derivation of the micro-macro model, let us first introduce the following lemma:



Lemma 1. Let f¢ = p* M + ¢° be a solution of (VBGK). Therefore one has:
(g°) =118, g°) = I(T (p"M)) = (I = I)(9; (p°M)) = 0.
Moreover, one has (T g%) = 9, (vg®) M.

Proof. Let us first show that IIg° = 0 which means that g5 € A'*-. Using the definitions (3.1) of p° and
g°, one has

Ig® = (f* = p" M) M = ({f*) = p"(M)) M = (p* = p")M = 0.
Next, using the fact that IIg® = 0, it follows that

110 g° = O 11g° = 0.
To show that II(T (pM)) = 0, the definition of the transport operator 7 is used:

(T (pM)) = (0, (M) + E 0, (pM)) = Ti(w 0, (o°M)) = 8, pTI(M) = 8, p (e M)M.
Recalling that the velocity domain of integration is symmetric and that M(v) is even in v, one gets that
I(T(p"M)) = 0.

Let us show that (I — IT)( 9¢ (p°M)) = 0. We use the fact that p does not depend on the velocity:

(I —T)(; (p°M)) = 0y (9" M) — 84 p* (MM = By (p°M) — 3; (p° M) = 0.

Finally,
H(Tg%) = (v0:g° + £y g*)M = 0y (vg*) M + E(0D, g°)M = 0, (vg") M.
O
To derive the micro-macro model, we start by injecting (3.1) in (VBGK):
5 € 1 5 € -1 5
O (M) + Or g + (TP M)+ Tg") = 59" (3:2)
We then apply (I —II) to (3.2), and simplify using Lemma 1 to obtain the micro part of the model:
€ 1 € € 1 5 -1 €
Og+ - (Tg" —I(Tg")) + _T(P"M) = ¢ (3-3)
The macro part is obtained by applying II to (3.2) and using Lemma 1. It leads to:
1
O p°M + EH(’TQE) =0. (3.4)
Finally, the micro-macro model is given by:
1 -1 _
Org+ Z(Tg" = 0o (wg" )M+ T(p"M)) = — 97, (Micro)
£ 1 £
O p° + - 0z (vg®) = 0. (Macro)

The following proposition states the equivalence between the (Micro)-(Macro) model and the original
equation (VBGK) [9].

Proposition 3. (formal)

1. If f¢ is a solution to (VBGK) with an initial data in L?(dxdy), then (p°, %) = ({f¢), f€ — (f5)M)
is a solution to (Micro)-(Macro) with the associated initial data

po = (fo), go= fo— poM.

2. Conversely, if (p°,g%) is a solution to (Micro)-(Macro) with initial data p°(t = 0) = py and
g°(t = 0) = go with (go) = 0 then (g°(t)) = 0, for allt > 0 and f& = p°M + ¢° is a solution to
(VBGK) with initial data fo = poM + go-
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Figure 2: Discretization of the velocity domain.

3.2 Discrete setting
Let us now tackle the discretization of the (Micro)-(Macro) model. We adopt a finite volume approach

to discretize in the phase-space.

The mesh. We restrict the velocity domain to a bounded symmetric segment [—v,, v4] as it is imprac-
tical to implement a numerical scheme on an unbounded domain. We consider a mesh of the interval
composed of N,, = 2L velocity cells arranged symmetrically around v = 0. We thus obtain 2L +1 interface
points that we label Vi1 with j = —L,..., L. Therefore:

Voppl = Uk, UL =0, Vjpl = —U_ 41 Vj;=0,...,L.

The cells of the velocity mesh are given by
Vj=(v_1,v41), jE€IT={-L+1,... L}

Each cell V; has a constant length Av and midpoint v;. The velocity mesh is illustrated in Figure 2.

In space, because of the periodic boundary conditions, we consider a discretization of the 1-D torus T
into N, primal cells
X, = (a:i_%,xpr%), i €I =17Z/N,Z,

of constant length Az and centers x;. We also define the dual cells
Xiy1 = (@i, ziy1), €I,
of constant length Az and centers z, 1 The primal control volumes in the phase space are defined by
Kij =X xV;, VY(,j)elxJ.
The dual control volumes are defined by
KZ-JF%J :XH% xVj, Y(i,j)eIxJ.

Finally, we set a time step At > 0 and we define t" = nAt, n € N.

The discrete Maxwellian. We assume that we are given cell values (M;);e7. We then assume that:
M; >0, Mj=M_;41 Vj=1,...,L,

Z MjA’Uj = mOA” = ].,
JjeET
Mp=Mpy1, M_p=M 1.

(3.5)

These assumptions are a discrete version of the ones we made in the continuous case, namely, the positiv-
ity, the fact that M is even in velocity, and the unit mass. The last assumption is simply a zero boundary
flux. For a sufficiently large domain in velocity, it is relevant due to the fast decay of the Gaussian. The
unit mass can easily be obtained by taking M; = cM(v;), j € J where c is an appropriate constant. Let
us introduce the discrete integration operator in velocity: for f = ( fj)j e
(fla=>_ fiAv. (3.6)

JjET



Finally, we introduce the discrete moments of the discrete Maxwellian (3.5):

JjeT

Semi-discretization in the phase-space. We start by considering a semi-discretization in the phase-
space of the (Micro)-(Macro) model. We choose to approximate the perturbation g¢ on the dual cells
while the density p° is approximated on the primal mesh. This choice of staggered meshes will result in
a more compact stencil for the asymptotic scheme and is quite standard in the literature [9, 28, 29].

Let (i,7) € T x J. We start start by integrating (Macro) on X;:

1
/ [8,5 p°+ =0, (Ug":)} dxr =0.
X; €

Let p5(t) be an approximation of <— f x, P°(t,x)dz. After integrating the space derivative, one then
obtains a continuous in time finite volume scheme for (Macro):

d 1

K K
PR vl CAPEEATY R (3.8)

where the macroscopic flux (J frl) . is approximated by
2/ e

1 £
Ty = —2(ogly)a. (3.9)

Next, we deal with the (Micro) equation which is integrated on K, 1 ;

1 -1
/ 0¢ g° dz dv + f/ [T(¢°) = On (Vg* )M + T (p°M)] dzdv = —2/ g° dz dv.
K, 1 €JK, 1. € UK 1

i+ i+
Let ngr%’j (t) be an approximation of 1 fK'H»%,j 9°(t, z,v) do dv. One then obtains

d 1
_gA:vAv(dt 951 ’J+€2gf+;)j) :/K 1 T(gf)dxdv—/K 1 0y (vg¥ )M dz dv

i+ i3,

® ®

+/ T(p°M)dzdv.
K

it g

(3.10)

Using the definition of the transport operator T, one has:

(a)= / (b, is1,0) — g€<t,xi,v>)dv+/ E(g*(tw,v0501) — g% (2,0, 1)) do

X’i+%

®)= [ Mlteg*(t.7i01,00) (05" 00 av

(©)= / o5 (t, zig1) — p(t,xi))dv—i—/ Ep® (M(v;,1) = M(v;_

Xi+%

)) dz.

Nl=

We now denote by (]—'E ) 4 an approximation of the microscopic flux in space at interfaces (x;),, namely

Fij = / [vg® (t, 25, v) — M{vg®(t, z;,0)) + v Mp® (¢, ;)] dv. (3.11)

J



an approximation of the microscopic flux in velocity, namely

We also denote by (QZ_l j+;>
27 2/14j

Z;%J%N/X 1 [Egé(t,x,vH%)+Ep5/\/l(vj+%) dz. (3.12)

i+§
Let us now present our choice of numerical fluxes. Let us first focus on the position. We choose a first-
order upwind approximation for the first two terms of (3.11). The use of staggered grids allows us to
directly use the value p; at interface x; for the last term. Summarizing, the numerical flux in position is
given by:

Fii= (v;fgf;"%,j + ”;95+%,j) Av — M; <v+gf_% + U_gf+%>A Av +v; M, p5 Av, (3.13)

+ _ rEr|
- 2

where the notation r is used. At the boundaries in position, the periodic setting implies

0.5 =N, (3.14)

In velocity, a first-order upwind approximation is used for the first term of (3.12). The second term is
a centered approximation of the discrete Maxwellian at interface v, 1 Since FE is given, it is explicitly
discretized on the dual mesh, E; 1 = E(z;; 1) and p(z;,1) is approximated by

1 (> (>
= (P} + Pis1)- (3.15)

pzir% 5(

The numerical flux in velocity then read:

M1+ M;
€ o + e,n — € & J+1 J
i+3.9+3 ~ (EiJr%giJr%,j + Ei+§9i+%,j+1) Az + Ei-‘r%pi—&-% #AI' (3.16)
Zero flux boundary conditions are applied in velocity and therefore we set
vy -r+s = Yirpoey =0 (3.17)
A continuous in time finite volume scheme for equation (Micro) finally reads:
€
d . 1 . _Ti+%,j

P A=l S v v (3.18)
where Ter%J = ‘Fi‘rl,j 7.FZE:7J + gf+%7]+% - gf+%,j7%
Full discretization. In order to obtain an AP scheme, one must carefully choose the discretization in
time. Following [27], we adapt the so-called relaxed micro-macro scheme to our finite volume setting.
This method falls into the framework of exponential time integrators [20]. Let n € N and (4,j) € Z x J.

Let (fo; j) be an approximation of (giirl j(t")) and (p;"), an approximation of (pf(¢™)),. The first
327/ ij 3 ij
step is to multiply (3.18) by et/¢* which gives:

d e t/e? _et/EQ e
= (gH%’j(t)e ) = T 0. (3.19)

Let us then integrate between ¢" and t"*+! and divide by et" " /<"

t"+1 _e(t_tn+l)/a2

—_At/e?
gf+%’j(tn+l) :gii%,j(tn)e t/e”

Then, T7, , j(t) is approximated by Tf_ﬁ Te j(t”) and the integral can be computed explicitly:
20 35

i Titd,
L gty e - ( At
e e(l—e )
_ T, (At = ————— 2T 21
[& eAxAv ”%’]( ) AzAv it 3.0 (3.21)

10



Finally, the fully discretized microscopic equation reads:

e,n
o
entl _ en—At/e? —At/e?y 13,
T =97 e —e(l—e —2 3.22
gl+%,j gl+%1] ( )AQTA’U7 ( )
where
£,mn _ rem  _ TEM g,mn e
Ty, =Fi — % Y950 — 9511 (3.23)

The discretization in time of (3.8) is quite standard and the stiff term is implicit:

At
ent+l _ en =t Kn+l  7K,n+l
= A (JH% T ) . (3.24)
Note that (3.22) defines an explicit scheme. Moreover, (3.24) does not requires the inversion of a system.
Indeed, (3.22) is explicitly computed at time ¢"*! and is then used to update the density in (3.24). In
practice, the method is therefore fully explicit.

Before stating the next proposition, let us introduce the following assumption:

Assumption 1. Let (p;"),.; be given by (3.24). Then,
pi" — plt, Vi€l (3.25)

This assumption corresponds to the convergence of p° to p as € — 0. Such property is not trivial to obtain
in the discrete setting. A rigorous proof of this result requires, among other things, uniform estimates in
¢ of the discrete L2-norm of p, ¢, and moments of g. It is outside the scope of this article and may be
thoroughly investigated in upcoming work.

The following proposition states the AP property of our discretization of the (Micro)-(Macro) model.

and (pf")l be given by the following micro-macro finite

Proposition 4. Let n € N. Let (gf;n; j)
27 17

volume scheme:

e,n
en+l _ em 7At/52 o o 7At/52 i+%7j .
‘gi+%,j 7gi+%,je 5(1 € )Al‘AU, (SMZCT‘O)
entl _ em At JEntl _ gKntl (S )
P; = Pi + Ax i+ - i—1 s Macro

where the macroscopic fluz is given by (3.9) and T;r"l i by (3.23).
5

Assuming that (p;);c; satisfies Assumption 1 and for a fived mesh size Ax, Av > 0, the scheme enjoys
the AP property in the diffusion limit. This property does not depend on the initial data and the associated
limit scheme reads

At
nt+l _ n Fn _ 7Fn )
pi =it Ax (J”‘% Ji_%) ’ (SLim)
with the limit flux
Av
Fn _ My n n Av n
JH% = Az (Pi+1 - Pi) +mj Ei+%ﬂi+%a (3.26)
where m5Y is given by (3.7) and m/AV is an approzimation of the first moment of the derivative of the
Mazwellian m} :
My —M._
1Av +1 1
=(v————— ) . 3.27
mipe = (VAT (3.27)

Remark 1. We want to point out that with our specific choice of M as a Gaussian, the quantity
mj = (v, M) can be explicitly computed using an integration by part and mjy = —mg. On the discrete
level, a discrete integration by parts can be performed. However, to obtain an equivalent result to the
continuous case, one must neglect the boundary terms of the discrete Mazwellian. Under the assumption
that the velocity domain is sufficiently large, the Gaussian decays fast enough that in practice one has
mllAv - _ mOAU'

Proof. The mesh size Ax, Av > 0 being set, let us emphasize that we consider only the pointwise
convergence of the scheme as € tends to 0. The first step is to study the asymptotic behaviour of the

11



. e,n+1 . . e,n+1
perturbation (g i1 )” By induction on n, let us show that vl ! 0 for any initial data (p°, ¢°)
and for all (i,5) € Z x J. At n =0, one has
T |
el _ oAt/ _—At)e?\ i3]
i1, = 91+2,J e(l—e )AmAv' (3.28)

e—0 i+3,j

As e=At/* 5 0 and since (T 0 ) ~ depends only on the initial data which itself is independent of ¢,
ij

gl — 0, V(i) eIxJ.

’+2J e—=0

Let us now assume that
gl —0 V(i,j) €T xJ. (3.29)

2:J e—0

We decompose the discrete transport operator as a macroscopic part that depends only on the density p°
and a microscopic part depending on the perturbation ¢g°. In particular, we will show that the microscopic
contribution to the transport vanishes as € — 0. The decomposition reads:

T =B QT (3.30)

where the macroscopic part (Pi" ) ~is given by
207/ i

e,n n n e,n M; — M;_
P = v My(py — P ) Av + Eivipiiy %

i1 Az, (3.31)

and the microscopic part (fol j) by
27 1]

e,n o +/ emn —/ &gmn
Q”%,j N (UJ (gH g %imp) Y (gH J *gH J)> Av
= M; (ot gy — o)+ (e — ) A (3.32)
+ e,n e,n
+ (Ei+%(gi+%,j — 91 o) TELL G S 9y y)) Az.

Jj—1

Under the hypothesis (3.29), one obtains that Q

Assumption 1: namely p;™" — p, and one has
E—r

— 0 for all (i,j) € T x J. Let us now use

+2" e—=0 ’ )

n n n M'—i-l - M‘—l
PZFZJ o Py = viMy (o — )AU+E7+1/%+1%AI~
Then, as (P," 1 ) depends neither on g nor ¢,
it+3,7 ij
T  — P, . V(G,j)eIxJ. (3.33)

i+3.J es0  iT3:0

Now, the asymptotic limit of (Ssiero) can be computed. Since (1 — e‘At/Ez) —>0 0 and e~/ —()) 0
E—r E—r

we can use (3.33) to obtain:
¢t 0, Wn, VG, eIxJ. (3.34)

1+2 2J e—0

As a consequence, one also has that for all n,

TS  — P V(i,j) €T x J. (3.35)

i35 es0 i+3.57

The next step is to plug (Sasicro) ito (Saracro). Using definition (3.9) of the macro flux, one obtains:

At 2 (1— e AL/
e,n+1 — 5N —At/e em  em oy en _ mEn ) 3.36
a ~ P eAx <U [6 (g”% gi*%) c AxAv (T” ; Tl)} >A ( )

2
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We can then take the limit ¢ — 0 in (3.36) using the previous asymptotic limits (3.34) and (3.35). We
then replace Pi’jr 1 by its expression:
2

At
n+l _ n n _ pn
pi =Pt Azx2Av <v( i+3 Pi*%>>A
At n )<vM'“ - M_,

At
_.n 2 n _ n n " _
=pi + (v M>7ﬁ 22 (pir — 207 + pi1) + ﬁx(EiJr%PiJr% Ei_1pi_y 2Av A

(3.37)
Finally, using the definition of the discrete moments (3.7) and (3.27), we obtain the asymptotic scheme

(SLim):

P?H =pi + Az 2 v(P?H —2p; + P?—l) + Emll v(EH%Pﬁ% - Ei
JF,’I’L _ JF,n

= (75 - 90).

Piy)

1
2
O

In order to show that the scheme (Sysicro)-(Saacro) is truly AP, one also needs that the stability condition
is independent or at least does not degenerate as ¢ — 0. While we do not prove the stability of the scheme,
in practice, we can indeed use the same time-step for both large and small values of ¢.

4 Dynamic coupling

The aim of this section is to introduce a coupling method between kinetic and fluid schemes. The objective
is to obtain a coupled solver that is faster than a full kinetic one to solve (P¢) while still being accurate.
These methods come naturally when designing accurate numerical codes while guarantying reasonable
computation times. In the field of semiconductors equations, the idea to use the asymptotic limit of the
kinetic model to achieve a domain decomposition can be found in [24]. Such methods are also heavily
dependent on the treatment of interface conditions between subdomains.

Following [16] we first construct a hybrid kinetic/fluid solver with a dynamic domain decomposition
method and present its implementation. In the second part, we are interested in understanding the
conservative aspect of the method. More precisely, we give a lemma on the mass variation induced by
the coupling.

4.1 Coupling criteria

The idea of the dynamic domain decomposition method is twofold. First, the subdomains must accurately
describe the state of the solution. In particular, the fluid model is only valid where the solution is near
the local equilibrium in velocity. Secondly, we want the method to be dynamic in the sense that the
subdomains are adapted at each time step. For this purpose, let us introduce 2§ the kinetic domain and
Q% the fluid one at time ¢". To determine in which domain each cell lies, we introduce criteria based on
the higher order fluid model introduced in Section 2.2 and the norm of the perturbation ¢° = f¢ — p* M.
Indeed, when ¢° is close to 0, it means that the solution is close to the local equilibrium.

Macroscopic criterion. Let us consider a fluid subdomain. In this subdomain, one only has access
to the macroscopic quantity p and the given electrical field E. Therefore, one cannot consider the per-
turbation g°. The solution we propose is to use the higher order model (DD) and derive a macroscopic

criterion. We have formally shown that (DAB) can be written in the form:
Ohpt — 0, J° =R,

where R° is a remainder that depends only on the density p® and the electrical field E. During the
coupling procedure it will be computed using the kinetic density p°® in kinetic cells and using the fluid
density p in fluid cells. It is given by

RE =20, (20, (EJ?) — E0, J® — 04y J°), where J = 0, p— Ep°. (4.1)
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Index
Derivative -3 -2 -1 0 1 2 3
1 -1/60 | 3/20 | -3/4 0 3/4 | -3/20 | 1/60
2 1/90 | -3/20 | 3/2 | -49/18 | 3/2 | -3/20 | 1/90
3 1/8 -1 13/8 0 -13/8 1 -1/8
4 -1/6 2 -13/2 | 28/3 | -13/2 2 -1/6

Table 1: Central finite differences coefficient.

Expanding R shows that one needs derivatives of p up to fourth order and of E up to third order:

R = _52( - amxzz pa
+ E(28400 p° — E s p°)

+ 0, E(=3p° 0y E —B5E 0y p° + 6 0ps p°) (4.2)
+ 0z E(=3p°E + 50, p%)

Let us denote by R:"™ a discretization of the remainder R¢. High order finite difference schemes are used
(See Table 1).

Let 19, 0g > 0 be the coupling thresholds. In a fluid domain, when R"™ is large, the model (BT)) is far
from the limit model (DD) and one must use the kinetic one instead. More specifically, consider a fluid
cell X; C Q7%

o If [R?| < o, then the cell stays fluid at ¢"*1.

e If [R”| > no, then the cell becomes kinetic at t"*1:
X, ¢ OFt and & C QL

In a kinetic subdomain, unlike the previous case, one has access to the perturbation g°. When this
perturbation is small, it means that the solution is near a local equilibrium with respect to the velocity
variable. As a consequence, the model is close to the fluid one and one can use the limit model. Moreover,
we also use the criterion that the remainder R® must be small. Consider now a kinetic cell X; C Q:

o If ||gi€’_"%|\aY > do and ||gf_|r”%\|7 > o then the cell stays kinetic at ¢"**.

o If ||gi€’_”%|\aY < b0, 11" || < o and |RS™| > no, then the cell stays kinetic at ¢" 1.

i1
i+5

o If ||gi5’_”%|\aY < b0, |15 ||y < o and |RS™| < no, then the cell becomes fluid at "+

i1
i+5

X, ¢ QY and A QL

The discrete norm ||g>", || is a discrete version of the norm on L?(dy). It is defined for <gf+"1) by:
-3 3/ jes
2
, , -1
97" k= 3 (977 ) M Aw. (4.3)
jeT

Remark 2. Note that in a kinetic cell, the criterion on the morm of g° is mandatory. Indeed, the
remainder R} could be small, but the perturbation large. In this situation, one does not want to change
from kinetic to fluid. As an example, one could take a distribution function constant in position and far
from the Maxwellian in velocity.
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Figure 3: Transition between kinetic and fluid cell for the micro-macro scheme.

4.2 Implementation

We now present in more details the implementation of the coupling method.
An important part of this approach is the management of boundary conditions. When solving on the
whole space domain, periodic boundary conditions are applied. However, when solving in the subdomains
ik and Q%, we need to adapt our solver. Our strategy is to use ghost cell values that are chosen
appropriately. The difficulty lies in the fact that the limit scheme only computes the density p and
not the pair (p°, ¢°). As the coupling method is dynamic, one does not know in advance the state of
the cells. As a consequence, one must be able to access all unknowns on the whole domain at any
time. Our solution is to take advantage of the structure of the micro-macro scheme. Indeed, aside from
visualisation and diagnostics, an explicit discretization of the distribution function isn’t necessary. We
are working only with p*™ and ¢%*. As a consequence, we have access to the macro unknown on the
whole domain and there is no information missing in the arrays. The distribution f¢ is reconstructed
using f;7" = pi " M, + & (gfﬁ st 9. 1].) only for posttreatment. However, the kinetic solver may still
needs values of g° on the whole space domain. Therefore, the array storing ¢g° must be filled in the fluid
domain. In practice, to improve the performance, ¢° is not updated in fluid regions and it is set to 0 only
when needed. In particular, it occurs when a fluid cell becomes kinetic.
Another important remark is that since g° is approximated on the dual mesh, one must be careful at
the interfaces between kinetic and fluid subdomains. To avoid any ambiguity on the state of an interface
when updating the perturbation g°, we impose that a fluid subdomain is at least two cells wide. Under
this condition the state of the ghost interface is well determined. See Figure 3 for an illustration of such
a situation.
The algorithm can be summarized as follows:

Algorithm 1 Hybrid scheme

1. Set €, dg, no and a final time 7.

2. Initialize micro-macro unknowns using the relations p° = (f°) and ¢ = f° — p°M.
Initialize Q% as the whole space (2% =0).

Compute ¢&"*! and p="*+! in Q% using the kinetic scheme (Shasicro)-(Saacro)-
Compute p"*! in Q% using the limit scheme (Spim).

Set "t =0 in Q%.

Update Q¢ and ' to Q’,é“ and Q?’l using the criteria presented above.

® N o o e W

Increment time and repeat until t"*1 = T.

In particular, Algorithm 1 explicitly defines a numerical scheme on the hybrid density p:

At
ndl o~ H,
o —P?"FT;EJi "
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Figure 4: Zoom on the interface of a steady domain decomposition.

where
(J.K’f - J.fjvf) if X e Qp,
g = ;2 o (4.5)
(FEn = aln) i e p

Note that we want to start the resolution with the approach containing the full information on the system.
Hence, it makes sense to initialize our domain as fully kinetic.

4.3 Mass conservation

This section is dedicated to investigate the mass conservation of the hybrid method. This property being
satisfied in the continuous case, one expects conservation in the discrete setting. Each of the standard
schemes is conservative on its own by construction. However, the question arises when considering the
hybrid scheme.

In order to understand the loss of mass, we consider a toy model that isn’t relevant in practice but will
highlight the key elements to constrain the mass variation. Let us set the state of cells for every time
step two domains:

s—1 Nx

Q= U X, and QF = U X;. (4.6)
i=1 i=s

Note that in the next result, we neglect what happens at the boundary. Our primary focus is to understand

what happens at the interface x,_1 between the two domains. Moreover, in that context and with periodic

boundary conditions in space, the same analysis can be done at the interface x 1 Figure 4 illustrates this
framework. The following lemma quantifies the mass variation between two time steps.

Lemma 2. Let (p}), and (g:fl j)  be computed using the hybrid scheme (Snricro)-(4.4). Let the mass
2 1]
variation between t" and t"t' be defined as:
il _

Am™ts = Z Awu (4.7
i€l At

In the context of the steady domain decomposition (4.6) and neglecting the boundaries, one has:

e—At/a2 1— e—At/52

€ + AzxzAv

+1 en —At/e? 7Fn e, Fin F.n
amth = —(ual_y ), (@)~ + (T - 0T) 6

S—3

where Q7" ; is given by (3.32), J™ by (3.26) and Jzﬁn is the limit flur (3.26) computed with the
27 2

T3

kinetic density p®.

Proof. Let us consider the hybrid scheme (4.4)-(4.5) on the density. Using the fixed domain decomposition
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(4.6) and neglecting the boundary, the mass variation writes:

1 Ax ~n ~n
Amtz = S (G = )

At v

i€l
-3

€T

s—1 N,
_ K.n K.n Fn F.n (49)
- CASRAIED M CAEEY

1= 1=8

2 2
_ 1 E,n+1> Fn
__E< Is-1 /A .t
Similarly as in the proof of Proposition 4, gE "% is replaced by its expression (Spsicro) and Tj’_"% y is
expanded using (3.30). The quantity 1 < 97 ”+1>A then reads:
e R e e N (R P
€ <Ugsf% A \Ys-1/4 UQS** ¢ AzAv (4.10)
1
_ Pe,n1> (1 o —At/52> .
<v s=5/A € AxAv
Using definition (3.31) of P"", i and the definition (3.27) of m/2", the third term reduces to:
3
1 14 ’n_pEL M1 —M_4
£,n 2 s s—1 e,n +
< PS**> AzAv = {v"M)a Az + Eg_épS** v 2Aw "
£,n €,1
__Av Ps — Ps—1 1AV e,n (4'11)
=My TRy T Bagply
Js Fn
s=3
Finally, plugging (4.11) and (4.10) into (4.9) yields:
—At/e? 1— —At/e?
ntd n € € < n > o 7At/52 e, F\n ( e,Fn F,n)
Am"tz = <0957§>A . + NN Qs,% ATe J57% + J37% Jk% .
O

Remark 3. The proof only holds in the context of the toy problem (4.6). However, it can be extended
to a more general setting seeing that the mass variation occurs at all interfaces between kinetic and fluid
subdomains. Namely,

—At/52 1— e—At/52 AL P » »
AtAm™t Z B —(vga)a . + NN QUM — e~ t/e JEn 4 (Jé, n_ JF ,n) :
a€S

where S is the set of interfaces between kinetic and fluid subdomains and 8 = +1 depends on the ori-
entation of the subdomains. Another important observation is that thanks to (3.34) and assuming that
p° P the mass variation converges to 0 as € tends to 0.
E—
5 Numerical simulations
In the following, unless specified otherwise, the phase-space is discretized as follows:
N, =256, N, =100, v,=8, z,=m At=10""

The same time step is used for all schemes. Note that since the limit scheme is explicit, its stability
is therefore guaranteed under a parabolic condition: At < CAz?. Let us assume that the electrical
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Figure 5: Case 1. Comparison of the solution of the limit scheme (Sp;,,) with the solution obtained with
the (Micro)-(Macro) scheme with different e, ¢ = 0.0, 0.2, 1.0 and 5.0.

field is the gradient of a potential V: E = — 0, V. To satisfy the periodicity of the domain, we choose

V(z) = —% so E(z) = %cos(?x). We also set
1 2
L=~ e "/2(1 + cos(22)), 5.1
= o= 2+ cos(22) 6.

an initial data at local equilibrium in velocity and
2= L ae=rt2(1 4 cos(2n) (5.2)
0 m ’
an initial data far from the local equilibrium in velocity. Finally, we consider four configurations:

e Case 1: F =0, with initial data (5.1);
Case 2: E # 0, with initial data (5.1);

);
e Case 4: FE # 0, with initial data (5.2).

(
(

e Case 3: F =0, with initial data (5.2
(

Each configuration is tested for different values of e.

5.1 The full kinetic scheme

Convergence towards the drift-diffusion equation. Let us first numerically investigate the AP
property of the (Micro)-(Macro) scheme. We consider this analysis for the Cases 1 and 2. The results
can be found in Figure 5 for Case 1 and in Figure 6 for Case 2. We can observe a convergence of the
kinetic scheme to the limit one as ¢ — 0. In particular, the curves for ¢ = 0.05 and 10~ overlap and are
close to the limit case. This validates the asymptotic consistency of the (Micro)-(Macro) scheme. The
stability is numerically verified as the same At is used for every e.
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Figure 6: Case 2. Comparison of the solution of the limit scheme (Sp;,,) with the solution obtained with
the (Micro)-(Macro) scheme with different e, ¢ = 0.0, 0.2, 1.0 and 5.0.

Long time behaviour. The long time behaviour of solutions to (P¢) have been extensively studied in
the past decade. Let us recall the following quantities, namely the local equilibria in velocity and space
and the global equilibrium:

o—Iv?1/2 o=V (@)

M(v) = @nan P(z) = W’ F(x,v) = Myp(x)M(v).

When one considers models such as (P¢), there are various ways to show that there exists k(g) > 0 and
C(e) > 0, such that if f¢ is solution to (P¢),

1/2(8) = Fllv < C(e)llfo — Fllve )", (5.3)

where V is an appropriate functional space. A proof of (5.3) was done in [19] in a setting without electric
field. In recent years, the literature on the subject expanded a lot. Robust and systematic methods
were developed to show the convergence to an equilibrium. Those are called hypocoercivity methods. A
general abstract framework for the H! norm has been given in the memoir by Villani [32]. These methods
often have the drawback of requiring regularity on the initial data. However the techniques have been
adapted to consider only weighted L? initial data. More recently, an L?-hypocoercivity method has been
developed in [13] for linear kinetic equations. We also refer to [1] where L2-hypocoercivity is shown for
a more general kinetic equation. Both a self-consistent potential given by the Poisson equation and an
exterior potential are considered and such a model is closer to the physics of semiconductors. From a
numerical point of view, recovering such long-time behaviour at the discrete level is a significant property
to obtain. In recent papers, hypocoercivity methods were adapted to the discrete setting using finite
differences [14], finite elements [17] and finite volumes [6].

Following these ideas, we want to observe the convergence of the (Shsicro)-(Saacro) scheme to equilibrium
in a large time scale. Figure 7 shows the evolution of the distribution as time increases (Case 3, ¢ = 1.0).
In particular, the numerical solution indeed seems to converge to equilibrium. Let us introduce the

following discrete norm for f = (f3;),;:

la= | 3 oAy (5.4)

E..
(4,)EIXT K
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Figure 7: Case 3. Snapshots of the distribution function computed with the scheme (Shsicro)-(Saacro),
e=1.0.

where (Fj;),;
by |[fll2 = > ez f2Ax the discrete L*-norm in position. We now investigate the rate of convergence of
the following discrete norms:

is a discretization of the global equilibrium F, F;; = F(x;,v;). For (f;), 7, we also denote

= Flla, Nglla,  lp® = (Flalle and [lp = (F)all2, (5-5)

where p® is the solution obtained with the kinetic scheme and p is obtained with the limit scheme. We
consider Case 2. On Figure 8 we choose ¢ = 1.0 and 0.1, and show the norms (5.5) as functions of
time in semilog scale. The exponential convergence of the various norms is clear. Moreover, the rates r.
observed are 71 = —2.07 and rg; = —7.65. The rate r. increases as the Knudsen number gets smaller.
In particular we observe the same rate of convergence between the fully kinetic scheme and the limit one
for small values of €.

Let us point out that in the case of a nonzero electric field, we do not recover the same convergence to
equilibrium. Indeed, our numerical scheme is not well-balanced, i.e. designed to preserve steady states.

—— |If=Flla —— lIf=Flla
1071 aexp(—2.03t) 107t aexp(—8.00t)

—— ||pf = (Fhll, —— |1o° = (Fhll>

— lo={Fhll, —— |lo = (Fhll,

liglla 10 l1glla

10-10 10-10
10713 10-13
10716 10-16

Figure 8: Case 3. Time evolution of the norms (5.5) computed with the fully kinetic scheme and limit
scheme, ¢ = 1.0 (left), e = 0.1 (right).
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Figure 9: Case 4. Time evolution of the norm ||f¢ — F'||a computed with the fully kinetic scheme for
N, = 20, 50, 100 and 200, ¢ = 0.1.

As a consequence, the numerical solution only converges to an equilibrium that is an approximation of
the steady state. Figure 9 shows the convergence to the equilibrium as the number of cells in space
increases.

5.2 Properties of the hybrid scheme

Choice of the coupling parameters. Before investigating the properties of the hybrid scheme, a
natural question is the choice of the coupling parameters. Indeed, as we have seen earlier, that choice
has an impact on the conservation of mass. The smaller the parameters, the more one can control this
variation. However, the bigger the parameters are, the faster is the resulting hybrid scheme as one allows
more fluid cells to appear. Therefore, one must find a good balance between accuracy and computation
time. To illustrate how the macroscopic indicator behaves, we compute it without updating the state of
the cells. Figure 10 shows the indicator compared to the difference between the kinetic and fluid densities.
One can observe that this indicator behaves as expected. When the kinetic and limit densities are close,
the indicator is also small. Regarding the norm of ¢°, its behaviour is also expected. Indeed, we chose
an initial data far from the local equilibrium in velocity and therefore, the norm can be high even if the
densities are close (See first column, third row in Figure 10). Lastly, both the macroscopic indicator and
the norm of ¢ tend to 0 as time increases. As a consequence, the closer to the equilibrium the solution
is, the more fluid cells will appear.

Qualitative comparison. Let us now compare the kinetic and the hybrid schemes. Figures 11 and 12
shows the densities computed by the kinetic, hybrid and limit schemes for cases 3 and 4 with ¢ = 1073,
We can see a good agreement between the three schemes for the smaller Knudsen number. When ¢ is
large, the solution relaxes slowly toward the local equilibrium and the coupling occurs only for large final
time (see Figure 13). This behaviour is however expected as the solution relaxes faster to equilibrium as
€ gets smaller.

Conservation of mass. Let us now numerically investigate the conservation of mass. Indeed, we have
shown in Lemma 2 that the hybrid method is not exactly conservative. However, it becomes conservative
asymptotically. In addition, the hybrid method was constructed so that the cells become fluid when the
solution is close to a local equilibrium in velocity. As a consequence, the perturbation is small when the
coupling occurs and so is the mass variation. In practice, we can observe a mass variation of the order
of the machine accuracy. We illustrate the state of the cells and the corresponding mass variation on
Figures 13 and 14 where we consider Case 3 for € = 1.0 and 10~3. We also represent the evolution of the
state of the cells. In particular, we observe a transition from a full kinetic state to a full fluid one as time
increases, which is expected due to the relaxation towards an equilibrium.
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Figure 10: Case 3. Snapshots of the difference between the densities computed with the kinetic and
the limit schemes (Top), macroscopic indicator (Middle), L?(dy) norm of the perturbation g (Bottom),
e =0.5.
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Figure 11: Case 4. Snapshots of the densities computed using the full kinetic, hybrid and limit schemes,
= 1073, Mo = do = 1074
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Figure 12: Case 3. Snapshots of the densities computed using the full kinetic, hybrid and limit schemes,

£ = 10_3, o = do = 10~4.
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Figure 14: Case 3. Time evolution of the state of the cells (Top) and mass variation (Bottom), e = 1073,

No = o = 10~4.

Error analysis. We are now interested in the error made when using the hybrid method. In particular,
we investigate the error between the full kinetic scheme and the hybrid method. The goal of the hybrid
method is to be more efficient than the full kinetic solver. However, the gain in computation time comes
with a slight loss in accuracy. Let pginetic be the density computed using the full kinetic scheme and
PHybrid be the density obtained from the hybrid scheme. On Figure 15 we compute the error between the
two densities in L™ norm: ||pxinetic — PHybrid||co at several time steps. The corresponding state of the
cells can be found in Figures 13 and 14. Quite expectedly, there indeed is a slight loss in accuracy as soon
as the coupling occurs. However, it quickly diminishes as the coupled solution relaxes to equilibrium.
Moreover, one can control this error by tuning the coupling parameters. Again, a balance must be chosen
between speed and accuracy.

le—10
3.011— ”pKr'netlc_pHybrr'd”m 0.00016
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Figure 15: Case 3. Time evolution of the L*-error between the kinetic density prinetic and the hybrid
one pryprid, € = 1.0 (left), e = 0.001 (right), no = dp = 1074

24



—— |If=Flla —— lIf=Flla
aexp(—2.03t) 107! aexp(—7.65t)
—— llo* = (Fhll» —— lp* = {Fhll
—<— |lp = (Fhll —— ||P_(F)A||z
llgll2,y llgll2.y

10710 10-10

1072 10-12

10-16 10-16

Figure 16: Case 3. Time evolution of the norms (5.5) computed with the hybrid and limit schemes,
e = 1.0 (left), e = 0.1 (right), no = §o = 10~

o = 0o = 10~4 Ny = 0y = 103
Case 1 2 3 4 1 2 3 4
MM 106.3 | 108.5 | 108.7 | 107.5 || 106.3 | 108.5 | 108.7 | 107.5
Hybrid || 102.7 | 1079 | 62.4 | 106.7 || 101.1 | 107.1 | 50.2 | 107.2
Limit 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07

Table 2: Test 1. Comparison of the computation time (sec), e = 1.0, T = 20.0, N, = 200, N,, = 256.

Long time behaviour. Similarly as for the full kinetic scheme, we are interested in the long-time
behaviour of the hybrid scheme. As our scheme is not well-balanced, we shall focus on the case E = 0.
Figure 16 shows the convergence of the norms (5.5) in the hybrid setting. As the perturbation is not
updated when a cell stays fluid and the density is very close to equilibrium, the norms of g and f stagnate
when all cells have switched to fluid. However, one can still observe the convergence of the density p
towards the global mass.

Computation time. Let us now consider the efficiency of the hybrid method. We set N, = 200 and
the final time 7" = 20.0 to compare the computation time. Tables 2-3-4-5 show the computation time
of the full kinetic, hybrid and limit scheme for different test cases with two sets of coupling parameters:
no = 6o = 107% and ng = &y = 1073. Let us stress out that the computation time is linked to the choice
of the coupling parameters. Also note that the same time step, At = 7.4 x 107°, is used for the three
schemes.

We can make several observations. First, the fluid solver is as expected, much faster than the full
kinetic one. Moreover it is also always faster than the hybrid method. This can easily be explained by
the additional cost of computing the indicators and the added cost of dealing with interfaces between
kinetic and fluid. Table 6 shows the computational gain for the previous tests. In particular, the hybrid
method appears does not offer a significant gain in very low collision regimes. Because of the dynamics of
the solution, the coupling occurs very late and it cannot compensate the additional cost of the method.
Another observation is that the hybrid method is less efficient when E # 0. This could again be explained
by the fact that the scheme is not well-balanced. Nevertheless, the speedups for small values of £ become
significant in both cases and the hybrid method becomes competitive with the fluid solver. A final
observation is that the choice of larger coupling parameters indeed speeds up the method.

No = bo = 10~4 o = do = 1073
Case 1 2 3 4 1 2 3 4
MM 107.7 | 108.1 | 109.7 | 108.9 || 107.7 | 108.1 | 109.7 | 108.9
Hybrid 29.9 | 107.8 | 32.6 | 106.7 || 26.6 | 109.8 | 29.5 | 108.0
Limit 0.07 | 0.07 | 0.07 | 0.07 0.07 | 0.07 | 0.07 | 0.07

Table 3: Test 2. Comparison of the computation time (sec), e = 0.1, T' = 20.0, N, = 200, N, = 256.
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No = bo = 1077 o = do = 1073
Case 1 2 3 4 1 2 3 4
MM 106.8 | 107.8 | 109.4 | 107.3 || 106.8 | 107.8 | 109.4 | 107.3
Hybrid 0.72 0.71 5.35 | 106.4 0.72 0.70 2.42 2.47
Limit 0.07 | 0.07 | 0.07 | 0.07 0.07 | 0.07 | 0.07 | 0.07

Table 4: Test 3. Comparison of the computation time (sec), ¢ = 1073, T' = 20.0, N, = 200, N, = 256.

No = do = 1077 o = bo = 1073
Case 1 2 3 4 1 2 3 4
MM 108.8 | 108.6 | 108.1 | 105.7 || 108.8 | 108.6 | 108.1 | 105.7
Hybrid 0.72 0.72 0.74 0.74 0.72 0.72 0.74 0.71
Limit 0.07 | 0.07 | 0.07 | 0.07 0.07 | 0.07 | 0.07 | 0.07

Table 5: Test 4. Comparison of the computation time (sec), ¢ = 1076, T'= 20.0, N, = 200, N, = 256.

Non homogeneous Knudsen number. In this last numerical experiment, we consider a non homo-
geneous Knudsen number in the physical domain. Let us define the function

e(z) = %(arctan(E) +10(z — g)) + arctan(b — 10(x — g))) (5.6)

In particular, we choose € = e(x) as
e(z)

max(e(z))’

e(x) =

Such a function admits a maximum of 1 in the center of the domain and decays to 0 near the boundaries.
Physically, it corresponds to few collisions in the center of the domain and to a fluid behaviour elsewhere.
In the following simulations, At = 10~ and the coupling parameters are do = 19 = 10~*. Note that
depending on the choice of £(x) one may need to decrease the time step to ensure stability. From an
implementation point of view, the constant ¢ is simply replaced by ¢, 1= e(w;, 1 ) without any change
to the indicators.

Figure 17 shows that the hybrid scheme captures well the behaviour of the distribution. Indeed, we
observe a fast relaxation where e(x) is small and a much slower one in the center of the domain where
e(x) is around 1. Regarding the state of the cells, one can see on Figures 18 and 19 that the fluid solver is
quickly used where () is small. Moreover, the last cells to become fluid are the one where the gradient
of e(x) is large. It is explained by the nature of the macroscopic indicator which uses derivatives up
to order 4. In this setting, the variation of mass was again of order 10~'2. Finally, we looked at the
convergence in time to the global equilibrium. On Figure 20, one can again observe the exponential
convergence to equilibrium and the rate is slightly higher than the one obtained with an homogeneous
value of ¢ = 1. Up to stability considerations, this experiment shows the robustness of the hybrid method.
Performance-wise, considering Case 3 with N, = 200 and N, = 256 the full kinetic scheme takes 183.7
seconds to run while the hybrid one takes 147.6 seconds offering a speedup of 1.24.

(5.7)

no =6 = 1072 no = 09 = 1073
_ Case 1 2 3 4 1 2 3 4
1.0 1.03 | 1.00 | 1.74 | 1.01 || 1.05 | 1.0I | 2.16 | 1.00
01 3.60 | 1.00 | 337 | 1.02 || 404 | 098 | 3.72 | 1.01
103 1483 | 151.8 | 1.01 | 2.45 || 148.3 | 154.0 | 452 | 43.44
100 151.1 | 150.8 | 142.8 | 146.1 || 147.0 | 158.0 | 146.1 | 148.9

Table 6: Speedup of the hybrid method compared to the full kinetic scheme, N, = 200, N, = 256.
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Figure 17: Case 3. Snapshots of distributions obtained with the hybrid scheme for a non homogeneous

Knudsen number.
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6 Conclusion

In this work, a new hybrid numerical method for linear kinetic equations in the diffusive scaling was
presented. The method relies on two criteria motivated by a pertubative approach. The first one quantifies
how far from a local equilibrium the distribution function is. The second criterion depends on the
macroscopic quantities that are available on the whole computing domain. We have managed to quantify
the mass variation induced by the method and we have shown that it is in practice very small. The method
has proven to be efficient through various numerical experiments: the computational gain compared to a
full kinetic scheme is significant. Moreover, the method performs well with a non-homogeneous Knudsen
number in position which is encouraging to tackle more physically motivated problems.

In future works, a more general and physically relevant setting will be considered. In particular, it
involves the multidimensional setting, a more general collision operator and a coupling with the Poisson
equation. We are confident that the computational gain will be even more worthwhile in a full 3D — 3D
setting in the case of the Boltzmann operator which is known to be costly numerically.

Acknowledgements

T.L. was partially funded by Labex CEMPI (ANR-11-LABX-0007-01) and ANR Project MoHyCon
(ANR-17-CE40-0027-01). He also would like to thank Thomas Rey and Marianne Bessemoulin-Chattard
for the fruitful discussions and insights.

References

[1] ApparLa, L., DoLBEAULT, J., L1, X., AND TAYEB, M. L. L2-Hypocoercivity and large time
asymptotics of the linearized Vlasov-Poisson-Fokker-Planck system. Journal of Statistical Physics

(2019), 4.
[2] ALLAIRE, G., Branc, X., Despres, B., aAND Gorsg, F. Transport
et  diffusion. Lecture  notes, downloaded  from  http://paestel.fr/content/

transport-et-diffusion-g-allaire-x-blanc-b-despres-f-golse in August 2021.

[3] BarDOS, C., SANTOS, R., AND SENTIS, R. Diffusion Approximation and Computation of the
Critical Size. Transactions of the American Mathematical Society (1984).

[4] BENNOUNE, M., LEMoOU, M., AND MIEUSSENS, L. Uniformly stable numerical schemes for the
Boltzmann equation preserving the compressible Navier-Stokes asymptotics. Journal of Computa-
tional Physics 227 (2008).

[5] BENSOUSSAN, A.; Lions, J.-L., AND PapPANICOLAOU, G. C. Boundary Layers and Homogenization
of Transport Processes. Publications of The Research Institute for Mathematical Sciences (1979).

[6] BESSEMOULIN-CHATARD, M., HERDA, M., AND REY, T. Hypocoercivity and diffusion limit of a
finite volume scheme for linear kinetic equations. Mathematics of Computation 89, 323 (nov 2019),
1093-1133.

[7] BHATNAGAR, P. L., Gross, E. P., AND Krook, M. A Model for Collision Processes in Gases. I.
Small Amplitude Processes in Charged and Neutral One-Component Systems. Physical Review 9/
(May 1954), 511-525.

[8] CRESTETTO, A., CROUSEILLES, N., DIMARCO, G., AND LEMOU, M. Asymptotically complexity
diminishing schemes (ACDS) for kinetic equations in the diffusive scaling. Journal of Computational
Physics 394 (OCT 1 2019), 243-262.

[9] CROUSEILLES, N., AND LEMOU, M. An asymptotic preserving scheme based on a micro-macro
decomposition for collisional Vlasov equations: diffusion and high-field scaling limits. Kinetic and
Related Models /4, 2 (2011), 441-477.

[10] DEGOND, P., AND DiMARCO, G. Fluid simulations with localized Boltzmann upscaling by direct
simulation Monte-Carlo. Journal of Computational Physics 231 (2012), 2414-2437.

29


http://paestel.fr/content/transport-et-diffusion-g-allaire-x-blanc-b-despres-f-golse
http://paestel.fr/content/transport-et-diffusion-g-allaire-x-blanc-b-despres-f-golse

[11]

[12]

[16]

[17]

[18]

[19]

[26]

[27]

28]

DeconD, P., Goubpon, T., aAND PoupauDp, F. Diffusion limit for non homogeneous and non-
micro-reversible processes. Indiana University Mathematics Journal (2000).

DiMvarco, G., MIEUSSENS, L., AND RispoLI, V. An asymptotic preserving automatic domain
decomposition method for the Vlasov-Poisson-BGK system with applications to plasmas. Journal
on Computational Physics (2014).

DoLBEAULT, J., MoUuHOT, C., AND SCHMEISER, C. Hypocoercivity for linear kinetic equations
conserving mass. Transactions of the American Mathematical Society (2015), 3807-3828. 21 pages.

DuJARDIN, G., HERAU, F., AND LAFITTE-GODILLON, P. Coercivity, hypocoercivity, exponential
time decay and simulations for discrete Fokker- Planck equations. Numerische Mathematik 144
(2018).

EINKEMMER, L., Hu, J., AND WANG, Y. An asymptotic-preserving dynamical low-rank method
for the multi-scale multi-dimensional linear transport equation. Journal of Computational Physics
(2021).

F1LBET, F., AND REY, T. A hierarchy of hybrid numerical methods for multi-scale kinetic equations.
SIAM Journal on Scientific Computing 37, 3 (May 2015), A1218-A1247.

GEORGoOULIS, E. H. Hypocoercivity-compatible Finite Element Methods for the Long-time Com-
putation of Kolmogorov’s Equation. SIAM Journal on Numerical Analysis 59 (2018), 173-194.

Goupon, T., anD PoupauDp, F. Approximation by Homogenization and Diffusion of Kinetic
Equations. Communications in Partial Differential Equations (2001).

HERAU, F., AND NIER, F. Isotropic hypoellipticity and trend to the equilibrium for the Fokker-
Planck equation with high degree potential. Archive for Rational Mechanics and Analysis 171, 2
(2004), 151-218.

HocHBRUCK, M., AND OSTERMANN, A. Exponential integrators. Acta Numerica 19 (may 2010),
209-286.

JiN, S. Efficient Asymptotic-Preserving (AP) Schemes For Some Multiscale Kinetic Equations.
SIAM Journal on Scientific Computing 21 (1999), 441-454.

JIN, S. Asymptotic-Preserving Schemes for Multiscale Physical Problems. Acta Numerica (2022).
In Press.

JUNGEL, A. Transport Equations for Semiconductors, vol. 773 of Lecture Notes in Physics. Springer
Berlin Heidelberg, Berlin, Heidelberg, 2009.

KLAR, A. Asymptotic-Induced Domain Decomposition Methods for Kinetic and Drift Diffusion
Semiconductor Equations. SIAM Journal on Scientific Computing 19 (1998), 2032-2050.

KrAR, A. A Numerical Method for Kinetic Semiconductor Equations in the Drift-Diffusion Limit.
SIAM Journal on Scientific Computing 20 (1999), 1696-1712.

KLAR, A., AND SCHMEISER, C. Numerical Passage from Radiative Heat Transfer to Nonlinear
Diffusion Models. Mathematical Models and Methods in Applied Sciences 11 (2001), 749-767.

LEMou, M. Relaxed micro-macro schemes for kinetic equations. Comptes Rendus Mathematiques
348, 7-8 (apr 2010), 455-460.

LEMoOU, M., AND MIEUSSENS, .. A new asymptotic preserving scheme based on micro-macro
formulation for linear kinetic equations in the diffusion limit. SIAM Journal on Scientific Computing
31,1 (2008), 334-368.

Liu, J.-G., AND MIEUSSENS, L. Analysis of an asymptotic preserving scheme for linear kinetic
equations in the diffusion limit. STAM Journal on Numerical Analysis 48, 4 (2010), 1474-1491.

Poupraup, F. Diffusion approximation of the linear semiconductor Boltzmann equation: analysis of
boundary layers. Asymptotic Analysis (1991).

30



[31] SAINT-RAYMOND, L. Hydrodynamic limits of the Boltzmann equation. Springer, 2009.

[32] ViLLaNI, C. Hypocoercivity. Memoirs of the American Mathematical Society (Sept. 2009).

31



	Introduction
	Chapman-Enskog expansion
	Macroscopic model
	Higher order macroscopic model

	Micro-Macro Model
	Continuous setting
	Discrete setting

	Dynamic coupling
	Coupling criteria
	Implementation
	Mass conservation

	Numerical simulations
	The full kinetic scheme
	Properties of the hybrid scheme

	Conclusion

