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[1] Anthropogenic sources are widely accepted as the dominant cause for the increase in atmospheric CO2

concentrations since the beginning of the industrial revolution. Here we use the B‐WITCH model to quan-
tify the impact of increased CO2 concentrations on CO2 consumption by weathering of continental surfaces.
B‐WITCH couples a dynamic biogeochemistry model (LPJ) and a process‐based numerical model of conti-
nental weathering (WITCH). It allows simultaneous calculations of the different components of continental
weathering fluxes, terrestrial vegetation dynamics, and carbon and water fluxes. The CO2 consumption rates
are estimated at four different atmospheric CO2 concentrations, from 280 up to 1120 ppmv, for 22 sites char-
acterized by silicate lithologies (basalt, granite, or sandstones). The sensitivity to atmospheric CO2 variations
is explored, while temperature and rainfall are held constant. First, we show that under 355 ppmv of atmo-
spheric CO2, B‐WITCH is able to reproduce the global pattern of weathering rates as a function of annual
runoff, mean annual temperature, or latitude for silicate lithologies. When atmospheric CO2 increases, evapo-
transpiration generally decreases due to progressive stomatal closure, and the soil CO2 pressure increases due
to enhanced biospheric productivity. As a result, vertical drainage and soil acidity increase, promoting CO2

consumption by mineral weathering. We calculate an increase of about 3% of the CO2 consumption through
silicate weathering (mol ha−1 yr−1) for 100 ppmv rise in CO2. Importantly, the sensitivity of the weathering
system to the CO2 rise is not uniform and heavily depends on the climatic, lithologic, pedologic, and bio-
spheric settings.
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1. Introduction

[2] Human activities are the dominant source for the
CO2 concentration increase in the atmosphere since
the start of the industrial revolution, from 280 ppmv
(part per million volume) in 1850 up to 387 ppmv
in 2009. According to future anthropogenic emis-
sions scenarios, this concentration may double
before the end of the century [Watson et al., 1990;
Friedlingstein et al., 2006; Intergovernmental
Panel on Climate Change, 2007].

[3] Predicting how atmospheric CO2 pressure will
evolve in the future requires a quantitative descrip-
tion of the global carbon cycle. During the last
decade, many processes have been explored and
quantified, but continental weathering has thus far
been neglected in most studies. Continental weath-
ering of silicate rocks (granites, basalts) can be
summarized by the following reaction describing the
dissolution of a plagioclase mineral constitutive of a
bedrock with coeval precipitation of kaolinite and
production of dissolved species carried to the ocean
by rivers:

4Na0:5Ca0:5Al1:5Si2:5O8 þ 17H2Oþ 6CO2 aqð Þ !
3Al2Si2O5 OHð Þ4þ2Naþ þ 2Ca2þ þ 6HCO�

3 þ 4H4SiO4 aqð Þ
ð1Þ

For each equivalent of alkalinity produced by
reaction 1, one mole of atmospheric CO2 has been
consumed and transferred to the continental waters
as bicarbonate ions. This atmospheric CO2 con-
suming process, known as a first‐order component
of the geological carbon cycle (and hence of the
long‐term climate evolution of the Earth) [Walker
et al., 1981; Donnadieu et al., 2006], seems to be
also sensitive to the ongoing anthropogenic per-
turbation of the Earth system, as illustrated by
two recent findings. Atmospheric CO2 consumption
through weathering in theMississippi watershed has
increased by 40% over the last 40 years [Raymond
et al., 2008]. Rapidly increasing weathering rates
have been reported in Iceland [Gislason et al., 2009]
possibly in response to climate warming at high
latitudes.

[4] Weathering is a complex process driven bymany
forcing functions, including climate, CO2, land use,
hydrology, physical erosion and vegetation cover,
all these factors being tightly intertwined [Gaillardet
et al., 1999;Millot et al., 2002; Dessert et al., 2003;
Goddéris et al., 2009; Roelandt et al., 2010].
Because of this complexity, the modeling method

might be a way to unravel the processes at play in the
suspected increase in continental weathering at the
decadal scale, exploring the potential role of each
parameter.

[5] In a recent modeling study, Roelandt et al.
[2010] and Goddéris et al. [2009] have empha-
sized the key role played by land plants in weath-
ering processes through the control they exert on the
soil hydrology. As evapotranspiration is suspected
to respond both to climate change and atmospheric
CO2 rise through biome and stomatal conductance
changes [Gerten et al., 2004], the question whether
continental weathering is sensitive to these mod-
ifications is worth testing.

[6] In this study, we explore the weathering system
sensitivity to the atmospheric CO2 level for a variety
of sites (22) all around the world (Figure 1), under
specific climatologies and characterized by specific
lithologies. In this first study, we deliberately limit
the number of tested parameter to the atmospheric
CO2 level without accounting for the concomitant
climatic change. Temperature and rainfall are thus
held constant in the simulations. We use a coupled
dynamic model: B‐WITCH [Roelandt et al., 2010],
for continental vegetation and chemical weathering
in soils and saprolite. This model is used to quantify
the sensitivity of CO2 consumption by silicate rock
weathering at various atmospheric CO2 levels from
280 to 1120 ppmv, accounting for the modification
in soil hydrology linked to the biome response.
Since the strength of the feedback existing between
the solid Earth CO2 degassing andCO2 consumption
through continental weathering [Walker et al., 1981]
depends on the efficiency of the response of silicate
weathering to atmospheric CO2 levels [Berner,
2004], such a quantification also constrains our
understanding of the geological evolution of the
global carbon cycle and climate.

2. Land Plants and CO2 Levels

[7] The exchange between land plants and the
atmosphere mainly consists of atmospheric CO2

uptake through photosynthesis and water vapor
release through the transpiration process [Bonan,
2002; Hetherington and Woodward, 2003]. The
consequences of the atmospheric CO2 increase on
the global water balance and carbon cycle will at
least partly depend on the biospheric response in
term of stomatal conductance, photosynthesis, biome
redistribution and evapotranspiration.

[8] Previous studies based on modeling or experi-
mental methods showed that under high CO2 con-
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centrations, plants tend to close their stomata in
order to reduce their transpiration, leading to an
increase in the intercellular CO2 pressure and finally
a more efficient use of soil moisture [Friend and
Cox, 1995; Van de Geijn and Goudriaan, 1997;
Hui et al., 2001; Woodward, 2002]. The precise
quantification of the influence of the atmospheric
CO2 concentration increase on biospheric processes
remains a matter of debate. Under a doubled CO2

concentration, transpiration is predicted to decrease
between 6% [Leipprand andGerten, 2006] and 25%
[Friend and Cox, 1995]. Calculated mean global
evapotranspiration decreases by 7% while runoff
and soil moisture increase by 5% and 1%, respec-
tively [Leipprand and Gerten, 2006]. Finally, sto-
matal conductance displays a decrease ranging from
25% [Field et al., 1995] up to 40% [Morison and
Gifford, 1983] in experiments.

[9] With increasing atmospheric CO2, any decrease
in the evapotranspiration at constant rainfall will
increase the drainage of the soils and saprolite, and
will therefore impact the weathering rates. Any
increase in the drainage may potentially decrease the
residence time of the waters in contact with the mi-
nerals, thus inhibiting dissolution. However, as the
net water flux exported from the soil and the sap-
rolite increases, the net dissolved element export

from the soil and saprolite may still potentially
increase. Furthermore, any change in the residence
time of water in the soil and saprolite may change the
saturation state of the solutions with respect to the
mineral phase, impacting on the weathering rates.
Dissolution reactions are thus complex and gener-
ally highly nonlinear with respect to environmental
factors such as the drainage. This is why we use a
mechanistic model describing the dissolution reac-
tion based on laboratory kinetic laws, while the
water fluxes are estimated from the LPJ model si-
mulations as detailed in section 3.

3. Model Description

[10] In this section, the coupling procedure between
WITCH and LPJ models called B‐WITCH is first
described, followed by a brief description of the LPJ
and WITCH models.

3.1. B‐WITCH Model

[11] The basic principle of the B‐WITCH model is
the use of a global dynamic vegetation model to
estimate the water balance in the weathering profiles
(namely the vertical drainage and the water volu-
metric content of each soil layer). These hydrologi-

Figure 1. Localization of 22 grid cells on global map.
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cal parameters are then transferred to a process‐
based model where the dissolution/precipitation
rates of minerals in the weathering profile are cal-
culated. The weathering profile is divided into three
layers: one superficial soil layer (L1: from 0 to 0.5 m
depth), one medium soil layer (L2: from 0.5 to 1.5 m
depth) and one deep saprolitic layer (L3: from 1.5 to
6.5 m depth, 5 m thick) [Roelandt et al., 2010]. The
mineralogical composition of each layer is detailed
in section 4. The thickness of the two upper layers is
fixed by the geometry of the LPJ model.

[12] The LPJ model uses monthly mean climate
information over the 1901–2002 period [New et al.,
2000; Mitchell and Jones, 2005] to estimate the
atmosphere‐vegetation‐soil water exchanges and
establish and stabilize the potential vegetation cover.
At the end of the simulation, the soil hydrology is
very close to steady state for all the investigated grid
elements (Figures 2a and 2b). ThenWITCH uses the

mean annual surface runoff, drainage and volumet-
ric water contents calculated by LPJ and mean cli-
matic data over the last twenty years of 1901–2002
period. The model is run until steady state is reached
(20 simulated years), i.e., when the chemical com-
position of the soil solutions has reached steady
state. The CO2 pressure in all layers of the soil and
saprolite is calculated as a function of the below
ground productivity Pr estimated by LPJ in g CO2

m−2 yr−1 (litter and soil organic matter decomposi-
tion). The CO2 pressure Pmax (atm) below the root
zone (saprolite layer) is calculated according to Van
Bavel [1952]:

Pmax ¼ Patm þ kunit
Pr � L2
2 � � � Ds

ð2Þ

where L is the root zone depth (1.5 m), � is the soil
porosity (m3 m−3) and Ds is the CO2 diffusivity. kunit
is a unit conversion factor (fixed at 1.957 × 10−3 m2

Figure 2. Drainage and surficial runoff in mm/yr calculated by LPJmodel for a grid cell located in France (grid cell 19)
for atmospheric CO2 concentrations of (a) 355 ppmv and (b) 1120 ppmv and for a grid cell located in South America
(grid cell 3) for atmospheric CO2 concentrations of (c) 355 ppmv and (d) 1120 ppmv over the 1901–2002 period.
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atm g−1 CO2). Ds (m
2 s−1) is a function of air tem-

perature T (in Kelvin), soil porosity (ISRIC data-
base, see below), and tortuosity t (fixed at 0.45)
[Gwiazda and Broecker, 1994]:

Ds ¼ 0:139 � 10�4 � T

273:15

� �2

�� � � ð3Þ

0.139 × 10−4 m2 s−1 is the CO2 diffusion coefficient
of CO2 in air at 273.15 K.

[13] At this stage, the B‐WITCH model does not
track the dynamics of the atmospheric CO2 rise. As
mentioned above, a set of 4 simulations is per-
formed, with several constant atmospheric CO2

levels (280, 355, 560, and 1120 ppmv), but always
with the same climatic input. This procedure allows
us to isolate the effect of atmospheric CO2 on the
vegetation and weathering dynamics. The coupling
between the WITCH and the LPJ model is fully
described by Goddéris et al. [2009] and Roelandt
et al. [2010].

3.2. Weathering Model WITCH

[14] The numerical model simulating the chemical
weathering reactions in the soil horizons (WITCH)
is a box model that integrates the dissolution/
precipitation rates of mineral phases and the chem-
ical composition of the soil solution as a function of
time. The time evolution of the soil solution chem-
istry is calculated at each time step solving the fol-
lowing equation:

d z � � � Cj

� �
dt

¼ Ftop � Fbot þ
Xnm
i¼1

Fi
weath;j �

Xnm
i¼1

Fi
prec;j � Rj

ð4Þ

where Cj is the concentration of the species j.
WITCH includes a budget equation for Ca2+, Mg2+,
K+, Na+, SO4

2−, total alkalinity, total aluminum, total
silica, and total phosphorus. z is the thickness of the
considered layer, and � the water volumetric content
(m3 of water m−3 of soil). Ftop is the input of species
from the layer above the considered layer in moles
s−1 m−2 through drainage, and Fbot is the removal
through downward drainage. Both the drainage and
the water volumetric content are taken from the
biospheric model has explained below. Rj stands for
the cation exchange flux between the soil solution
and the clay‐humic complex. This cation exchange
flux is set to zero when a pluriannual steady state is
calculated to save computation time. However, it is
fully accounted for in a dynamic mode for seasonal
simulations through the computation of a Fick dif-
fusion law [Goddéris et al., 2006].

[15] Fweath,j
i is the release of the species j through

dissolution of the mineral i in the considered box,
and Fprec,j

i is the removal through precipitation when
saturation is reached (see below). nm is the total
number of mineral considered in the simulation.
Those dissolution/precipitation terms are calculated
for silicate minerals through laboratory kinetic laws
derived from the transition state theory (TST) con-
cept [Eyring, 1935] and rates are normalized to the
BET surface. The overall dissolution rate Fg of
mineral g inside a given layer is the sum of four
parallel elementary reactions promoted by H+, OH–,
water and organic ligands. Chemical speciation of
the soil solution is calculated for 17 chemical spe-
cies. A detailed description of the WITCH model is
given by Goddéris et al. [2006, 2009], Le Hir et al.
[2009], and Roelandt et al. [2010].

3.3. Global Dynamic Vegetation Model LPJ

[16] The Lund‐Potsdam‐Jena Dynamic Global
Vegetation Model (LPJ) is derived from the BIOME
family of models, and is able to represent terrestrial
vegetation dynamics, carbon and water exchanges
between land and atmosphere at the global scale. It
combines fast processes such as feedback through
canopy conductance between photosynthesis and
transpiration, and slow processes such as resource
competition, tissue turnover and population
dynamics. In this model, 10 plants functional types
(PFT) are differentiated by physiological, morpho-
logical, and phenological attributes. Each PFT is
assigned bioclimatic limits (minimum coldest‐month
temperature for survival ormaximum coldest‐month
temperature for establishment for example), which
determine whether it can survive and/or regenerate
under the climatic conditions prevailing in a partic-
ular grid cell. Photosynthesis, evapotranspiration
and soil water dynamics are modeled on a daily time
step, while vegetation structure and PFT population
densities are updated annually. The LPJ model is
fully described by Sitch et al. [2003].

4. Study Sites

4.1. Description

[17] Twenty‐two grid cells (0.5°longitude × 0.5°
latitude) were selected to cover a wide range of cli-
matic and lithologic conditions. The simulations
have been limited to a discrete number of grid cells
because a precise knowledge of the mineralogical
composition of the soil layers and of the underlying
bedrock is absolutely necessary. No estimation of
the weathering rates could be performed accurately
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without this critical information. Although the lith-
ological information can be gathered globally
[Hartmann et al., 2009], the soil mineralogy is dif-
ficult to define on a global scale. As demonstrated in
several recent modeling studies [Goddéris et al.,
2006; Maher et al., 2009], this mineralogical com-
position must be precisely defined: the draining
waters first encounter the soil layers before reaching
the saprolite, and their chemical composition might
heavily imprinted by the dissolution reactions within
the surficial soil layers. Gathering this soil mineral-
ogical information is not easy because of the lack of
data and of spatial heterogeneity.

[18] Three main type of silicate outcrops, i.e., basalt,
granite, and sand/sandstones [Amiotte‐Suchet et al.,
2003], are used to define the mineralogical compo-
sition of the deep saprolitic layer. The outcrops
define a broad spectrum of weatherabilities and play
a particular role in the long‐term atmospheric CO2

balance. Indeed, although they only account for 6%
of the continental surface, the basalts play a major
role in the carbon cycle and are among the more
easily weathered silicate rocks [Meybeck, 1986;
Amiotte‐Suchet and Probst, 1993; Millot et al.,
2002; Dessert et al., 2003]. The granites are less
weatherable but also influence the long‐term atmo-
spheric CO2 balance [Gaillardet et al., 1999; Millot
et al., 2002; Oliva et al., 2003]. Finally, the sands
and sandstones are poorly weatherable owing to the
nature of the dominant mineral (quartz). Although
potentially important in the global carbon cycle
[Calmels et al., 2007], shale lithologies are not
explored in this contribution because of large and
almost unconstrainable variability in their clay
composition.

[19] The 22 grid cells have been chosen to span a
large range of climates (Figure 1). Nine grid cells are
located in Asia (India; Russia; China), five in South
America (Paraguay; Brazil; Venezuela), two in
North America (USA), three in Africa (Ethiopia;
Ivory Coast; DR Congo), two in Europe (Spain and
France) and one in Australia. For a same bedrock
type, the corresponding grid cells are located under
different climates. Eight basaltic grid cells are
characterized by oceanic (1), savanna (1), subarctic
(1), semiarid (3) or humid subtropical (2) climates
according to the chart ofKöppen [1923]. Then, eight
grid cells with a granitic bedrock are located under
tropical (2), oceanic (1), subarctic (2) or savanna (3)
climate. Finally, six sandy grid cells are located
under tropical (2), desertic (2) or semiarid (2) climate
(Tables 1 and 2). In this study, the grid cells are
referred as warm environments where the mean
annual temperature is above 18°C, and cold en-

vironments apply to grid cells where the mean
annual temperature is always below 11°C.

4.2. Data

[20] Climate data over the study sites are provided
by CRU‐TS 2.1 spatial climate data set with a spatial
resolution of 0.5° latitude versus 0.5° longitude
[New et al., 2000; Mitchell and Jones, 2005]. This
data set includes monthly air temperature, precipi-
tation, cloud cover and amount of wet days for the
1901–2002 period. The annual mean temperature
and precipitation are reported in Table 2. Soil
information including textural fraction (clay, silt,
sand % abundance), bulk density (kg m−3), coarse
fraction (%) and porosity are taken from the ISRIC‐
WISE global data set [Batjes, 2005]. Lithological
information used to fix the mineralogy of the sa-
prolitic layer is provided by a global rock lithology
database (1° latitude versus a 1° longitude)
[Amiotte‐Suchet et al., 2003]. The definition of soil
types is based on the HWSD data set [Food and
Agriculture Organization (FAO), 2008], itself based
on a compilation of four databases: the European
Soil Database (version 2.0, European Soil Bureau,
Ispra, Italy, 2004), the 1:1,000,000 soil map of
China [Shi et al., 2004], various regional SOTER
databases (SOTWIS Database) and the Soil Map of
the World [FAO, 1971, 1995].

[21] The B‐WITCH model is forced with constant
rain compositions of K+ (4.03 × 10−6 mol L−1),Mg2+

(0.62 × 10−6 mol L−1), Ca2+ (4.97 × 10−6 mol L−1)
and SO4

2− (7.61 × 10−6 mol L−1) over the 22 grid
cells in order to limit the number of variable
parameters.

4.3. Mineralogical Composition of Soils
and Rocks

[22] Based on these global data sets, the mineral-
ogical compositions of surficial and medium soil
layers are defined from the soil type and evolution,
and the deep saprolitic layer composition. Based on
previous studies, a precise mineralogical composi-
tion is defined according to the soil type (Table 1).
For three grid cells, a distinct method is used. These
grid cells are located in China (grid cell 17), Vene-
zuela (grid cell 7) and Ethiopia (grid cell 9) and are
referenced as cambic arenosol, dystric regosol and
lithic leptosol, respectively. Since, these soils are not
well developed, their mineralogical composition is
assumed to be similar to the underlying bedrock
composition.
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[23] Finally, the mineralogical composition of layer
3 (saprolitic layer) is summarized in Table 3 [Best,
2003].

5. Results and Discussion

5.1. Spatial Distribution of Vegetation

[24] As mentioned above, rising atmospheric CO2

impacts the stomatal conductance and the biome
distribution. We first discuss the influence of the
CO2 increase on the predicted vegetation type dis-
tribution for each grid cell. These results can be seen
as additional information at the regional scale to the
results of the global analysis performed by
Leipprand and Gerten [2006].

[25] In grid cells where the annual mean temperature
is between 5°C and 11°C, the predominant temper-
ate herbaceous PFT are replaced by evergreen or
summergreen temperate PFTs (4 grid cells) with a
CO2 concentration rise (Figure 3a). In grid cells with
an annual mean temperature below 5°C, the pre-
dominant evergreen PFTs (nondeciduous forest) are
progressively replaced by summergreen PFT
(deciduous forest) with CO2 concentrations rising
from 280 to 1120 ppmv (Figure 3b). This is con-
sistent with the results from [Mickler et al., 2002]

who have modeled the net primary productivity
(NPP) of evergreen and deciduous forest in USA
from 1992 to 2050. Testing a climate warming
scenario, they show an increase in the deciduous
NPP by about 24% between 1992 and 2050 while
the evergreen NPP rises only by 2%.

[26] Regarding the so‐called warm grid cells where
the annual mean temperature is around 25°C and
rainfall above 1500 mm yr−1 (6 grid cells), the
dominant tropical evergreen PFTs are progressively
replaced by tropical raingreen PFTs (deciduous
forest) with increasing CO2 concentration
(Figure 3c). Although the evergreen PFT is charac-
terized by a more important net productivity (around
2000 g C m−2), the raingreen PFT is more sensitive
to the CO2 rise in the LPJ model, leading to the
progressive replacement of the evergreen PFT by the
raingreen one. In grid cells where the temperature is
above to 25°C and precipitation ranges between 606
and 1058 mm yr−1 (6 grid cells), increased atmo-
spheric CO2 induces the replacement of the domi-
nant tropical herbaceous by evergreen or raingreen
PFTs (at 560 or 1120 ppmv) (Figure 3d). Indeed, the
tropical herbaceous (C4 plants) assimilate more CO2

and loose less water at low CO2 level than C3 trees.
However, when CO2 rises, productivity of the C3
trees rises rapidly and tropical forest PFTs finally

Table 2. Characteristic of Each Grid Cella

Grid Cell Location Grid Cell Continent Country Climate T (°C) P (mm yr−1)

30°75′S, 119°25′E 1 Australia Australia Semiarid 18.5 316.53
25°25′S, 54°75′W 2 South America Paraguay Humid subtropical 21.5 1689.78
24°25′S, 52°75′W 3 South America Brazil Humid subtropical 20 1677.81
10°25′S, 69°25′W 4 South America Brazil Tropical 25.8 1645.92
10°25′S, 52°75′W 5 South America Brazil Tropical 26 1720.38
2°75′N, 27°25′E 6 Africa DR Congo Tropical 23.9 1496.55
4°25′N, 62°25′W 7 South America Venezuela Tropical 24.1 2714.86
8°25′N, 3°75′W 8 Africa Ivory Coast Savanna 27.1 1001.7
10°25′N, 40°25′E 9 Africa Ethiopia Semiarid 25.6 606.42
16°75′N, 79°75′E 10 Asia India Savanna 28.8 809.67
17°75′N, 82°25′E 11 Asia India Savanna 25.6 1058.61
20°25′N, 77°75′E 12 Asia India Savanna 27.2 844.99
20°75′N, 75°75′E 13 Asia India Semiarid 27.2 657.81
41°25′N, 113°25′W 14 North America USA Desertic 10.5 252.11
40°25′N, 101°75′W 15 North America USA Semiarid 11 464.59
42°75′N, 110°75′E 16 Asia China Desertic 5.2 195.01
42°75′N, 121°25′E 17 Asia China Semiarid 6.6 444.36
43°25′N, 7°75′W 18 Europe Spain Oceanic 11.3 1428.90
45°25′N, 3°75′E 19 Europe France Oceanic 9.4 1220.50
50°75′N, 104°25′E 20 Asia Russia Subarctic –3.2 601.49
50°75′N, 113°75′E 21 Asia Russia Subarctic –1.7 301.45
60°75′N, 100°25′E 22 Asia Russia Subarctic –6.8 373.94

aGeographical coordinates, continent, country, climate, and mean annual temperature and precipitation over 1982–2002 period provided by CRU‐
TS 2.1 spatial climate data set [New et al., 2000; Mitchell and Jones, 2005].
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overcome tropical herbaceous PFT [Kimball et al.,
1993].

5.2. Hydrologic Cycle: Evapotranspiration,
Runoff, and Drainage

[27] Many studies have already highlighted the
effect of atmospheric CO2 increase on the conti-
nental water cycle, including both freshwater dis-
charge and evapotranspiration.

[28] The rise of atmospheric CO2 over the last cen-
tury has probably led to an increase in runoff,
through reduced transpiration, according to Probst
and Tardy [1989], Labat et al. [2004], and Gedney
et al. [2006]. However, the existence of a signifi-
cant trend (positive or negative) in freshwater dis-
charge to oceans and the influence of climate change
on freshwater discharge remain under debate and
depend on the method used to evaluate the rate of
changes, e.g., model versus data‐based estimations

Table 3. Soil Characteristics of the 22 Grid Cellsa

Grid Cell Location Grid Cell Continent Bedrock Soil Types Minerals of Saprolithe (% vol)

30°75′S, 119°25′E 1 Australia basalt calcic luvisol lab (54), dio (31.2), bas.glass (9.2)
(apa (4.3), for (1.3))

25°25′S, 54°75′W 2 South America basalt plinthic acrisol lab (54), dio (31.2), bas.glass (9.2)
(apa (4.3), for (1.3))

24°25′S, 52°75′W 3 South America basalt rhodic ferralsol lab (54), dio (31.2), bas.glass (9.2)
(apa (4.3), for (1.3))

10°25′S, 69°25′W 4 South America sand haplic acrisol Qz (63.3), alb (10.7), ort (8.25),
K (7.2) (chl (2.9))

10°25′S, 52°75′W 5 South America sand dystric gleysol Qz (63.3), alb (10.7), ort (8.25),
K (7.2) (chl (2.9))

2°75′N, 27°25′E 6 Africa granite orthic ferralsol and (49), Qz (22), ort (16), hor (6.5),
bio (6.5) (apa (0.28))

4°25′N, 62°25′W 7 South America granite dystric regosol and (49), Qz (22), ort (16), hor (6.5),
bio (6.5) (apa (0.28))

8°25′N, 3°75′W 8 Africa granite plinthic acrisol and (49), Qz (22), ort (16), hor (6.5),
bio (6.5) (apa (0.28))

10°25′N, 40°25′E 9 Africa basalt lithic leptosol lab (54), dio (31.2), bas.glass (9.2)
(apa (4.3), for (1.3))

16°75′N, 79°75′E 10 Asia granite chromic luvisol and (49), Qz (22), ort (16), hor (6.5),
bio (6.5) (apa (0.28))

17°75′N, 82°25′E 11 Asia granite eutric nitosol and (49), Qz (22), ort (16), hor (6.5),
bio (6.5) (apa (0.28))

20°25′N, 77°75′E 12 Asia basalt chromic vertisol lab (54), dio (31.2), bas.glass (9.2)
(apa (4.3), for (1.3))

20°75′N, 75°75′E 13 Asia basalt chromic vertisol lab (54), dio (31.2), bas.glass (9.2)
(apa (4.3), for (1.3))

41°25′N, 113°25′W 14 North America sand orthic solonetz Qz (63.3), alb (10.7), ort (8.25),
K (7.2) (chl (2.9))

40°25′N, 101°75′W 15 North America sand luvic kastanozem Qz (63.3), alb (10.7), ort (8.25),
K (7.2) (chl (2.9))

42°75′N, 110°75′E 16 Asia sand luvic calcisol Qz (63.3), alb (10.7), ort (8.25),
K (7.2) (chl (2.9))

42°75′N, 121°25′E 17 Asia sand cambic arenosol Qz (63.3), alb (10.7), ort (8.25),
K (7.2) (chl (2.9))

43°25′N, 7°75′W 18 Europe granite Dystric podzoluvisol and (49), Qz (22), ort (16), hor (6.5),
bio (6.5) (apa (0.28))

45°25′N, 3°75′E 19 Europe basalt Andosol lab (54), dio (31.2), bas.glass (9.2)
(apa (4.3), for (1.3))

50°75′N, 104°25′E 20 Asia granite dystric gleysol and (49), Qz (22), ort (16), hor (6.5),
bio (6.5) (apa (0.28))

50°75′N, 113°75′E 21 Asia granite eutric cambisol and (49), Qz (22), ort (16), hor (6.5),
bio (6.5) (apa (0.28))

60°75′N, 100°25′E 22 Asia basalt gelic gleysol lab (54), dio (31.2), bas.glass (9.2)
(apa (4.3), for (1.3))

aGeographical coordinates in degrees, continent, bedrock, soil type provided by HWSD data set and dominant and minor minerals for the deep
saprolitic layer [Best, 2003]. Qz, quartz; K, kaolinite; chl, chlorite; bio, biotite; and, andesine; ort, orthose; lab, labradorite; bas.glass, basaltic
glass; alb, albite; for, forsterite; dio, diopside; apa, apatite; hor, hornblend.
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[Dai et al., 2009]. The effects of CO2 changes on
evapotranspiration have already been investigated
by Friend and Cox [1995] and Kruijt et al. [2008],
who show a reduction between 15% and 25% with
CO2 concentration ranging from 355 to 700 ppmv,
which would promote an increase in the discharge of
fresh water to the ocean.

[29] In the present study, the LPJ simulations for
the 22 grid cells yield similar results for most of the
grid cells. The atmospheric CO2 increase implies
a decrease in the evapotranspiration and an increase
in the drainage and surficial runoff for atmospheric

CO2 concentration ranging from 280 ppmv to
1120 ppmv (Figures 4a–4d). In warm environments
(mean annual temperature above 11°C), evapo-
transpiration decreases by about 6%, the drainage
and the surficial runoff increase by about 14% and
9%, respectively, from present‐day CO2 pressure up
to a fourfold increase. In cold environments (mean
annual temperature below 11°C), evapotranspiration
decreases by about 14% and the drainage and the
surficial runoff increase by about 24% and 17%,
respectively. However, a few grid cells yield dif-
ferent results. The change in the hydrologic behavior

Figure 3. Cover percentage of plant functional types (PFT) as a function of atmospheric CO2 concentration in ppmv on
grid cells located (a) in the United States (North America, grid cell 15) on sandy rock, (b) in Russia (Asia, grid cell 20) on
granitic rock, (c) in DR Congo (Africa, grid cell 6) on granitic rock, and (d) in Ethiopia (Africa, grid cell 9) on basaltic
rock.
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not only depends on the stomatal closure, but also
responds to the change in the potential vegetation.
The evapotranspiration strongly increases (170%)
and the drainage and runoff decrease by 84% and
54% for the grid cell located in USA (grid cell 14).
The same result is observed for the grid cell in China
(grid cell 16) where the evapotranspiration increases
by 180% and drainage and runoff decrease by 94%
and 66%. The vegetation fractional cover of these
grid cells increases with atmospheric CO2. Indeed,
the temperate herbaceous cover fraction doubles
from 280 to 1120 ppmv for the USA grid cell and
increases by 21% from 280 to 560 ppmv for the
Chinese grid cell. This is in agreement with
Leipprand and Gerten [2006] who have found a
vegetation fractional cover rise for a CO2 doubling
for these regions. The drainage and the evapotrans-
piration for three Indian grid cells (10, 12, and 13)
and for the Ethiopian grid cell (9) remain stable
between 280 and 560 ppmv. At both CO2 levels,

100% of the grid cells are occupied by the tropical
herbaceous PFT. Moreover, these grid cells are
extremely dry: local rainfall is twice to three times
lower than rainfall in the other warm environments.
The resulting drainage is very low, below 5 mm yr−1

and soil water content in the superficial and medium
soil layers stays close to zero. Then, a part of tropical
herbaceous is replaced by tropical raingreen or
evergreen PFTs, and the resulting evapotranspira-
tion and drainage decrease and increase, respec-
tively, between 560 and 1120 ppmv.

[30] Over the grid cells in Paraguay (grid cell 2) and
in Brazil (grid cell 3) the drainage decreases by about
35% for a CO2 concentration rising from 280 to
355 ppmv because the temperate evergreen forest
replaces the temperate herbaceous. This drainage
decrease is the result of an enhanced uptake of water
by the trees. The evapotranspiration increases over
the two grid cells. The vegetal cover then stabilizes,
and the evapotranspiration starts decreasing and the

Figure 4. Vertical drainage and evapotranspiration in mm yr−1 versus atmospheric CO2 concentration in ppmv. The
evapotranspiration and drainage are calculated by LPJ on grid cells located (a) in the United States (North America, grid
cell 15) on sandy rock, (b) in Russia (Asia, grid cell 20) on granitic rock, (c) in DR Congo (Africa, grid cell 6) on granitic
rock, and (d) in Ethiopia (Africa, grid cell 9) on basaltic rock.
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drainage increases for simulations with atmospheric
CO2 above 355 ppmv.

[31] In summary, the standard hydrological behavior
is an increase in the vertical drainage of the soil and
saprolite when atmospheric CO2 rises as a result of
a progressive stomatal closure. However, the LPJ
model also predicts the replacement of some PFTs
by others when CO2 rises, partly hiding the stomatal
closure effect and introducing specific behaviors
(including a decrease of drainage with rising CO2)
for a few grid cells (2 grid cells among 22).

5.3. Weathering Fluxes and CO2

Consumption Rates

5.3.1. Validation of the Model for Atmospheric
CO2 Concentration of 355 ppmv

5.3.1.1. Silica Weathering Flux

[32] The weathering flux for a given grid cell (export
to the river) is calculated as the sum of two terms: the
surficial runoff times the calculated element con-
centration in the upper layer and the deep vertical
drainage times the calculated concentration in the
deep saprolitic layer. Under 355 ppmv of CO2 and
with the observed climate from the CRU, the cal-
culated silica flux ranges from 190.54 (Australia,

grid cell 1) to 11360 mol Si ha−1 yr−1 (Brazil, grid
cell 3) for the basaltic lithology, from 22.58 (Russia,
grid cell 21) to 3852.70mol Si ha−1 yr−1 (Venezuela,
grid cell 7) for the granitic lithology, and from 22.34
(China, grid cell 17) to 420.73 mol Si ha−1 yr−1

(Brazil, grid cell 5) for the sandy rock lithology.

[33] For validation purposes, the calculated silica
flux release by weathering reactions for basaltic and
granitic lithologies at 355 ppmv are compared with
the data from Oliva et al. [2003] and Dessert et al.
[2003] (Figure 5). Both studies report weathering
flux for granitic and basaltic monolithological
catchments, respectively, under a large variety of
climates. The measured silica flux for granitic
catchments fluctuates from 4 to 8066 mol ha−1 yr−1

[Oliva et al., 2003] and from 4535 to 122142 mol
ha−1 yr−1 for basaltic catchments [Dessert et al.,
2003]. The range of calculated values falls within
the observed range for both lithologies. When plot-
ting the calculated and observed silica flux as a
function of latitude (Figure 5), a general agreement
between both set of points is obtained. They both
display a general increase in the silica flux from the
pole to the equator in the Northern Hemisphere,
particularly for granitic lithologies. The increase in
the weathering flux toward the equator is mainly
driven by the increase in runoff by an order of
magnitude and by the rise in temperatures. But
Figure 5 also shows that the increasing rate of the
weathering flux with latitude is at maximum at high
latitude (above 40°N), and tends toward zero at low
latitude (below 40°N). Between about 60 and 40°N,
both the model and data show an increase in the
weathering fluxes by more than two order of mag-
nitudes, while it spans only one order of magnitude
from 40°N to the equator. No clear trend can be
inferred from the observations and from the calcu-
lations for the Southern Hemisphere, due to the
limited number of points. Calculated silica flux for
granitic lithologies display a general increasing
trend with runoff. However, the spreading of the
calculated fluxes is important. This is also the case
for the field data (Figure 6). For basaltic lithologies,
a sharp increase with runoff is simulated by B‐
WITCH, extending the data points from Dessert
et al. [2003] into the low runoff values (Figure 7).

5.3.1.2. River Cation Concentrations

[34] Calculated river cation and bicarbonate con-
centrations (355 ppmv) are also compared to the data
fromOliva et al. [2003] andDessert et al. [2003] for
both the granitic and basaltic lithologies. River

Figure 5. Latitude in degrees versus weathering flux
in mol Si ha−1 yr−1. The weathering fluxes calculated by
B‐WITCH model on granitic (solid squares) and basaltic
(solid circles) rock are compared to field data from Oliva
et al. [2003] for granitc monolithological watersheds
(open triangles) and fromDessert et al. [2003] for basaltic
watersheds (stars).
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concentrations for a given species Criv is calculated
as follows:

Criv ¼ Rsurf � C1 þ D � C3

Rsurf þ D
ð5Þ

where Rsurf is the surficial runoff calculated by LPJ
for each grid element,D is the deep drainage,C1 and
C3 are the concentration of the species in the surficial
soil layer and in the saprolite, respectively [Roelandt
et al., 2010].

[35] The mean annual calculated river cation con-
centrations range from 87 to 244 mmol L−1 for the
granitic lithology. Calculated riverine bicarbonate
concentrations range from 277 to 2539 mmol L−1 for
the basaltic lithology. These values are consistent
with the literature data (from 7 to 715mmol L−1 at the
outlet of granitic watersheds and 354 to 2719 mmol
L−1 for basaltic watersheds). The B‐WITCH model
is thus able to match the general features of the
present‐day weathering processes, particularly the
CO2 consumption.

5.3.1.3. Lithological Control of the Weathering

Fluxes at 355 ppmv of CO2

[36] The highest weathering fluxes are simulated for
the basaltic lithologies while the sandy lithologies
display the lowest fluxes.Weathering fluxes are thus
directly related to the weatherability of the consti-
tutive minerals for each lithology. For the basaltic
lithology, the weathering products are supplied by
the dissolution of diopside and labradorite. Andesine
dissolution is the main provider of dissolved species

for the granitic lithology and albite for the sandy
rocks.

[37] There is a strong temperature control for the
three lithologies (Figure 8a): weathering fluxes are
predicted to be higher under warm climates. The
dependence of the weathering fluxes on runoff dis-
play a more complex pattern. For basaltic litholo-
gies, fluxes increase with runoff until about 300 mm
yr−1. Above this value, weathering fluxes saturate at
a maximum value around 104 mol Si ha−1 yr−1. For
sandy lithologies, weathering rates increase over the
all simulated runoff range (up to 800 mm yr−1).
However, there is no simulated sites displaying
runoff between 150 and 650 mm yr−1. This gap
might possibly hide an inflexion point. Weathering
fluxes for granitic lithologies display a complex
pattern. Whether it saturates around 300 mm yr−1 is
unclear due to the too low number of simulated sites.
The saturation effect has been previously docu-
mented by Bluth and Kump [1994] from the com-
pilation of the weathering fluxes measured in the
field. Here, the drainage is higher for high‐runoff
sites, thus promoting mineral dissolution rates and
increasing weathering rates. But the simulated
weathering system shift toward a weathering limited
regime around 300 mm yr−1 for basaltic lithologies,
and possibly for granitic lithologies too.

[38] Finally,Dessert et al. [2003] have compiled the
CO2 consumption rate for different watersheds
located in tropical and boreal environments. This
rate varies from 0.30 × 106 mol C km−2 yr−1 (Massif
Central, France) to 6.40 × 106 mol C km−2 yr−1

(Java, Indonesia). So, these values are very close to

Figure 6. Runoff in mm yr−1 versus weathering flux in
mol Si ha−1 yr−1 for granitic grid cells. The runoff is cal-
culated by LPJ, and weathering flux is calculated by
WITCH (solid circles). Field data from Oliva et al.
[2003] (open squares).

Figure 7. Runoff in mm yr−1 versus weathering flux in
mol Si ha−1 yr−1 on basaltic rock. The runoff is calculated
by LPJ, and weathering flux is calculated by WITCH
(solid circles). Field data from Dessert et al. [2003]
(open squares).
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ones calculated with coupling LPJ‐WITCH, ranging
from 0.03 × 106 (grid cell 1) to 2.1 × 106 mol C km−2

yr−1 (grid cell 3).

5.3.2. Sensitivity of the Weathering Fluxes
to Increased CO2

[39] The dependence of CO2 consumption by sili-
cate weathering as a function of atmospheric CO2

levels has been previously quantified within the
framework of the geological carbon cycle evolution.
In the presence of vascular land plants, this depen-
dence is written as follows [Berner and Kothavala,
2001; Berner, 2004]:

FCO2 ¼ 2RCO2

1þ RCO2

� �0:4

ð6Þ

where RCO2 is the ratio of the partial pressure of
atmospheric CO2 to the preindustrial value (RCO2 = 1
for the preindustrial state). FCO2 is called the fertil-
ization factor as it accounts for the enhanced bio-
logical impact on weathering as CO2 rises (FCO2 = 1
for the preindustrial state) [Berner, 2004]. Mathe-
matically speaking, FCO2 is a multiplier of the sili-
cate weathering rate. This Michaelis‐Menten type
law allows the limitation of the fertilization effect at
very high CO2 levels due to the progressive lack
of nutrients. For atmospheric CO2 levels ranging
from 280 to 1120 ppmv, this limitation effect is not
operating and FCO2 roughly displays a linear rise
with a slope of 2% increase in weathering per
100 ppmv rise in CO2. As mentioned by Berner
[2004], this equation is used as a simple first ap-
proximation for a process that is poorly understood.

[40] Here we provide a first quantitative estimation
of this fertilization effect on the silicate weathering
rates. In the present B‐WITCH simulations, the
sensitivity to CO2 changesmight be higher by up to a
factor of 2 (Figure 9a). Many grid elements display a
2.4% to 5% increase in weathering per 100 ppmv
rise at steady state. This CO2 consumption rise is
driven by the enhanced drainage as the stomatal
closure inhibits the evapotranspiration, and by the
rise in below ground CO2 levels, itself driven by the
fertilization effect.

[41] Overall, the CO2 consumption above granitic
and basaltic rocks increases by an average of
25% for CO2 rising from 280 to 1120 ppmv (3% per
100 ppmv), for grid cells where an increase is pre-
dicted by the model. However, the standard devia-
tion is close to 10%, illustrating the variability in the
sensitivity to the CO2 change. Indeed, our results
suggest that there is no unequivocal latitudinal,
temperature, rainfall, vegetation type, nor lithologi-
cal dependence of this rate of increase. 60% of this
increase is related to the evapotranspiration decrease
and concomittant drainage increase. The remaining
40% increase is linked to soil CO2 rise driven by the
fertilization effect.

[42] Finally, the response of the CO2 consumption
through silicate weathering to enhanced CO2 also
depends on the possible vegetation change, and
not only on the stomatal closure at high CO2. For
instance, grid cell 2 in Paraguay and grid cell 3
in Brazil display first a decrease in the CO2 con-
sumption between 280 and 355 ppmv (Figure 9b).
This decrease is related to a potential vegetation
change, from temperate herbaceous to temperate

Figure 8. Calculated weathering flux inmol Si ha−1 yr−1 (a) versus temperature in degrees Celsius and (b) versus runoff
in mm yr−1 for basaltic (gray circles), granitic (solid squares), and sandy (stars) lithologies. The temperature is the mean
value over the 1982–2002 period, and the runoff is calculated by the LPJ model.
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broad‐leaved evergreen PFT, inducing a strong
decrease in the drainage by about 30% which im-
pacts on the dissolution rates. Once this potential
vegetation change is achieved (above 355 ppmv)
CO2 consumption starts to rise again with CO2. The
dominant vegetation functional type remains con-
stant and stomatal closure again controls the vertical
drainage increase. Grid cells 14 (USA) and 16
(China) display a strong decrease (factor of 4) in the
CO2 consumption flux with rising CO2 concentra-
tion from 280 to 1120 ppmv (Figure 9c). Over these
grid cells, the vegetated surface cover increases with
CO2 (fertilization effect) and the drainage continu-
ously decreases over the range of tested CO2 atmo-
spheric concentration.

6. Conclusions and Perspectives

[43] In this contribution, we explore the impact
of atmospheric CO2 concentration (from 280 to
1120 ppmv) on continental silicate weathering
through changes in continental vegetation and
drainage. The B‐WITCH model estimates the veg-

etation dynamics, water and CO2 fluxes and
weathering reactions in soil and saprolite. B‐
WITCH is run for 22 sites located all over the world
for which mineralogical compositions have been
reconstructed, covering a wide range of climatic and
lithologic conditions. All simulations are run until a
steady state is reached for a variety of atmospheric
CO2 pressures, keeping other climate forcings
constant.

[44] Our results show that, under 355 ppmv of
atmospheric CO2, B‐WITCH is able to reproduce
the global pattern of weathering rates as a function
of either annual runoff, mean annual temperature
or latitude for various lithologies (basaltic and
granitic).

[45] In agreement with previous studies, we calcu-
late that the increase in atmospheric CO2 con-
centrations induces changes in the vegetal cover, a
general increase in the vertical drainage of the soil
and saprolite up to 20% and a decrease in evapo-
transpiration rate up to 22% in response to stomatal
closure. As a result of the drainage increase, the

Figure 9. Calculated CO2 consumption flux in 106 mol km−2 yr−1 versus atmospheric CO2 concentration in ppmv, on
grid cells located (a) in Russia (grid cell 21) on granitic rock, (b) in Brazil (grid cell 3) on basaltic rock, and (c) in China
(grid cell 16) on sandy rock.
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B‐WITCH model predicts for most of the simulated
sites, an increase in the CO2 consumption through
continental silicate weathering by 2.4% to 5% per
100 ppmv increase in CO2, suggesting a higher
sensitivity of weathering than previously expected.
This finding reinforces the strength of the negative
feedback loop stabilizing the Earth climate at the
geological time scale.

[46] However, some peculiar behaviors are identi-
fied, particularly when the vegetated fractional cover
increases and when plant functional type replace-
ment is predicted. For these sites, the vertical
drainage decreases as well as the CO2 consumption
by silicate weathering flux. This modeling study
thus demonstrates that CO2 consumption through
continental silicate weathering is sensitive to the
atmospheric CO2 concentration, considered as an
independent parameter, through induced changes in
the vegetal cover and soil water balance.

[47] Future work should account for concomittant
climatic change. Non–steady state simulations must
also be performed to simulate the impact of the
ongoing climate change and CO2 rise on the conti-
nental weathering. Process‐based models, such as
the B‐WITCH model, are powerful tools to achieve
such goals.
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