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 The paper proposes a strategy for the time horizon reduction in power and energy studies. The method 

denoted Optimized Weighted Time Slices is compared with conventional approaches based on 

representative days that rely on unsupervised and supervised clustering as well as different strategies to 

reconstruct the problems. Those reference methods suffer from a lack of scalability when high numbers of 

dimensions are considered and their outputs strongly depend on the starting point in the partitioning 

process. The proposed strategy is based on a hierarchical clustering coupled with a least square 

minimization. The originality of the approach is that it works on individual time slices rather than on 

representative periods. Those representative time samples are furtherly optimized considering fitting 

criteria with the input time series thanks to a linearization of the duration curves. All the time modelling 

methods are  tested on both a simple energy hub at a building scale (i.e. load, solar storage) and on a 33-

buses distribution network with storage. The methods performances are assessed while comparing the 

results of the systems operation over the reduced time horizons with the outputs from full yearly 

simulations. In particular, complex objective functions are considered for the systems operation, as it is 

shown that they impact the accuracy of the time reduction as much as the systems complexity itself. The 

proposed strategy displays smaller errors (1 % - 5 % more accuracy) than the reference methods, is much 

more scalable (> 10 times faster), and systematically returns the same outputs. 

HIGHLIGHTS 
 

 A method for dimensionality reduction of time series based on the optimization of representative 

samples. 

 Application to power and energy systems management or design problems. 

 Comparison with supervised and unsupervised daily profiles clustering. 

 Impact study of the management objective functions and problem reconstruction strategies after time 

reduction. 

 Higher accuracy for nonlinear objective functions, faster computation and replicability. 

1. Introduction 

In order to face the limitation of fossil fuels and the need to reduce greenhouse gases emissions, a 

significantly increasing numbers of renewable-based distributed energy resources (DERs) have been connected to 

legacy power and energy systems in the past two decades. Those resources display many advantages: they actively 

participate in the decarbonization of the electricity sector, they allow to reduce system losses with generation closer 

to the points of consumption and they can defer grid investments in a context of growing demand [1]. However, 

renewable-based DER incur well identified challenges due to volatile production profiles in addition to a lack of 

controllability and the impossibility to predict them perfectly (around 80 % accuracy for intraday solar forecast in 

[2]). One envisioned way to address those emerging concerns is to introduce more flexibility in the considered 

systems in the form of storage units, controllable loads or partially controllable DERs. To that end, many works and 

projects investigate strategies for the operation and the design of hybrid power and energy systems including 

renewable and storage resources. Typical ‘energy systems’ or ‘energy hub’ refer to small scale microgrids at a 

building or district scale [3], that may or may not include various energy vectors (e.g. electricity, heat, gas) such as 

in [4] [5] [6] in order to take advantage of the interactions between different equipment and leverage additional 

flexibility. From the mathematical point of view, the optimal management of those systems is typically represented 

as power dispatch problems with energy exchanged between the various sources and sinks, subject to balance 

constraint at one ‘energy node’. ‘Power systems’ denote electrical networks for which the power balance shall be 

ensured at every node or bus in addition to the fulfilment of grid constraints (e.g. voltage and current limits) [7]. 
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They correspond to more complex mathematical formulations due to the problem size that increases with the numbers 

of node and branches. 

Conventional design problems for power or energy systems consist in finding the best DER configuration 

(e.g. type, size, location) in order to optimize objectives that could be economical (e.g. trade-off OPEX/CAPEX), 

technical (e.g. losses) or environmental (e.g. CO2 emissions) [8]. The main challenge encountered is to avoid 

prohibitive computational times while simulating the systems operations over long period of time and for different 

configurations before selecting the best investment plan. Obviously, the problem size and complexity may increase 

drastically due to the system dimensions (e.g. number of power system buses) and/or the need to simulate long time 

horizons. Especially, when storage resources are considered, the whole operating period shall be integrated in an 

optimal control problem in order to account for time coupled constraints (or ‘cyclic constraints’) that allow to 

compute the storage state of charge and fulfil its limits. In the vast majority of the encountered studies, one way to 

tackle this mathematical complexity is to make use of simplified models with convex optimization or mixed integer 

linear programming [5] [9] [10] [11].  

Additional simplifications consist in reducing the simulation period. The main challenge is then to represent 

the whole input information in a shorter period with the profiles variability, the occurrence and concurrence of 

different events as well as potential correlations. The task relates to multivariate time series analysis and becomes 

more complex with increasing numbers of profiles that could also be heterogeneous in shape and scales (e.g. solar 

generation profiles, energy price profiles, load curves for different nodes in a power system). Time reduction 

strategies are not new and [12] [13] propose comprehensive comparisons of conventional methods with profiles 

downsampling (i.e. increased length of time steps), time slicing (i.e. limited representative time steps) and clustering 

strategies (i.e. selection of representative profiles). The latter approach is by far the most commonly applied in energy 

systems studies. It relies on three main characteristics, i) the distance computation between the profiles, ii) the 

selection algorithm and iii) the overall ‘profile reconstruction’ for the simulation [13]The main idea is then to select 

a set of representative periods, typically days, in the original data set with the use of hierarchical clustering [14], or 

partitional clustering, such as K-medoids [15] or K-means [16] [10]. Mixed heuristic approaches can be adopted in 

order to include days with extreme features (e.g. peak values in the input dataset) [12]. As pointed out in [17], the 

objective function targeted in the systems operation greatly impacts the performances of the time reduction 

techniques. Indeed, if classical  strategies for the selection of daily profiles are accurate enough for energetic 

objectives (e.g. flat energy rates, constant efficiencies, etc), they may not be sufficient when the considered objectives 

and models embed strong nonlinearities (e.g. penalties for peak power consumption). Another way to enhance the 

performances of the time reduction techniques based on representative days is the implementation of supervised 

clustering methods. Similar to the proposition in [18], the main idea is to select the daily profiles while minimizing 

a set of metrics when comparing the reconstructed data, used for the simulation on the reduced space, with the input 

information (e.g. minimizing the error in the duration curves of the different time series and correlation coefficients). 

That ‘profile reconstruction’ step is indeed an important feature of time reduction techniques.. Typically, each 

representative day is weighted by the number of daily profiles in the corresponding cluster over the total number of 

profiles (e.g. 365 daily profiles for an initial yearly simulation). However, this approach is not deemed sufficient 

when seasonal storage units are considered with the need to represent long term energy variations, over the whole 

simulated period. Authors in [19] then propose a reconstruction strategy and an overall problem formulation that 

accounts for the state of charge computation in the inter periods between the selected representative days. Finally, 

time reduction techniques are conventionally tested and validated on simple case studies before being deployed on 

more complex systems or longer simulations up to decades [12][20]. Ultimately, a great diversity of scenarios and 

length of representative periods are encountered in the literature; heuristic selection of three representative days per 

month for the operation of a multi energy system in [21], from three up to seventy two daily profiles for similar 

application in [4], and up to three hundred days for the design of islanded energy system with solar and storage [8]. 

As already mentioned, the consideration of power systems incurs more complexity. Thus, smaller numbers of 

representative days are observed with around twenty profiles for capacity expansion problems in [12] or [18]. Also, 

it is worth mentioning that the time reduction performances are oftentimes assessed with regards to the results 

obtained in terms of system design such as the size of the assets or the final levelized cost of energy [12][18][19][22]. 

Such analysis could be misleading in cases where the installation costs have a much greater impact than the operating 

expenditures, and very distinct simulation profiles may lead to similar overall results. 
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The scope of this paper is the time reduction for both power and energy systems problems with storage units. 

Unlike the aforementioned studies, this paper proposes a time reduction techniques based on time slicing rather than 

the selection of representative daily profiles. Originally, time slicing in applied for long term prospective energy 

studies in macroscopic models such as TIMES [23] (e.g. only twelve time steps per year in [20]). The idea here is to 

compute the system state variables over a limited numbers of time steps while estimating the state of charge of the 

storage systems over the whole simulation horizon, similar to the inter period concept introduced by Kotzur et al. in 

[19]. The originality of the proposed approach is that the representative time steps are not taken among the existing 

values in the input time series but are optimized though a convex formulation that minimizes a set of criteria on mean 

square root errors and duration curves. The proposed approach is denoted Optimized Weighted Time Slices (OWTS). 

The main motivation is to address two concerns identified for conventional time reduction strategies based on 

representative days: i) the potential lack of scalability when the number of dimensions of the input profiles increases 

with higher combinatorial complexity (i.e. integer variables to select the days), especially for power system studies; 

and ii) typical sorting methods are not deterministic and do not systematically select the same days (i.e. outputs from 

conventional K-means or K-medoids depending on the starting points/centers). This lack of replicability is not 

necessary mentioned in the literature when K-means are applied, that is why the results presented in this paper will 

refer to mean performances over a given number of simulations for the reference clustering methods In order to 

decompose the design effect and better compare the proposed OWTS with the selected reference methods, the results 

are here analysed regarding the operating outputs only as in [13]. Finally, the main contributions of the paper are: 

 A generic problem formulation for the operation of power and energy systems with storage, that is adapted 

for different time reduction and problem reconstruction strategies. 

 A selection of reference methods for both the selection of representative days and the problem 

reconstruction: supervised and unsupervised clustering, weighted days with and without the 

representation of interperiods.  

 The development of a scalable and deterministic time reduction method OWTS based on hierarchical 

clustering and convex optimization. 

 The comparison of the proposed approach with the benchmarked methods on both power and energy 

system case studies and considering the operating aspects mainly. 

The rest of the paper is organized as follows. Section 2 presents a generic problem formulation for the 

envisioned case studies with storage and details additional motivations for the proposed work after a set of 

preliminary tests is performed. The reference methods based on representative days for the time reduction and 

problem reconstruction are then presented in Section 3. The proposed OWTS is introduced in Section 4 before being 

compared with the references approaches in Section 5 along with a discussion on the reduction fitting performances. 

Conclusions are drawn in Section 6 and Appendix A gives the mathematical formulation of the two considered 

operational problems for power and energy systems. 
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2. Generic Problem Formulation and Paper Motivations 

 
Figure 1: Generic energy system schematic 

2.1. Optimization Problems 

The objective of the work is to compare scenario reduction strategies without losing accuracy in the presence 

of storage units for both power and energy systems. The most generic energy system can be considered as a simple 

grid connected energy hub with a load, a photovoltaic (PV) generator and a storage unit (Figure 1). The obvious 

operational objective in such a case is the minimization of the energy bill with an arbitrage on the purchase price of 

the energy imported from the upstream grid, the local generation and potential penalties for peak load levels or storage 

degradation. Relying on typical linear formulations and models, such a problem can easily be solved over long period 

of times (i.e. years) with the set of equations detailed in the Appendix A.1. For the sake of genericity, and for a 

clearer explanation of the different profiles reconstruction strategies furtherly introduced, the problem formulation is 

simplified in this section. Input multi variate time series for decision making (e.g. load/generation profiles, prices) 

are denoted as xt,n and defined along a temporal set T with a given number of dimensions N. One assumption is that 

the considered objective f (e.g. energy bill) and constraints g (e.g. energy balance) can be computed at every time 

step depending on the input time series and system controls that are aggregated in a vector ut. As already mentioned, 

a specificity of the problems considered in this paper is the integration of energy storage units. From the mathematical 

point of view, it introduces time coupled constraints with the computation of the state of charge st that depends on 

the controls and equipment efficiency (function h). Ultimately, a simplified and generic formulation of the 

encountered case studies can be summarized as in (1) for the optimization of the system controls within their bounds. 

Note that a constraint on the final value for the state of charge is often necessary in order to ensure energy 

conservation - the storage returns to its initial charge at the end of the simulated period. This periodicity constraint 

ensures that the system operation is consistent over the simulated period with no overall surplus or deficit of energy 

[4] [24]. 
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2.2. Preliminary Tests and Motivations 

Preliminary tests are run on the generic simple energy system depicted in Figure 1. The objective function 

consists in minimizing the energy bill. The first component of this function is the cost for the purchased energy from 

the grid computed with real time prices (at 1 h resolution). If the power imported from the upstream grid is higher 

than a limit (e.g. subscribed power) it incurs penalties that depend on the corresponding real time energy price value. 

Lastly, the storage degradation is considered based on a given number of cycles, the rated capacity and the 

charge/discharge profiles (taken from the system controls ut). More details on the models and equations are given in 

Appendix A.1. With linear formulations, the optimal operation of the system can quickly be computed over a whole 
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year. The output results are here considered as a reference when estimating the performances of the time horizon 

modelling strategies introduced in the following sections. Note that many similar studies in the literature compare 

those performances with reference results in terms of installed capacities and overall costs for optimal 

planning/design problems [19] [18]. Those optimal designs s usually rely on a trade-off between the operation and 

capital expenditures, with the energy bill estimated for different system configurations before returning the best 

solution. As pointed out in [13], assessing the performances on the operational results only allows to avoid the impact 

of the sizing. Indeed, as shown in previous results [11] [25], the design of energy system with the inclusion of 

installation costs tends to “smoothen” the problem with flat optimal areas due to convex formulations and greater 

sensitivity of the design functions (e.g. total cost of ownership, net present value) with the investment costs. 

At first, four simple heuristic strategies are considered to decompose the time horizon based on the selection 

of representative days. This selection is computed with regard to the Euclidian distance between the daily profiles 

and along all the dimensions (i.e. load, solar and energy price profiles here (Figure 1)). The four chosen approaches 

are i) one representative day per season , ii) three representative days per season, iii) one representative week per 

season and iiii) one representative day per month. The results displayed in Table 1 are compared in terms of total 

cost error ΔB (in %), computed as the difference between the reference yearly energy bill (BT over the time set T) 

and the one returned when considering the reduced time horizon (BT’ over the time set T’). Note that the error 

estimation requires to consider the different time lengths of the simulation with the cardinal function denoted ||.|| in 

(2). Also the error can be similarly computed over the different bill component (i.e energy, peak penalty and storage 

degradation). Results are displayed in Table 1. As could be expected, the approach with the smallest number of days 

(4 days) gives the worst results in terms of total cost error. However, increasing the number of profiles does not 

systematically improve the accuracy. For instance twelve days in iiii) give much better performances than the twelve 

selected days in ii) or than twenty eight days in iii). Those performances may be explained by the uniform distribution 

of the days along the year in iii) compared to the other methods. Also, one noticeable result is that the error 

significantly differs with the considered cost components. Indeed, for the energy component the accuracy is above 

90 % in every case with the average consumed energy easily captured by the selection processes. Note that the 

simulation considers here dynamic price profiles and outputs results could even display smaller errors with simpler 

schemes such as time of use rates or flat prices. As for the error on the peak penalty, it is significant, up to 100 % 

with four representative days only that do not capture any excess of limit power. As explained in [17] such nonlinear 

component is obviously less easy to capture by conventional selection processes (K-medoid here). In practise, it can 

motivate heuristic approaches with the additional selection of days with extreme values as suggested in [12]. Strong 

deviations are also observable regarding the storage degradation (cost) that is also nonlinear with the introduction of 

the absolute value for the power exchanged by the storage (both charge and discharge flows - see Appendix A.1 for 

the detailed equations).  

'

'
100%

T T

T

T
B B

T
B

B

 
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Table 1: Operational cost errors with the reference results 

Error 
4 days 

(1/season) 

12 days  

(3/season) 

4 weeks 

(1/season) 

12 days 

(1/month) 

Energy cost 6.9 % 8.7 % 0.6 % 6.9 % 

Penalty peak 100.0 % 50.6 % 72.7 % 30.5 % 

Storage cost 67.0 % 40.5 % 19.1 % 3.8 % 

Total cost (ΔB) 30.5 % 19.4 % 17.8 % 2.2 % 

As a conclusion, it is obvious that the original time series profiles have a strong impact on the time reduction 

strategies to adopt (e.g. seasonality effect, geographic coordinates). However, the previous results show that the 

objective to optimize shall be considered as well, with high accuracy for ‘energetic objective’ and strong deviations 

when nonlinearities occur. The idea of this paper is not to rely on heuristics approaches and to propose a 
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scalable/replicable methodology, indiscriminately from the objective function of the considered case study (see 

Section 4). 

3. Reference Methods Based on Representative Days 

As detailed in [13], typical time reduction methods can be characterized by three main features i) the distance 

computation, ii) the selection process and iii) the reconstruction phase. As for the distance, the Euclidian distance is 

traditionally considered for time series reduction in power and energy problems [9] [10]. However, Dynamic Time 

Wrapping gained interest recently for time series analysis [26] [27] due to its ability to measure the alignment 

between profiles over successive time steps while matching the peaks and valleys. In this paper, the impact of distance 

computation is left aside for the sake of simplicity. The way the distance is computed can have an impact on the 

clustering results and performances indexes (up to 20 clustering). However, it is hard to estimate this impact a priori 

once the management problem is run on the reduced time horizon. Indeed, as it is furtherly demonstrated and 

discussed in the paper, a good clustering does not systematically corresponds to the most accurate results when the 

reconstructed problems are solved (Section 5) The Euclidian distance is then considered in this paper, and the work 

focuses on the two other features of the reduction process: the days selection and the problem reconstruction. 

Especially, unsupervised and supervised selection processes are investigated with different strategies to rebuild the 

whole time horizon and optimization problems. The methods introduced in this section will be considered as 

reference approaches to assess the performances of the proposed OWTS. 

3.1. Day Sorting Strategies 

3.1.1. Unsupervised Clustering : CL0 

Partitional clustering is traditionally considered when dealing with time reduction for power and energy 

problems. The main objective is to select a set of representative days with the use of K-means or K-medoid 

algorithms. In this paper K-medoid will be preferred  as conventional K-means may lead to oversmoothed profiles 

that could incur a loss of accuracy and the impossibility to capture extreme values ([13]). Indeed, the objective 

functions considered in the encountered problems often display significant values in cases of extreme events – e.g. 

penalty for peak consumption in an energy bill minimization or significant marginal cost (or CO2 emissions) in unit 

commitment problems. Typically, time series are arranged along a set of days D with xtd,n
d  , and Td denoting the daily 

time set (e.g. 1h,..,24h). K-medoid algorithm aims at sorting the days within K different clusters Dk ⊂ D and while 

updating the clusters centers (medoids) until they remain constant over two successive iterations. Ultimately, a set 

Ck
* of optimum centers ck

* is returned with the Euclidian distance computed along the daily time set and different 

dimensions (l(.) in (3)).  

 
2

* *

1 , ,,..., : arg min ,k k

d d

k k k k

d c

K t n t n

c C d D

c c l x x
 
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3.1.2. Supervised Clustering – Cluster Performances : CL1 

One identified drawback of conventional K-medoid is that the results in terms of returned clusters and 

medoids strongly depends on the starting points. In particular, the use of the method does not prevent to obtain many 

clusters with single profiles for some extreme events and few partitions that embed the majority of the other profiles. 

In order to mitigate those issues, a second reference method is considered here and relies on a supervised partitioning 

that maximizes indexes related to the clustering quality [8] [28]. The first metric is the cluster tightness index CTI 

in [0,1] that measures the extent to which each daily profile is proximate to the other profiles within the corresponding 

cluster Dk(d). This index evaluates to one if all the profiles are in distinct clusters and to zero if only one cluster 

aggregates all the input data ((4)). The second metric is the cluster size index (CSI in [0,1]) that estimates the 

homogeneity between the different clusters sizes with the cardinal function denoted ||.|| in (5). Ultimately, the 

objective is to maximize those two metrics following (6) with priority given to the CTI. This maximisation is 

performed while integrating the convention K-medoid procedure into a genetic algorithm that generates the starting 

points and successively run different K-medoid along the iterations (generations) [29]. Especially, the number of 

generations and the size of the population shall increase with the predefined number of clusters K. Note that the 

outputs of this hybrid clustering will vary from one run  to the other due to the stochastic nature of the genetic 
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algorithm. Thus, average results and confidence intervals over several computations will be displayed when the 

performances of the references methods are assessed in the further sections, which is not usually mentioned in similar 

studies. 
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3.1.3. Supervised Clustering – Profiles Performances : CL2 

Following the hybrid strategy introduced in the previous subsection, a last reference method to select the 

representative days relies on a supervised clustering that compares the representative profiles with the original input 

data set. Overall time series profiles  x̃t',n are generated  as the aggregation of the representative days defined by the 

optimum clusters centers ck
* ((7)). Those reconstructed profiles are then defined along a new temporal set t'∈T', 

shorter than the original set T and with a length that depends on the numbers of representative days (i.e. the number 

of clusters K) and the time resolution of the daily profiles ( i.e. ||T’|| = K.||Td||). At first, the outputs from a regular K-

medoid are analysed regarding the load duration curves denoted with the subscript (.)DC and defined along the N 

dimensions. This analysis involves the computation of  the normalized root mean square error (nRMSE) – error with 

the duration curves of the original multi-variate time series ((8)). The duration curves are disaggregated in 100 bins 

and normalized with the extreme values of the input data set. Secondly, the correlation between the two time series 

dimensions {i,j}in N is also computed using the Paerson coefficient p(xt,i, xt,j). Following [18], the average correlation 

error CEav is defined as the difference between  the Paerson coefficients computed for the original data set and for 

the reconstructed profiles ((9)). Similar to the previous subsection, the metrics to optimize are arranged as a single 

criteria ((10)) that defines the objective function of the genetic algorithm in the supervised clustering. 
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 : min
k
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obj nRMSE CE  (10) 

3.2. Time Series Reconstruction and Case Study Solving 

3.2.1. Successive Days : OPT0 

Once the representative days are selected, different strategies may be adopted to account for the reduced time 

horizon in the reformulation of the optimization problems. The simplest approach consists in solving a new problem 

over the shorter time set T’. The time series profiles x̃t',n in (7) aggregate the representative daily patterns arranged 

according to their order of occurrence in the original set of days D. The variables and constraints are then defined 

along this new temporal set and the objective function shall take into account the length ratio between the original 

problem and the reduced one ((11)) – problem re-formulation denoted OPT0. 
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3.2.2. Weighted Days : OPT1 

For better accuracy, typical approaches in the literature account for the weight wk of each representative day 

ck
*, computed as the ratio between the corresponding cluster size ||Dk|| and the original numbers of days ||D|| [6] This 

leads to a modification of the problem, discretized along the different representative days. Especially, the control 

variables are arranged in daily profiles utd

ck
*

 and the constraints are defined along the set of representative days and 

daily time set Td. However, the computation of the state of charge shall remain the same as in the previous formulation 

(i.e. along T’) in order to capture the yearly evolution with the days arranged in their order of occurrence in the 

original data set ((12)) – problem re-formulation denoted OPT1. 
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3.2.3. Inter-Periods : OPT2 

The main drawback of the previous formulations is that the potential of the energy storage units cannot be 

fully harnessed in case of significant capacities. For instance, if seasonal storage is considered in the targeted 

applications, the proposed formulations OPT0 and OPT1 do not allow to represent the evolution of the state of charge 

st between the selected periods. In other words, the initial state of charge for each representative day is equal to the 

final value computed for the previous day in the sequence. It is then impossible to account for the integration of any 

surplus/deficit of energy over periods between two successive representative days ck
*. Similar to [19], the last 

reference strategy to reconstruct the profiles OPT2 consists in a representation of the inter periods dependencies for 

the state of charge estimation. The objective function and constraints remain the same as in OPT1, and the degrees 

of freedom for the storage (i.e. charge/discharge) are computed along the sets Td and Ck
*. However, the state of charge 

is estimated all along the original time set T. The storage controls for every day in D are deduced from the controls 

utd

ck
*

 for the corresponding cluster representative profile noted ck
*(d). 
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Figure 2: State of charge modelling in OPT2 

Figure 2 gives a graphic representation of the computation for the state of charge based on the controls for 

the representative profiles corresponding to each day in the year (i.e. day 1, day 2, etc). Note that the figure 

corresponds to an arbitrary storage system for illustrative purposes only. The mathematical formulation of the 

reconstruct problem is defined in (13) with the necessity to map each day d to its representative profile ck
*(d). In 

practice, this is simply done with an appropriate matrix issued from the clustering processes. The state of charge 

variable can then be defined along the set of total days D with the successive values arranged in the variable std
d . In 

addition, there is a need to ensure the state of charge continuity along the days with the initial value (td = 0) at a given 

day d equals to the final values (td = ||Td||) at the previous day d–1. Note that this formulation incurs an increased 

numbers of variables in the optimization compared to the previous formulations, due to the state of charge described 

along the whole original time horizon T. However, the control variables (i.e. the degrees of freedom) remains defined 

along the reduced time horizon and the complexity of the problem is still reduced compared to the reference yearly 

simulation, especially for case studies with few storage units connected to large power systems. 
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4. Optimized Weighted Time Slices – OWTS 

4.1. Time Steps Hierarchical Clustering 

Similar to [18], the approach proposed in this paper consists in a two stage procedure with a first clustering 

step that is further refined thanks to an optimization process. As previously introduced, most of the reviewed literature 

performs clustering while selecting sets of representative periods in the original time set - typically representative 

days as in the reference methods in the previous section. Inspired by the long term macroscopic energy models (e.g. 

TIMES, EUTCAD), the approach proposed in this paper considers the selection of individual time slices in order to 

find a set of K representative time steps xn
k

*

 similar to the approaches in [30] [31]. The idea is to provide more 

flexibility in the time representation with no predefined sequences and while decoupling the occurrences and 

concurrences of the different events - independently over the different dimensions of the original data set. In order to 

ensure the replicability of the results, a conventional hierarchical approach is considered in the clustering phase - as 
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opposition to K-medoid whose results depend on the initial conditions. Hierarchical clustering processes in 

successive pairwise groupings of the studied samples based on their distance (Euclidian distance still considered 

here). The samples are first normalized with the maximum values along the different dimensions n. They are then 

iteratively aggregated in clusters, with the inter cluster distance computed based on their centroid (i.e. representative 

sample). The clustering results in a typical dendrogram as displayed in Figure 3, with the vertical axis denoting the 

distance between the groups. Clusters can then be easily defined based on the successive inter distances computed 

(inter ‘leaf nodes’ distance) – in Figure 3, four clusters are defined with the partitioning line crossing four vertical 

edges. 

  
Figure 3: Hierarchical Clustering Outputs 

Note that the time index of each sample t ∈ T (i.e. {1, 2,…., ||T||) is also considered in the hierarchical 

classification as an additional dimension in the original time series data set. Similar to the other data dimensions, this 

feature is entered as a normalized time series, divided by the number of elements in the temporal set T. The typical 

clustering aims at representing the occurrences of the different events (time samples) in the original data set. 

Considering the temporal dimension in the distance computation between the samples then allows to account for the 

concurrence between the events. In other words, this allows to decouple two similar samples (in terms of data values) 

that would occur in two “significantly” different periods of time. Indeed, in case of seasonal storage, similar values 

of load and generation may not lead to the same optimal storage usage (i.e. charge/discharge) in winter or summer 

where the stage charge levels may differ greatly. 

4.2. Optimized Weighted Time Slices as a Least Square Problem 

From the previous partitioning step, it would be possible to define a representative sample for all the time 

steps within a cluster along the different dimensions N (e.g. the mean value 〈xk,n〉). However, similar to the supervised 

clustering introduced in the previous section, and in order to further improve the performances, the representative 

time slices shall be adjusted. The objective is to reach the best values xk,n
*  that represent each original time step t and 

that allows to minimize fitting criteria compared to the original profiles xt,n once the approximated profiles x̃t,n are 

reconstructed. The selection of those representative time slices does not consist here in sorting the best values from 

the original set. Indeed, such an approach in the form of combinatorial optimization problem would require the use 

of metaheuristics (e.g. genetic algorithm as in OPT1 and OPT2) or mixed integer problem formulations ([18]). Those 

strategies would suffer from a lack of scalability, especially when facing high-dimensional time series as it could be 

the case in power system modelling (i.e. as many profiles as there are buses in the electrical network). Thus, the best 

values xk,n
*  that have to be determined are here optimization variables defined in the search space delimited by the 

lower/upper bounds in each cluster xk,n , xk,n , derived from the previous hierarchical partitioning. The time slice 

adjustment is finally formulated as a linearly constrained least square problem ((14)). The two criteria considered 

correspond to the error between the original and reconstructed profiles in terms of time series and duration curve. 

Especially a coefficient α [0,1] allows an arbitrage between those two normalized indexes [33]. 
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The profiles x̃t,n are reconstructed based on the mapping of each time step t to a cluster k and thanks to a 

linear constraint with a matrix computed from the hierarchical partitioning ((15)). The first metric to minimize noted 

σRMS is homogeneous to a normalized root mean square error between the original and the reconstructed time series. 

A penalty coefficient is introduced here in order to enhance the fitting of the extreme time series values around the 

average (〈.〉). The underlying idea is to better represent extreme events that can have great impact on the final 

performances for the considered case studies (e.g. penalty for peak consumption, marginal cost/emissions) This 

coefficient is then an optimization parameter computed from the original data set for every time step along all the 

dimensions ((16)).  

 , , ,: | cluster ,t n k n t nx x x k t T    (15) 
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T N x




 

 
  
 
 

  (16) 

The second performance index is the error  between the duration curves (reconstructed and original) over the 

different dimensions n. The duration curves of the original time series are computed from the input data set and 

entered as  parameters in the least square problem. However, the duration curves for the reconstructed data set shall 

be computed in the course of the optimization, each time different values for the representative time slices xk,n are 

investigated – i.e. with the computation of the reconstructed profiles x̃t,n based on the optimization variables xk,n. The 

calculation of the load duration curves  normally incurs non-linearities with the need to sort the values of the 

reconstructed profiles x̃t,n in descending order. Typically, a hundred bins bDC are defined along the data range and the 

load duration curve computation consists in counting the number of occurrences above each bin values. Non-

linearities then occur due to both the ranking and enumeration processes and shall be leveraged similarly to the 

approaches in [18] and [32] . The optimization proposed here consists in a linearized formulation of the load curve 

for the reconstructed profiles based on the outputs from the hierarchical clustering (Figure 4). Especially, this load 

curve computation does not require to reconstruct the entire profiles and only considers the representative variables 

xk,n ranked in descending order and attached to a weight that represent their occurrence – i.e. the number of time 

samples in the corresponding cluster over the total number of samples. To do so, in a first step, the weighs wk,n off 

all the clusters returned by the partitioning are arranged in the order corresponding to the average clusters values 

〈xk,n〉 ranked from the biggest to the smallest – which could differ from one dimension to another. Also, a cumulative 

sum from the half value of the ranked weights allows to define the bin values wk,n
DC in the duration curves displayed 

in the graphical example of Figure 4 ((17)). Those bin values derived from the weights and are then used to identify 

xk,n
DC, the corresponding value in the original duration curve for each dimension of the input multi variate time series 

((18)). In the convex optimization problem, a first linear constraint ranks the variables xk,n according to the descending 

order of the average clusters values 〈xk,n〉 (matrix-vector computation). Remind that in constraint (19), xk,n are 

optimization variables while the average values are parameters obtained from the hierarchical partitioning. A last 

constraint is implemented to ensure the order of those ranked variables denoted xk,n
DC ((20)). Indeed, this order may 

not be guaranteed in case of a lower bound xk,n  of a cluster k is higher than the upper bound , xk',n of the previous 

cluster k’ in the descending order. Ultimately, the error in the duration curve between the original and reconstructed 

profile is estimated over K samples and computed following (21). Figure 4 gives a graphical representation of the 

introduced problem that could be broadly considered as a “fitting” of the horizontal steps in the reconstructed duration 

curves relatively to the original ones. 
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Figure 4: Duration curve error minimization along every dimension n 

A set of preliminary validation tests is performed while fitting a weekly profile (at 1 h time step) for a 

univariate time series (office load profile here). The results displayed in Figure 5 show the reconstructed time series 

and duration curves with K = 6 clusters and α set to 0.5. The OWTS outputs are compared to the profiles 

reconstructed after the first step with the hierarchical clustering only. Especially, the extreme values are better 

approximated with the OWTS procedure while capturing higher peak powers (Figure 5a). The cumulated period 

with higher load values is obviously more accurate when computing the duration curve (Figure 5b). However, with 

six representative samples only, it is not possible to fully capture the small variations during the week end hours 

which results in a single value to represent around 50 % of the time steps in the duration curve – i.e. in Figure 5b, 

the duration curve of the reconstructed profiles displays a single value 50 % of the time corresponding to a single 

sample ,with 200 kW to represent the night hours and week-end.Increasing the number of representative time steps 

will obviously improve the fitting performances and the scalability of the procedure is ensured by the convexity of 

the problem as opposition to metaheuristics [18]. 
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Figure 5: OWTS results compared to original profiles – a) original and reconstructed time series- b) original and reconstructed 

duration curves 

4.3. Time Series Reconstruction and Problem Solving 

Similar to the OPT2 approach with inter-periods representation, the system controls are optimized over the 

K representative sets only xk,n
*  with the optimization variables denoted uk. The objective function of the reconstructed 

problem accounts for the cluster weights extracted from the hierarchical clustering. As in OPT2, the state of charge 

for the storage unit(s) is computed over the entire original time set while considering the mapping of each time step 

to a representative sample ((15)) – the corresponding controls are denoted uk(t) – and the storage returns to its initial 

charge at the end of the simulated period for energy conservation purposes. The problem is finally formulated 

following ((22)).  
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5. Obtained Results and Discussions 

5.1. Generic Energy System 

5.1.1. Considered Case Studye and Objectives 

At first, a simple grid connected energy system (load, solar, storage) is considered with an energy bill 

minimization problem. As already discussed in Section 2.1, this objective consists in the cost for the purchase energy, 

the penalty for peak power excess and the cost of using the storage. The main constraints refer to the operational 
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limits for the storage (i.e. charge/discharge and state of charge) as well as the power balance that shall be ensured at 

every time step. Detailed equations are given in Appendix A.1. The case study consists in an office building (peak 

load at 1.2 MW) located in Grenoble, France, and associated with a 300 kWp solar generator. Actual load and 

generation data are given at one hour resolution for the year 2018 along with the corresponding real time prices of 

energy in France. For the reference scenario, the storage size is initially set to 300 kW / kWh. Details of the simulated 

case study are given in Table 2 with the subscribed power above which penalties for excess have to be paid. 

Table 2: Case study details 

System Load Solar Storage Energy Price 
Subscribed 

power 

Peak load 1.2 MW 3 kWp 300 kW/kWh Real-time 590 kW 

 

5.1.2. Obtained Performances 

A first set of simulations is performed with the references methods and the performance are assessed in terms 

of error on the total operational cost compared to the yearly reference. Especially, the results are analysed with the 

error mean values and confidence interval (at 95 %) after ten runs. For every run, the cost error is computed with 

regard to the energy bill, similar to the preliminary tests of Section 2.2 with (2). All the combinations of approaches 

to select the representative days (CL0, CL1, CL2) and to reconstruct the operational problem (OPT0,OPT1, OPT2) 

are tested for different cluster sizes (i.e. number of days) K:{5,10,15,20,25,30,40,50,60,90} – for a total of nine 

hundred simulations. The results in Figure 6 show the obvious tendency of improved performances when the number 

of representative days increases, no matter the selection process or the reconstruction strategy. Globally, for all the 

investigated methods, the results tend to be the best for 40 representative days or more according to the obtained 

results (mean errors around 5 %). The first reconstruction strategy (OPT0) leads to larger confidence intervals for the 

different selection procedures considered. This confirms the need to integrate weighting factors in order to better 

represent the occurrences of the different values in the original time series. As already mentioned, the outputs of the 

unsupervised clustering CL0 strongly depends on the starting point. This also ultimately incurs slightly larger 

confidence intervals compared to the supervised approaches. Regarding the cost error, the best results for small 

numbers of representative days are obtained with the supervised clustering based on the load duration curves (CL2). 

Associated to the reconstruction with the representation of the inter periods (OPT2), this supervised clustering leads 

to error values close to 5 % for ten representative days or more.  
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Figure 6: Results obtained with the reference methods for the profile selection (CLi) and problem reconstruction (OPTi), total cost 

error with the reference value for different numbers of representative days (K) and 5 % error level 

The coupled methods CL2 / OPT2 are further considered as a baseline to assess the performances of the 

proposed OWTS. The results of Figure 7 display the errors observed for all the cost components (i.e. total cost, 

energy, peak penalty and storage). Especially, the OWTS is run for different values of the coefficient α that allows 

an arbitrage between the error with the original time series profiles or with their duration curves. The results are 

plotted for different numbers of equivalent representative days (K). In practice, the OWTS is performed using 24×K 

representative samples at 1 h resolution for the input time series in order to have a consistent comparison in terms of 

‘numbers of equivalent days’ with the reference methods. The OWTS returns better results in terms of overall cost 

error for 20 equivalent representative days or more. The setting α = 1 is systematically the best method (Figure 7a). 

As already observed in the preliminary results (Table 1), the deviations with the reference are small when dealing 

with energy aspect only, with errors below 3 % in most of the cases (Figure 7b). The errors for the peak penalty are 

in an order of magnitude ten times greater than the deviations on the energy expenditures. However, the proposed 

OWTS allows reduced errors, especially for 20-50 equivalent representative days compared to the mean results 

obtained after several runs of the supervised clustering CL2 / OPT2 (Figure 7c). The storage cost estimated with the 

OWTS time reduction differs from the reference more than the supervised clustering with 35 representative days or 

less (Figure 7d). In addition to those improved overall performances in the total cost, the main advantage of the 

OWTS approach is that it systematically returns the same results with a heuristic hierarchical clustering associated 

to the solving of a convex problem for which a global solution can be found. Also this convexity allows a scalable 

method when high dimensions multi variate time series are investigated which may not be guaranteed due to the use 

of a metaheuristic (genetic algorithm) in the reference supervised clustering CL2. 
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Figure 7: Comparison of the cost error obtained with the reference CL2 / OPT2 and the proposed OWTS – a) total cost error – b) 

energy cost error – c) peak penalty error – d) battery cost error 

5.1.3. Impact of Case Study  

In this subsection, the energy case study configuration is changed and the results of the introduced OWTS 

are still compared with the outputs form the reference CL2 / OPT2.(mean results after ten runs) At first, the capacity 

of the considered storage is changed with Es (in kW / kWh) ={0,300,600,900,1200,1500}. The results of both time 

reduction methods are displayed in terms of total cost error with the reference computed over the whole year. 

Obviously, this reference cost tends to decrease with the size of the installed storage capacity due to the reduction of 

the peak penalty but it is not reflected in results displayed here. The objective is merely to compare the performances 

of the proposed OWTS with the benchmark CL2 / OPT2 for different number of representative days (i.e. equivalent 

representative days for the OWTS). For both methods, the results are better with longer representative periods up to 

90 days here, even if this trend is less obvious for the CL2 / OPT2 (Figure 8a). The proposed OWTS is significantly 

better with errors systematically lower than 4 % and even for 20 equivalent days only (i.e. 24×20 time slices are 

deemed sufficient to account for seasonal storage contributions). Additional simulations are performed while 

changing the threshold “subscribed power” above which a penalty shall be paid in case of excess of power imported 

from the upstream grid. In the previous tests, this value was set based on the duration curve of the yearly load profile 

with power excesses occurring 5 % of the whole time horizon. This percentage of occurrence is here changed and 

the total bill is again computed with time reduction approaches and compared to the reference. The OWTS slightly 

outperforms the CL2 / OPT2  and displays much better results with increased number of days (K = 90) (Figure 8b). 

However, the error tends to increase when more power excesses occur (up to 10 % in the reference load profile) but 

remain small for the investigated scenarios and below 2 % only for ninety equivalent days to represent the original 

time series. This would suggest that the fitting of the extreme values in the OWTS process (and reference methods 

as well) shall be further penalized in the objected functions of the considered optimization problems of Section 3 

and 4. This would correspond to penalize more the deviations in the duration curves occurring at the lowest levels of 

normalized time (e.g. left part of the horizontal axis in Figure 5). 
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Figure 8: Total cost error for OWTS and CL2/OPT2 and different numbers of equivalent representative days – a) for different 

storage sizes – b) for different occurrences of peak power exceeds 

5.1.4. Optimal Design 

As previously mentioned, this paper proposes to estimate the performance of the investigated time reduction 

techniques with regard to the errors on the system operating expenditure comparatively to reference yearly 

simulations. The idea is to decompose the effect of the equipment sizing that can ultimately have a great impact in 

case of significant installation costs – the operation would not matter too much in the optimized criteria for the design 

(e.g. levelized cost of energy [12]). In this subsection, and similarly to most of the encountered studies ([18] [19]), 

the reduction techniques are tested when integrating them in an optimal design tool for the considered energy system. 

The objective is to optimize the Total Cost of Ownership (TCO) over the system lifetime with a typical arbitrage 

between the operating cost and the capital expenditures. This capital cost is computed with regards to the installation 

price for the equipment – values of 1500 €/kWp of installed solar and 1000 €/kWh for storage system are considered 

here. The management strategies, both for the yearly reference simulation and reduced profiles, are then integrated 

in a design methodology. At first, an exhaustive search is performed while varying the installed capacities in 

predefined ranges: 0 – 2000 kWp for the solar generator and 0 – 1000 kWh for the storage system. For each tested 

configuration, the TCO (in k€) is computed with the yearly simulation and the reduced OWTS profiles with 20 

equivalent days. The operating cost over the system lifetime is then computed by multiplying the output of the 

management strategies by the number of estimated years (20 years here).  

Obtained results are displayed on Figure 9a with similar overall shape of the TCO over the investigated 

search space with slightly smoother curves when the operation is simulated over a reduced horizon (Figure 9b). 

Typically, the TCO decreases when solar and storage capacities are installed, thanks to reduced operating costs. 

However, oversized solar and/or storage systems incur greater installation expenditures that are not compensated by 

the billing reduction and ultimately lead to increased TCO values. Thus, the design problem is characterized by a 

unique optimum. The best results returned in terms of TCO are close - less than 4 % error with 8278 k€ for reference 

yearly simulation and 8604 k€. However, and despite the curve shape similarities, the corresponding solutions differ 

when comparing the solar and storage capacities. In the scope of this paper, this difference can be explained by the 

approximation induced by the time reduction. Nonetheless, it is worth noticing that the optimized objective function 

displays a wide flat area around the optimal solution, and many different configurations return similar TCO values 

in the reference case (Figure 9a). Thus, integrating the optimal capacities obtained with reduced horizon (OWTS in 
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Figure 9b) in the reference yearly simulation leads to a TCO of 8327 k€ that remains very close to the value obtained 

for the reference sizing over the yearly sets (less than 1 % error). 

 

Figure 9: TCO versus installed capacities and best results - a) operation simulated over a full year – b) operation simulated over a 

reduced period generated with OWTS and 20 equivalent days. 

In a second step, the management strategies (along the whole year and reduced periods) are integrated in a 

Particle Swarm Optimization algorithm [34] that generates different sizes to test in order to find the best system 

configuration – i.e. for the minimum TCO. The objective is to compare the optimum values obtained with the 

reference yearly operation (denoted as Ref. in Table 3) and the ones returned with reduced simulated periods for 

both OWTS and CL2/OPT2 methods. The obtained results are displayed in Table 3. The TCO values for the reduced 

simulations are very close to the reference one which implies good performances of both reduction techniques with 

the different numbers of equivalent days considered. The values in terms of installed capacities are closer to the 

reference when using the purposed OWTS for 60 and 90 equivalent days. However, and as observed previously, the 

capacities values returned with reduced time horizons globally differ from the optimal ones obtained with the 

reference yearly simulation. The last row of Table 3 estimates the TCO with yearly simulations for the capacities 

returned by the optimization on shortened profiles. The errors are below 1 % compared to the reference TCO value, 

and the OWTS returns identical results for 60 and 90 equivalent days. As mentioned above, this is mainly explained 

by the overall shape of the optimized problem with wide area displaying similar TCO values [11]. This is due to the 

nature of the design problem which ultimately complexifies the performances assessment of the different reduction 

methods. That effect, motivated the approach in this paper with a comparison of the methods regarding the system 

operation performances only, in order to decompose the impact of the sizing. 

 

TCO : 8278 k€ , Solar : 1000 kWp , Storage : 500 kWh TCO : 8604 k€ , Solar : 1200 kWp , Storage : 300 kWh
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Table 3: Optimal system designs with yearly and reduced profiles for the system operation 

 Ref. 
CL2/OPT2 

K =20 

CL2/OPT2 

K =60 

CL2/OPT2 

K =90 

OWTS 

K =20 

OWTS 

K =60 

OWTS 

K =90 

TCO (k€) 8276 7923 8151 8030 8599 8459 8362 

Solar (kWp) 1019 1092 1124 976 1163 1058 1047 

Storage (kWh) 494 603 403 310 340 535 505 

TCO (k€) 

yearly profile 
N.A. 8286 8288 8321 8308 8276 8276 

5.2. Scalability on a Generic Power System 

5.2.1. Considered Case Study and Objectives 

One originality of the paper is that the reduction strategies are tested on both energy and power system. Thus, 

in this subsection,   the management of a distribution network is considered as a case study - a generic IEEE 33-buses 

network with a storage unit connected to bus 10. Similar to the previous case study, the storage is operated to 

minimize the electrical bill computed at the point of common coupling with the upstream grid and with the 

consideration of the battery degradation costs. In order to further increase the complexity of the cost function, 

penalties are introduced if the buses voltage is under 0.95 p.u. or above 1.05 p.u. The detailed equations can be found 

in Appendix A.2 B, the main idea being the linearization of the load flow equations ([35]) in order to allow yearly 

simulations that return the reference values furtherly used for the performances assessment of the time reduction 

techniques. The objective of this case study is to test the scalability of the reductions strategies. The input data set 

that has to be reduced include as many yearly load profiles as there are network nodes – i.e.  N = 67 with both active 

and reactive power profiles for each bus in addition to the real time prices of electricity. 

5.2.2. Obtained Performances 

Figure 10 displays the results obtained with the different reference methods (mean results after 10 

independent runs) as well for the proposed OWTS. The CL0 / OPT1 approach corresponds to the most widely 

encountered strategy with weighted K representative days selected thanks to an unsupervised K-medoid. The 

observed errors in term of overall cost (Figure 10a) remain very high above 25 % even with 90 representative days. 

As previously observed, supervised clustering strategies (i.e. CL1 and CL2) allow better performance with deviations 

below 10 % for 50 representative days or more. The proposed OWTS displays the best results with deviations below 

5 % for 20 equivalent representative days or more. As for the previous energy case study, these performances are 

mainly explained with the cost component related to the peak penalty that is much better approximated with the 

OWTS (Figure 10b) while the penalty for  the voltage deviations are well estimated even with the supervised 

clustering strategies (Figure 10c). In addition to the higher accuracy observed, one main advantage of the proposed 

OWTS is its replicability (same results over successive runs) and its computational time (< 30 s) shorter than the 

calculation of supervised clustering methods CL1 and CL2 (> 5min for a single run). The performances of the 

supervised clustering approaches may be improved (in terms of clustering/fitting criteria) while increasing the 

numbers of generations or the population size in the considered genetic algorithm. It is not investigated here as it 

would ultimately incur longer computational times, and a single run of the supervised clustering methods based on 

genetic algorithm already require more computational time than the proposed OWTS. See also in Section 5.3.2, the 

best fitting criteria in the reductions processes do not necessarily guarantee the smallest errors with the reference 

yearly simulation. 
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Figure 10: Cost errors for reference methods and proposed OWTS and different numbers of equivalent representative days – a) total 

cost error – b) peak penalty error – c) voltage deviations error 

5.3. Discussion 

5.3.1. Complexity Reduction 

As already mentioned, the main obvious objective for the use of time horizon reduction techniques is to 

decrease the optimization problem complexity with a smaller search space. In order to better understand that 

reduction magnitude, Table 4 displays the amount of variables and constraints for different numbers of representative 

days K and depending on the reconstruction methods (equivalent representative days for OWTS). The two first 

reconstruction methods OPT0 and OPT1 display the same problem size, the only difference being that the 

contribution of each representative day is weighted in the second approach. However, the method OPT2 with inter 

periods representation and the proposed OWTS requires more variables (and thus constraints) as they need to 

represent the state of charge over the whole simulation horizon. However, if the number of storage units remains 

small compared to the system size (only one unit considered here), the difference in terms of complexity with the 

methods OPT0 and OPT1 is small with much better performances obtained as shown in Section 5.1.2. Obviously, 

the power system case study corresponds to much higher numbers of variables/constraints due to the introduction of 

variables for every node and branch as detailed in Appendix A.2. 
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Table 4: Number of variables (var.) and constraints (cst.) of the reconstructed problems for the different investigated methods and 

case studies compared with the yearly simulations 

 Energy System Power System 33-buses 

 K = 20 K = 90 K = 20 K = 90 

OPT0 
3k var. 

7k cst. 

15k var. 

34k cst. 

144k var. 

288k cst. 

645k var. 

1,298k cst. 

OPT1 
3k var. 

7k cst. 

15k var. 

34k cst. 

144k var. 

288k cst. 

645k var. 

1,298k cst. 

OPT2 
12k var. 

33k cst. 

22k var. 

53k cst. 

152k var. 

314k cst. 

652k var. 

1,319k cst. 

OWTS 
12k var. 

33k cst. 

22k var. 

54k cst. 

152k var. 

297k cst. 

652k var. 

1,246k cst. 

Year 
61k var. 

140k cst. 

2,619k var. 

4,949k cst 

5.3.2. Time Series Fitting Performances 

As discussed along the paper, a recurrent objective targeted in the investigated approaches for time reduction 

is the minimization of the error in terms of duration curves compared with the input multi variate time series. It is 

especially the case for the supervised clustering CL2 and the proposed OWTS while the partitioning CL1 aims at 

maximizing clustering performances indexes (Section 3.1.2). Figure 11 displays the total cost error (with the yearly 

simulation) versus the error in the duration curves fitting obtained with different methods and numbers of equivalent 

representative days for the energy  case study. Those results are issued from the performances assessment of Section 

5.1.2 obtained after 10 runs of the supervised clustering strategies (CL1 and CL2). There is an overall tendency of 

better accuracy of the time reduction when the duration curves fitting error decreases but it is not systematic as could 

have been expected. As already observed, the errors tend to reduce for greater numbers of representative days (> 20 

in the displayed results). The supervised clustering CL2 that targets minimum duration curves error returns slightly 

smaller errors than the clustering CL1 with partitioning indexes maximisation. The most noticeable results is that the 

OWTS displays the smallest deviations by far, even for 20 representative days only, and the obtained points are close 

to the bottom left corner of the chart – i.e. “small fitting error and small cost error” (zoom in Figure 11). 

 

Figure 11: Total cost errors Vs the error in the fitting of the duration curves for the energy system case study 
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This paper proposes a method denoted OWTS for time horizon reduction applicable to power and energy 

system studies with storage units. The main objective is to avoid prohibitive computational times when dealing with 

the design of the systems over long periods of time. The proposed approach is compared to a wide range of 

conventional strategies based on clustering methods for the selection of representative days. The performances are 

assessed when comparing the results with reference yearly simulation. Before implementing the different methods, 

the paper provides a generic formulation for operation problems applied to power and energy systems with storage. 

Especially, a first set of simulations points out the impact of the operational objective function considered. Indeed, 

non linearities (e.g. power excess penalty) are more complex to capture compared to conventional energy costs (i.e. 

linearity with generated power) in time reduction techniques. Also, one originality of the paper is to assess the 

performances of the reduction methods regarding the operational results only and while decomposing the effects of 

the system design (discussions in Section 5.1.4). 

The proposed OWTS method proceeds on the optimization of individual time slices, rather than on the 

selection of extended representative periods (typically days). In addition to faster computational times (less than 30 

seconds to reduce 67 dimensions input data sets) and better scalability, the approach systematically returns the same 

results thanks to the convex nature of the modelled problem. For the energy hub case study, the error on the overall 

bill compared to the reference yearly simulation is below 3 % even for small numbers of representative samples. For 

both power and energy scenarios, the OWTS better captures the contribution of the non-linear terms in the objective 

function – less than 10 % error for the peak penalty in the energy cast study. 

Despite those promising results, the scalability shall be further investigated with greater dimensions in the 

input time series or increased complexity in the encountered case studies. Further works may consider emerging 

advanced techniques derived from artificial intelligence for time series classification [36] while comparing them with 

the reference methods and proposed OWTS with an emphasis on scalability issues. Lastly, investigations shall be led 

on other distance computations to discriminate the samples, which could impact the output of the hierarchical 

clustering phase and the overall performances. 
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A. Appendix 

A.1  Energy System Optimization 

This subsection describes the main model equations for the optimal operation of the simple energy system 

considered in this paper. The input multi variate time series consist in the profiles for the load Pt
l, the solar generation 

Pt
pv

 and energy prices 𝜋t
e for the import from the upstream grid -  disaggregated in two power flows Pt

gd+
 and Pt

gd-
 in 

order to only account for the positive component. The degrees of freedom are the charge Pt
st+ and discharge Pt

st- 

power flows for the storage at every time step. In addition to the operational bounds  Pst, this storage is represented 

by a capacity Est (in kWh) and an efficiency ηst in the estimation of the state of charge (st in %). The cost of using the 

storage is computed with the installation cost Cs (in €/kWh) and the maximum number of cycles Nc . This estimation 

of the storage degradation requires to compute the total power exchanged by the storage with the system while 

integrating both charge and discharge power along the simulated time horizon. The penalty for peak power is paid 

every time Pt
gd+

 exceeds a given value Pm. To mitigate this nonlinearity, and allow fast computation for yearly 

simulations, the grid import power is here disaggregated in two flows Pt
gd<Pm

 and Pt
gd>Pm

. In the objective function, 

any excess (i.e. Pt
gd>Pm

> 0)will incur a cost computed with the instantaneous energy price (multiply by 20 here). 

Ultimately, the whole operational problem is formulated following (Aeq.1) for a given time step Δt (1 h in the 

simulations presented in the paper). 
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A.2  Power System Optimization 

 
Figure 12: IEEE 33-buses system and DistFlow representation 

The power system case study is the IEEE 33-buses network with a storage unit is connected at node 10. 

Similar to the previous energy system, the objective is to minimize the bill which is computed with the active power 

at the point of common coupling Pt
pcc

 and while considering the set of line L and buses B that represent the network. 

Part of the objective function still consists in an energy part plus the penalties for power excess and the cost of cycling 

the storage. The problem formulation lies on the DistFlow equations for radial networks Especially, their linearized 

version [35] is considered to allow a computation over an entire simulated year. The DistFlow equations consist in 

an iterative computation of the line active/reactive flows pl,t and ql,t from the slack bus down to the termination buses 

of the considered radial networks. Especially, the line flows are disaggregated along their positive contributions (p
l,t
+  

, p
l,t
−  for the active power), as the billing considers the positive component only at the point of common coupling. In 

practice, disaggregating the positive and negative components of the line flow can also allow to compute the losses, 

indiscriminately from the flow direction in case of linear formulation, similar to [29] - e.g. piece wise linearization 

to approximate the square of the active and reactive power (both negative and positive contribution). It is not 

considered here. The main idea of the DistFlow is that every branch should supply or absorb the active Pb,t and 

reactive Qb,t power balance at all its downstream buses (set Db(l)). This balance is equal to the bus load profiles Pb,t
l  

and Q
b,t
l that represent the input time serie to reduce. For the bus {10}, to which the storage unit is connected, the 

active power balance is modified in order to account for the charge Pt
st+ and discharge Pt

st- profiles that are optimized 

in the considered bill reduction problem (i.e. system degrees of freedom). All the lines are assigned to a start bus 

(s(l)) and end bus (e(l)) that allow to compute the voltage drop along the branch (Figure 12). The voltages vb,t are 

represented by a variable Vb,t for their square values. Also, a cost component is introduced in the objective function 

in order to penalize voltage deviations over the limits (Vb,t  below 0.952 p.u. or above 1.052 p.u.). This requires the 

introduction of two variables to represent those positive (Vb,t
+ ) and negative (Vb,t

− ) deviations. The voltage at the slack 

bus (b=1) is set at 1 p.u. and the power at the point of common coupling is taken equal to the positive flow (i.e. 

import) at the immediate downstream line (l = 1). The overall problem formulation is summarized in (Aeq.2) and 

can be typically considered in a resource allocation problem targeting system efficiency or maximum renewable 

integration. Figure 13 displays the yearly results with the power imported at the point of common coupling (Figure 

13a), the voltage profiles at bus 18 (Figure 13b) with and without storage unit. The storage operations whose state 

of charge is plotted on Figure 13c allows to reduce the under voltage while bringing the values above 0.95 p.u. when 

possible. Also, the peak power for the imported power is significantly reduces with a  threshold power Pm set at 

6 MW. 
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Figure 13: Reference results for a yearly simulation – a) power imported from the upstream grid , b) voltage profile at bus 18, c) 

storage state of charge 
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A.3  Simulation/Hardware Specifications 

All the implemented problems are written using YALMIP toolkit [37] in MATLAB 2018b and solved with 

CPLEX 12.10.0. on a 4 cores i5-825OU processor with 8 Go of RAM and up to 8 threads in parallel. In order to 

reduce the computational time required to write and solve the problems, all the considered equations (linear 

constraints here) make use of matrix formulation. 

 

 


