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Abstract
Objective.Molecular radiotherapy is themost used treatmentmodality againstmalign and benign
diseases of thyroid. In that context, the large heterogeneity of therapeutic doses in patients and the
range of effects observed show that individualized dosimetry is essential for optimizing treatments
according to the targeted clinical outcome.Approach.Wedeveloped a high-resolutionmobile gamma
camera specifically designed to improve the quantitative assessment of the distribution and biokinetics
of 131I at patients’s bedside after treatment of thyroid diseases. Thefirst prototype has afield of view of
5× 5 cm2 and consists of a high-energy parallel-hole collimatormade of 3D-printed tungsten,
coupled to a 6mm thickCeBr3 scintillator readout by an array of silicon photomultiplier detectors.
The intrinsic and overall imaging performance of the camerawas evaluatedwith 133Ba and 131I
sources. In order to test its quantification capability in realistic clinical conditions, two different 3D-
printed thyroid phantoms homogeneously filledwith 131I were used. Both single view and conjugate
view approaches have been applied, with andwithout scatter correction technique.MainResults.The
camera exhibits high imaging performancewith an overall energy resolution of 7.68± 0.01%, a
submillimetric intrinsic spatial resolution of 0.74± 0.28mmand a very low spatial distortion
0.15± 0.10mm.The complete calibration of the camera shows an overall spatial resolution of
3.14± 0.03mmat a distance of 5 cm and a corresponding sensitivity of 1.23± 0.01 cps/MBq,which
decreases with distance and slightly changes with source size due to the influence of scattering. Activity
recovery factors better than 97%were foundwith the thyroid phantoms. Significance.These
preliminary results are very encouraging for the use of our camera as a tool for accurate quantification
of absorbed doses and currentlymotivates the development of a fully operational clinical camerawith
a 10× 10 cm2

field of view and improved imaging capabilities.

1. Introduction

Molecular radiotherapy (MRT) is a localized radiation treatmentmodality based on the internal delivery of a
radiolabelled vectors, known as radiopharmaceutical, for the treatment of benign,malign and inflammatory
conditions.MRT is currently rapidly evolving thanks to the joint development of new tumor-seeking
biomarkers and innovative radionuclides, which allow to selectively deliver cytotoxic radiation to cells while
causingminimal toxicity to surrounding healthy tissues. Amongmore than 35 000 patients treated each year in
Europe, 131I remains theflagship radionuclide for the treatments of benign andmalign thyroid diseases (84%of
patients treated) (SjögreenGleisner et al 2017). Other applications are now available in clinic, as the therapy of
neuroendocrine tumors using 177Lu/90Y-somatostatin analogs (177Lu-Dotatate or 90Y-Dotatoc), the treatment
of prostate cancermetastasized to bones using 223Ra-dichloride (Xofigo®) and the intra-arterial treatments of
unresectable primary hepatocarcinoma andmetastases with 90Y-microspheres (SIR-Spheres® or TheraSpheres®)
(Ting et al 2009, Yeong et al 2014). New radiopharmaceuticals, including agents that target tumor-associated
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antigens over-expressed in differentmalignant tissues are currently tested in clinical trials, such as PSMA for the
treatment of prostate cancer (Eyben et al 2018). Because of the higher relative biological effectiveness of alpha
radiation, the interest in the development of therapies involving alpha emitters, such as 211At, 225Ac, 227Th, 213Bi,
and 212Pb, is also rapidly growing andfirst clinical trials show very promising results (Marcu et al 2018).

Oneof themajor challenges in theuse ofMRT is the individual determinationof the absorbeddose in target
regions andorgans-at-risk for both treatmentplanning and therapeutic dose verification.Theneedof individualized
dosimetry relies bothon theproof that different absorbeddoses canbedelivered fromfixed activities, given that each
patienthasdifferent radiopharmaceutical uptakes and clearancehalf-times (Smith andWilson1967, Eary et al1997)
andon the increasing evidence of the correlationbetween thedose delivered topatients and the treatment response,
both in termsof therapeutic effects and toxicity (Stabin andBrill 2008, Salvatori andLuster 2010, Strigari et al2014,
Garin et al2017). Theobjective of individualizeddosimetry, asmandatedby theEuropeanCouncilDirective 2013/59
(EuropeanCouncilDirective 2013), is tomaximize theprobability of a successful treatment responsewhile
maintaining the risk of toxicity toorgans-at-risk at justifiable levels, as is commonlydone in external radiotherapyor
brachytherapy. InMRT, thedeterminationof absorbeddose is basedon the formalismof themedical internal
radiationdose (MIRD), which relies on thequantitativemeasurementof the radiopharmaceuticals biodistribution
over time (Siegel et al1999). Themaximal activity that couldbe administered to each specific patient, according to the
treatment objectives and the tolerancedoses toorgans-at-risk, isfirst estimated from the calculationof the absorbed
doseduring apre-treatment dose assessment.Thepost-treatment verificationof the absorbeddose delivered to
targeted andnon-targeted tissues is also essential to refine the treatment planning. Indeed, it allows correlations tobe
establishedwith thedose predicted by thepre-treatment study aswell aswith theobserved clinical outcomes, both in
termsof disease control and toxicity toorgans-at-risk.

Despite its obvious value, personalized dosimetry-based treatment is still not yet well established inMRT
and remains controversial: treatment planning based on the calculation of absorbed doses is rarely performed
and post-treatment dosimetry verification is the exception rather than the rule (Strigari et al 2014). Themajority
of treatments performed in Europe are prescribed using differentfixed-activity protocols,mainly tailored to
patient anatomy (weight and body surface) or adjusted to the diagnosis or stage of the disease (SjögreenGleisner
et al 2017). The lack of standardization across centers, and consequently the absence of large clinical trials that
could prove the effectiveness of dosimetry in predicting therapy outcomes, is amajor limitation in its use
(O’Connor et al 1979, Flux et al 2006, Kesner andBodei 2018, Lassmann and Eberlein 2018).Moreover, the
implementation of personalized dosimetry is also hindered by a number of challenges that should be addressed.
Thefirst one is the accurate quantification of radionuclide biokinetics, considered as the largest contributor to
absorbed dose uncertainties (Dewaraja et al 2012). At present, its determination ismainly performed using non-
imagingmeasurements (counting tissue biopsies, blood or feces samples and external counting probes).Much
more accurate results can be obtained using quantitative imaging performedwith planar cameras or SPECT
tomographic systems, by converting the counts recorded in images into an absolute value of activity. However,
the use of imaging devices is currently limited by the fact that the performance ofmost clinical cameras is not
optimized for imagingwith high energy and high activity gamma-emitters, both in terms of spatial and energy
responses, sensitivity and counting capability. In particular, their low spatial resolution (typical values ranging
between 10 and 15 mmat 10 cm for 364 keV gamma rays) reinforces the partial-volume effect and introduces
large errors in quantifying the absorbed dose distribution for small targets (sizes less than 2–3 times the spatial
resolution of the system) or organswhere the radiopharmaceutical uptake is heterogeneous (Stabin and
Brill 2008, vanGils et al 2016, Lassmann and Eberlein 2018). Dosimetry also poses logistical and practical
challenges, asmany imagesmust be acquired at different times after treatment delivery. This automatically
involvesmore steps than in a single diagnostic nuclearmedicine examination (Flux et al 2018). Nowadays, the
collection of imagesmust therefore be limited to a few points in time, which leads to a lack of accuracy in the
definition of the time-activity curve and therefore adds large uncertainties on the calculation of the absorbed
dose (Dewaraja et al 2012, Eberlein et al 2017).

In that context, the objective of this work is to develop a high-resolutionmobile gamma camera specifically
designed to improve the individual quantitative assessment of the distribution and biokinetics of
radiopharmaceuticals in target regions and organs-at-risk after treatment administration. The compactness and
mobility of the camerawill offer the possibility to improve image resolution by reducing the distance between
the detector and the targeted structures and optimizing their detectability by adjusting the angular view. Its
availability and the possibility of using it at the patient’s bedside (e.g. in the isolation room)will also be
compatible with an accurate temporal sampling of the tracers’s biokinetics, a key parameter for the
quantification of the absorbed doses. This need is reinforced by the fact that inmany nuclearmedicine
departments, the number ofmulti-purposewide-field cameras is expected to decrease in favor of PET systems.
Unlike conventional largefield-of-view gamma cameras, the device will also be optimized tomeet the specific
needs of imagingwith high-energy gamma rays (above 300 keV) and high rate of photonfluence. Thefinal
objective is to achieve a system spatial resolution ranging between 3 and 5 mmFWHMat a 5 cm source distance,
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much better than that of conventional gamma cameras equippedwith high-energy collimator and suited to the
maximumpath in tissue of electrons emitted by 131I, an energy resolution less than 8% in order tominimize the
contamination fromhigh-energy scattered events and amaximum counting capability above 200 kcps. The high
counting capability of the camerawill greatly reduce the effect of dead time on activity estimates andwill open
the door to early imaging, even shortly after several GBq of activity has been administered (Dewaraja et al 2013).

We chose to focus ourfirst application on the treatment of benign andmalign thyroid diseases with 131I-NaI,
which has been used since the 1940s to ablate thyroid remnant or inoperable advanced differentiated cancer and
to treat patients with hyperthyroidism (SjögreenGleisner et al 2017). Due to its selective tropism for thyroid
tissue, the use of 131I provides high treatment efficiencywith low toxicity to healthy tissue, although these
thyroid’s therapies aremainly prescribedwithfixed activities (Stabin andBrill 2008, Vija Racaru et al 2017).
However, the importance of the dosimetric approach to the treatment of thyroid disease is still emphasized to
optimize the administered activity according to the desired clinical outcome (destruction of normal and tumor
residues and lymph nodemetastases for differentiated thyroid cancers and euthyroidism or hypothyroidism for
benign thyroid diseases) or to limit undesired side effects of irradiation on high-risk organs (including salivary
and lacrimal glands) and long-term consequences (Smith andWilson 1967, Lassmann et al 2008, Stokkel et al
2010). One of themain challenges for individualized treatment planning and post-treatment verification of the
absorbed doses is to develop a reasonably simple, cost-effective and acceptablemethod formeasuring 131I
biokinetics in thyroid, tumor remnants,metastatic lymph nodes or salivary glands (Vija Racaru et al 2017).
Dead-time and partial-volume effects are particularly important for imagingwith 131I due to the large number of
high-energy scattered events (from637 and 723 keVphotons) that contribute to the dead time and low contrast
of images obtainedwith conventional gamma cameras (Dewaraja et al 2013).

This article describes the design and intrinsic performance characterization of the first feasibility prototype
of themobile gamma camerawith a field of view of 5× 5 cm2. The calibration of the overall system response
(spatial resolution and sensitivity) as a function of the source-to-collimator distance is presented. This
calibration has been performed by using capillary tubes and thin cylindrical sources with different diameters
placed in air and in tissue-equivalentmedium, allfilledwith 131I. Finally, a preliminary assessment of the ability
of the camera to quantify 131I activity is reported according toMIRDpamphlet 16 (Dewaraja et al 2012)with 3D-
printed thyroid phantoms.

2.Materials andmethods

2.1.Design of the camera
Aphotograph of thefirst 5× 5 cm2

field of view (FOV) camera prototype is shown infigure 1 (left). In order to
achieve the desired objectives in terms of performance and ergonomics, themobile gamma-camera consists of a
high-energy parallel-hole tungsten collimator,made by 3Dprinting (M&IMaterials Ltd), coupled to a
monolithic CeBr3 inorganic scintillator, readout by an array of Silicon Photomultiplier (SiPMs) detectors. The
overall dimensions of the camera are 12.6× 8.6× 8.6 cm3 and it weights is 4.54 kg (including the 3.76 kg of the
collimator).

Figure 1.The first prototype of themobile gamma camera (left), the photodetector andminiaturized readout electronics (middle) and
the hole structure of the high-energy parallel-hole collimatormade of 3D-printed tungsten (right).
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2.1.1. Photodetection system and readout electronics
The SiPMs array consists of fourHamamatsu S13361-3050NE-08monolithic arrays covering an overall area of
51.6× 51.6 mm2 and a sensitive area of 48× 48 mm2 (figure 1 (middle)). Each array is composed of 8× 8 pixels
with a 3× 3 mm2 effective photosensitive area, a cell size of 50 μmand a dead space of 0.2 mmbetween pixels.
The optical windowof the arrays ismade of an epoxy resinwith a refractive index of 1.55. The four arrays are
mounted on a single PCB containing passive elements (resistance, capacitances) for bias and four digital thermal
sensors, on the backside. Theminiaturized readout electronics (figure 1 (middle)) contains eight 32-channels
EASIROCASICswith fully analogical front end electronics dedicated to gain trimming and SiPMs readout
(Dinu et al 2015). The analog charge is digitized using an external two-channel ADCswith 12-bits dynamic
performance and a sampling rate of 2 MHz. The front-endmodule ismounted on three 256-channels
motherboards combining an FPGA (Altera Cyclone III), a FTDI FT2232H (USBprotocol 2.0Hi-Speed, 480
Mbit/s) for the communicationwith a PC and the power supplies (including theDC/DCconvertor, which
delivers the high voltage to the SiPMs). The digitization of the analog signals takes around 12μs for the 256
channels. The data transfer through theUSB lasts 8 μs and generatesmost of the dead time. The count loss at a
frequency of 1 kHz is 2%and follows a non-parallelizable behavior as a function of activity. The response
uniformity of the SiPMarrays is improved by an 8-bit DAC (0–2.5 V) embedded at the ASIC input, which allows
each SiPMpolarization voltage to be individually adjusted. The four thermal sensors are connected to the FPGA,
which adjusts in real-time theDC/DCconverter as a function of themean temperature in order tomaintain a
constant overvoltage on the SiPMs (accuracy of 35 mV) and, thus, to accurately offset the influence of
temperature variation on SiPMperformance, including intrinsic gain and photodetection efficiency. The
photodetection system and readout electronics are held in an aluminumhousingwith external dimensions of
6.5× 6.5× 5 cm3.

2.1.2. The scintillator
CeBr3 has been chosen as the inorganic scintillator to be coupled to the SiPMs. Its high light output (60 γ/keV),
good energy resolution (4.6% at 662 keVwith a PMTs) and fast response (18 ns) (Lecoq 2016)make it
comparable to LaBr3(Ce), but with a two times lower price. Two 51× 51 mm2CeBr3 samples with a thickness of
6 mmand 10 mmhave been tested (Scionix). Both have a diffuse optical coating on the entrance surface and on
the edges. Due to the hygroscopicity of thematerial, the tested samples were encapsulated by the producer in an
aluminumhousingwith a 1.5 mm thick quartz light guide. Theywere optically coupled to the SiPMs array using
an optical grease with a refractive index of 1.46.

2.1.3. The high-energy parallel-hole collimator
The collimator has been designed to improve the quantitative assessment of small heterogeneous activity
distributions during radioidodine treatment ofmalignant and benign thyroid diseases. Quantificationwith 131I
ismuchmore difficult thanwith commonnuclearmedicine isotopes such as 99mTc (140 keV) because of its high
photopeak energy (364 keV, 81.5%) and itsmultiple high energy γ-ray emissions (636.9 keV and 722.9 keV,
respectively 7.16% and 1.77%), which could penetrate and scatter inside the collimator degrading both spatial
resolution, image contrast and consequently, dose quantification.

The design of the collimatorwas optimized usingGATEMonte Carlo simulations and anXCAT voxelized
phantom (Jan et al 2004, Segars et al 2010). Themain purpose was to achieve a high spatial resolution in order to
minimize the partial volume effect, while reducing both scattered and penetration events. This has been done at
the expense of sensitivity, but sensitivity is no longer a key parameter for the post-treatment verification of the
absorbed dose due to the large amount of activity administered during themajority of radioiodine treatments
(Luster et al 2008, Stokkel et al 2010). A 5.5 cm thick parallel-hole collimatormade of tungstenwith 1.1mm
hexagonal holes and 0.75 mm thick septawasfinally chosen in order to achieve a 2 mm spatial resolution for a
source placed 5 cm from the collimator (calculated from the standard deviationσ of aGaussian fit on the spatial
profile of a 131I line source) and an effective septal penetration of 7.5%. The effective septal penetration is defined
as the ratio between the scattered and penetration events outside a region of interest (ROI)with a radius of 2σ
drawn around the spatial peak profile of the line source and the total number of detected events. This criterion is
muchmore restrictive than the usual 5%maximum septal penetration acceptedwhen optimizing collimator
geometry and calculated in a simplistic way from the shortest path a gamma ray can travel through a single
septum,which strongly underestimates the contribution of penetration for high-energy gamma rays
(Mather 1957). The expected total efficiency of the collimator is 1.24× 10−5. The tungsten collimator was 3D-
printedwith a selectivemeltingmethod (M&IMaterials), which consists of using a high-power laser to fuse
metallic powder grains in order to obtain the desired three-dimensional shape (figure 1(right)).
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2.2. Intrinsic performances of the camera
The intrinsic imaging performances of the camera have been evaluated in terms of energy resolution, intrinsic
spatial linearity, spatial resolution and uniformity, using a 1 mmdiameter 133Ba point source (Eckert&Ziegler).
Allmeasurements were performed at 25 °C inside a temperature controlled chamber. The temperature on the
SiPMswasmonitored by the acquisition software thanks to the four thermals sensors connected to the FPGA.
Themeasurements were performed by applying an optimal overvoltage of 69 Von the SiPMs array. The
preamplifiers gain, delay and trigger threshold of the electronics readout have been adjusted for each of the two
configurations in order to optimize their energy resolution, to reduce the dynamic saturation and avoid any dead
time due to the dark count rate. For each detected scintillation event, the 2D-position of the interacting gamma-
ray in the crystal plate was reconstructed using nonlinear least squares based on the iterative Levenberg–
Marquardt algorithmminimizing the difference between the intensity values of the 256 pixels of the SiPMs array
and the Scrimger-Backermodel of the light distribution (Mathai andKatiyar 1996). The deposited energy by the
incident gamma raywas assumed to be proportional to the sumof the light intensity in all pixels.When all data
are displayed in real-time on the acquisition software with this reconstruction algorithm, themaximum
counting rate of the camera is 5 kcps.Mean values and standard deviations have beenmeasured in the useful
field of view (UFOV), corresponding to the complete FOVof the camera, in theCentral FOV (CFOV, 75%of the
FOV), defined according toNEMA standards (Association 2018), and in the complementary region of the
CFOV, the CFOV, in order to highlight the intrinsic performances close to crystal edges.

The energy resolutionwas evaluatedwith the 133Ba source collimatedwith a 4 mmdiameter single-hole
tungsten collimator. The sourcewasmounted on a 3-axismotorized platformwith 2 μmposition accuracy and
a scan of thewhole FoVwith 10× 10 uniformly distributed positions has been performed,moving it with 5 mm
steps.Only reconstructed events inside a 5 mmdiameter circular ROI centered on the source image have been
considered. The FWHMenergy resolution and photopeak locationwere calculated at each position froma
doubleGaussian fit performed on the full-energy peaks of the energy spectra corresponding to the principal
133Ba emission at 356 keV (62%) and its secondary peak at 383 keV (8.94%). The linearity of the energy response
and the keV-per-channel calibration factorwere estimated from the linear fit on the photopeak positions
measuredwith the 80 keV and 356 keV gamma-rays emissions of the 133Ba source and the 122 keV gamma-rays
emission of a 57Co source. In addition to the energy resolutionmap, the relative light collection, defined as the
relative displacement of the photopeakwith respect to the highest position of the photopeak in thefield of view,
was also computed as a 10× 10 position array. The inverse of thismapwas used to correct for spatial variations
in the light collection to improve the uniformity of the energy response. This procedure was applied to the data
obtained from aflood-field irradiationwith the 133Ba source placed at 25 cm from the scintillator. A corrected
total spectrumwas then obtained, fromwhich the overall system energy resolutionwas calculated.

Theflood-field corrected imageswere also used to estimate the system spatial uniformity. A 64× 64 pixels
image, with an average number of detected events per pixel greater than 8000, was produced and smoothedwith
a 3× 3 kernel Gaussian filter. Both integral and differential uniformity have been calculated. The integral
uniformity (IU) has been obtained as the ratio of the standard deviation of the counts per pixel to themean
counts by removing the edge pixels. The differential uniformity (DU)was calculated from ten IU values for each
pixel, corresponding to the IU in the 2, 4, 6, 8 and 10 nearest neighbor pixels in each pixel’s row and column.
These values were collected and used to produce a histogram for differential uniformities. Themean and
dispersion of this distributionwere used as ameasure ofDU (Bhatia et al 2015).

The intrinsic spatial performances were estimated through a 3 mmstep-scanning of thewhole FOV (17× 17
spots)performedwith the 133Ba source collimated by a 0.5 mmdiameter single-hole tungsten collimator fixed
on themotorized platform. In order to havemore spatial information near the edges of the crystal, additional
scan lineswere performed between the two outermost lines of scan spots all around the field of view. All
properties were estimatedwith an energy selection of 15%around the 356 keVphotopeak of the 133Ba spectra
(329–383 keV). A two-dimensionGaussian fit was applied to the two-dimension histogramof the reconstructed
positions in order to accurately evaluate the xi,rec and yj,rec coordinates of the center of the distribution for each
scan position (i, j), as well as the two associated standard deviations of the point spread function sxi

and syj
. The

horizontal local spatial linearity Lxi
, corresponding to the spot iwith an horizontalmechanical position xi,mec,

was calculated using its reconstructed position xi,rec and themechanical and reconstructed positions of its
adjacent spots, xi±1,mec and xi±1,rec respectively, according to the following formula:
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A similar formulawas applied to obtain the vertical local linearity L yi
. Any variation of L from the unity

reflects a local distortion that affects the spatial resolution. This spatial resolution SRi,x along the x direction for
the i scan position (xi,mec, yi,mec)was defined as the ratio between the FWHMof the point spread function along
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the x direction obtained from sxi
and the local linearity Lxi

. The spatial resolution along the y direction, SRj,y,
was obtained in the sameway. Finally, the total intrinsic spatial resolution (SR)was calculated as the average
value of SRi,x and SRj,y deconvolved by the collimator hole diameter. The results are represented in the forme of a
map, where each box corresponds to the average of the local intrinsic spatial distortionmeasured for the scan
positions associatedwith that region (3× 3 mm2). For each line (x direction) and column (y direction), a linear
fit was performed on the curves representing the reconstructed position as a function of the truemechanical
position obtained for the 13 internal spots, in order to estimate a best-fit curve. These best-fits allowed to obtain
the horizontal and vertical local intrinsic spatial distorsion (LISDx and LISDy), calculated as the horizontal
(vertical)distance, in mm, between the spot’s reconstructed position xi,rec (yi,rec) and the best-fit curve. Amap of
the local intrinsic spatial distortionwas also performed, inwhich the direction of the local distortion for each
scan position (i, j) is given by a vector (LISDx, LISDy) and its intensity by the normof this vector. Themaximum
value of LISDx and LISDy are identified as the absolute linearity AL according toNEMA standards
(Association 2018). These values were reported in both theUFOVandCFOV.

2.3. Camera calibration for quantification
Amandatory prerequisite for quantitative imaging dedicated to dosimetry-guided radionuclide therapy is the
calibration of the imaging device. The calibration factor (system sensitivity that converts count rate to absolute
activity in each pixel of the image)was shown to be themost important contribution to the overall uncertainty in
the dosimetric procedure, besides partial volume correction (Siantar et al 2002). The calibration of the camera
was performed using 131I sources in liquid solution. The system responsewasmeasured, in terms of spatial
resolution and sensitivity (count rate per unit activity), using a capillary tube and five thin cylindrical source
phantomswith different diameters placed in air and in tissue-equivalentmedium, as a function of the source-to-
collimator distance. Allmeasurements have been done at room temperature by using the temperature-
compensated circuit. The source activities were chosen so that the effect of dead time on the activity estimates
was negligible. Considering the low geometrical efficiency of our high resolution collimator and the stopping
power of the scintillator, the total number of detected events, including scattering background, is around 12 cps
perMbq of source activity. According to the dead time of the readout electronics, the expected count loss is
1% for a 50MBq source and themaximumcounting rate of the camera (5 kcps) corresponds to an activity of
400MBq.Given these limitations, the activities of the source phantoms used for the calibration of the camera
were set below 50MBq.

2.3.1. System spatial resolution
The spatial resolutionwasmeasured using a glass capillary tubewith an internal diameter of 0.86± 0.05 mm
(Clark Electromedical instruments GC150F-10)filledwith awater solution of 131I. The tubewas tiltedwith
respect to theX axis of the camera in order to provide an oversampling of the line profiles with different source-
collimator holes relative positions. The line sourcewasmoved from1 to 15 cm from the collimator in 2 cm steps.

Events were selected in an energywindowof 15% centered on the 131I principal gamma emission peak
(337–391 keV) and reconstructed in 128× 128 pixels planar images with the least-squaresmethod (see
section 2.2). Imageswere then processedwith afilter specifically designed to remove the high frequency artifacts
produced by the high-energy collimator (Garcia and Barquero 2017). The number of counts in a givenROIwas
shown to remain invariant before and after its application. Figure 2 shows a schematic summary of the filtering
protocol applied to a 128× 128 image. The sumof the profiles through the filtered image of the line sourcewas
measured along theX andY directions after their translation to account for the angular offset of the source. The
FWHMspatial resolution of the systemwas calculated from the profile of the line spread functionwith a double-
Gaussianfit in order to account for both themain peak, consistingmainly of geometric events, and the tails,
including penetrating and scattering events.

2.3.2. System sensitivity
The sensitivity wasmeasured using five 3D-printed cylindrical source phantoms (VeroClear,μ= 0.116± 0.002
cm−1)with a diameter of 4, 3, 2, 1 and 0.5 cm and a thickness of 3 mm. The cylindrical sources were filledwith
131I in liquid solution. The source activity was controlledwith an activimeter (MEDI 405, accuracy of± 3%) and
ranged from8.9 to 55.5 MBq for the smallest and largest source, respectively. For each cylinder, 20min
acquisitionswere performed at 8 different distances from the collimator surface, from1 to 15 cmwith a 2 cm
step.Measurements were carried outwith andwithout an absorbingmedium, in the formof 5× 5× 1 cm3

bricks of ABS (ρ= 0.97 g cm−3). The image reconstruction protocol was identical to the one used for the spatial
resolutionmeasurement (figure 2). The number of counts inside ROIs defined on the images of the cylindrical
sources divided by the acquisition time and the source activity, corrected for its decay over time, was recorded as
ameasure of the system sensitivity (cps/MBq).
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Quantitativemeasurements can be strongly dependent on themethod used to define the regions of interest
(ROI) around the lesions. The criteria required to define the ROI around the sources and tomeasure the detected
counts should involve the selection of all ormost of the geometric events and strongly depends on the size of the
volume being studied, i.e. whether its dimensions are smaller or larger than the system spatial resolution. In
order to define ROIs encompassing non-standard-shape lesions, threshold-methods are commonly used (Lin
et al 2011). They consist in hiding the pixels of the image having an intensity value lower than a threshold value.
In this work, the threshold valueswere defined from the pixels intensity histograms (figure 3). These histograms
are characterized by two distinct intensity distributions: the first one, lower in pixels intensity (low-intensity
peak), mainly related to scatter and penetration contributions outside the source image, and the uptake peak,

Figure 2. Image analysis protocol used to remove the artifacts produced by the high-energy collimator. The representative frequencies
are obtained from the fast Fourier transform (FFT) of the raw image and those corresponding to the collimator are removed using a
spatial frequency filter. An imagewithout collimator artifacts is then achieved by applying the inverse FFT to the filtered spectrum
(Garcia and Barquero 2017).

Figure 3.Pixels intensity histogram (left) and image of the 4 cmdiameter cylinder (right). In red, the threshold value and the
corresponding ROI contour on the image. The images were acquired at a distance of 5 cm from the collimator.
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higher in pixel intensity,mainly related to geometric events in the source image.Whatever the size of the source,
the thresholdwas set at theminimumbetween the low-intensity peak and the uptake peak.

As alreadymentioned, 131I has two high-energy photon emissions at 637 and 723 keV,which can scatter and
contaminate the 364 keVphotopeakwindow, resulting in lower image contrast, overestimation of system
sensitivity and, therefore, in quantification bias. In planar imaging, this effect is commonly corrected through
the implementation of the triple energy windows (TEW) scatter correction technique (Siegel et al 1999). This
consists in estimating the fraction of scattered photons in the photopeakwindow to be subtracted from the total
number of counts within it, using two additional windows, one below and one above the photopeak (Dewaraja
et al 1998, Siegel et al 1999). Despite its practicality for clinical implementation, various studies have shown that
the TEWscatter correctionmethod could lead to a significant overestimation of the scatter contributionwithin
the photopeak (vanGils et al 2016, Robinson et al 2016). Thus, the system sensitivity was estimated bothwithout
andwith scatter correction, using two 7.5%wide energy windows (309–336.7 keV and 391.3–418.6 keV,
respectively).

2.4.Quantitative planar imaging for dosimetry during thyroid treatments
2.4.1. The 3D thyroid phantoms
The quantification ability of the camerawas evaluated using two 3D-printed thyroid phantoms (thyroid lobes
plus isthmus) (Beaumont et al 2017). Due to the limited field of view of the camera, phantoms representing 5
years old (FANTHY5y,figure 4 (left)) and 15 years old children (FANTHY15y,figure 4 (right))were used. Their
overall volumes are 3.2 ml and 11.5 ml, for both lobes and isthmus, corresponding to awidth of 2.2 cm and
4.5 cm and a height of 2.5 and 3.8 cm, respectively. They aremade of a tissue-equivalent polymeric resin
(VeroClear,μ= 0.116± 0.002 cm−1). Both phantomswere inserted inside a 3D-printed neck phantom
(VeroClear,μ= 0.116± 0.002 cm−1 for the neck adipose tissue and the spinal cord andVeroWhite for the
vertebral column,μ= 0.124± 0.001 cm−1) (figure 4 (right)). The phantomswere designed following ICRP
recommendations for human body volumes and thematerials were chosen to accurately simulate the
attenuation of biological tissues (Beaumont et al 2017). The neck has an overall diameter of 10.8 cm and a height
of 8.4 cm.

2.4.2. Experimental protocol
The thyroid phantomswere filledwith 131I in a colored liquid solution. The activities, controlledwith an
activimeter (MEDI 405), were 52.06± 1.56 MBq and 49.90± 1.50 MBq for the FANTHY5y and FANTHY15y,
respectively. Aswith the calibration study, these activities were chosen so that the effect of dead time on the
activity estimates was negligible. The activity was also set as close as possible to realistic activities encountered in
the treatment of hyperthyroidism. The complete phantomwas positioned on a support that allowed it to be
moved vertically and horizontally (±0.5 mm) in order to ensure the centering of the thyroid lobeswith the
camera FOV and to rotate it using amotorized rotation stage (±0.02°). The camerawas inserted inside a 2 cm
thick lead shielding in order to reduce scattered radiation that could bypass the collimator and enter the
scintillator from the sides and back of the camera (total attenuation of 99.8% at 356 keV). The complete
experimental set-up is shown infigure 4 (right). A distance of 3 mmwas set between the neck phantom and the
collimator. For each phantom, several planar imageswith different angular viewswere performed: 0° (anterior),

Figure 4. 5 years old (FANTHY5y) child 3D-printed thyroid phantom filledwith 131I in liquid solution (left). Experimental set-up used
for quantitative planar imagingwith the thyroid phantoms (right). Sides views of the camerawith the 15 years old child thyroid
phantom (FANTHY15y) inserted in the neck phantom. The lead shielding around the camera is not shown on the picture.
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180° (posterior) and 90° (lateral). For each angular view, a 25min acquisition timewas set. Allmeasurements
weremade at room temperature by using the temperature-compensated circuit. The image reconstruction and
analysis protocols was identical to the one used for the calibrationwith the cylindrical phantoms, including the
TEWscatter correctionmethod. The definition of the ROI that should encompass the uptake in the thyroid
imageswas performed using the thresholdmethod. Figure 5 shows an example of the pixels intensity histogram
and the corresponding ROI contour defined from the threshold value on the anterior image of the thyroid
phantoms. All images are smoothedwith a two-sigmaGaussianfilter for better visualization.

The lateral imageswere used to estimate the depth and thickness of the thyroid in the neck, both useful for
activity quantification. The camera has been positioned so that the edge of itsfield of view coincides with the
edge of the neck. The depth and thickness of the lobes were estimated by applying the thresholdmethod and
extracting the information from theROI around the lobes, as illustrated infigure 5. The lobe thickness tjwas
defined as themeanwidth of the ROI calculated from five adjacent horizontal profiles. As visible from the
images, the isthmus is clearly visible and has a significant impact on the central width of the ROI. To get rid of it,
thefive horizontal profiles were drawn just above the outgrowth. Finally, the depth d of the lobes was defined as
the horizontal distance between the right edge of the image and the centroid of the ROI. Themeasured values
have been compared to those corresponding to the actual geometric characteristics of the phantoms.

2.4.3. Planar imaging quantificationmethods
The activity quantificationwas performed using both single-view (SV) planar images and the conjugate view
(CV) approach, according toMIRDpamphlet 16 (Siegel et al 1999). In the single viewmethod, the source activity
Aj in the thyroidwas individuallymeasured from the anterior or the posterior planar images (Siegel et al 1999).
In afirst approach, the counting rate within the ROI around the thyroid images, i.e. IA or IP for theA andP
images respectively, was divided by the system calibration factorC (cps/MBq)measuredwithout absorbing
medium and by an attenuation factor in the formof e−μ d. d is the thyroid-to-collimator distancewhen

Figure 5.Pixels intensityhistogram for the15 years old child thyroidphantom (top left) togetherwith the anterior image (A) andROI
contour definedusing the thresholdmethod (top right). Thefirst peak of thehistogramcorresponds to thebackgroundnoiseoutside the
thyroid lobs, the second to the activity in the isthmus and the third to the lobes. Lateral images (L)of the5 (bottom left) and 15 (bottom
right) years old children thyroidphantomsused tomeasure lobes thicknesses (tj) and to extrapolate their depth in theneck (d).

9

Phys.Med. Biol. 67 (2022) 035011 CTrigila et al



positioned at 0° or 180°, estimated from the lateral planar images and from the knownphantom-to-collimator
distance.μ represents the theoretical attenuation coefficient of adipose tissue at 364 keV (0.106 cm−1 (Hubbell
and Seltzer 2004)). In an alternative approach, IA or IPwere only divided by the system calibration factorCabs

(cps/MBq)measuredwith an absorbingmedium. The calibration factorsCabs andCwere extrapolated from the
distance-sensitivity curve obtainedwith the cylindrical sources with andwithout absorbingmedium. They
correspond to the sensitivity valuesmeasured at a distance dwith the cylindrical sourcewhose surface areawas
the closest to that of the ROI around the thyroid image.

The conjugate viewmethod is themost commonly used protocol for in vivo radioactivity quantificationwith
planar images. It uses two 180° opposed images togetherwith an orthogonal view to estimate the source organ
thickness and position.When considering a source regions jwith negligible surrounding background activity,
the activityAj can be calculated as:

=
m
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where IA and IP are the conjugate-view counting rate and me te n represents the transmission factor through the
overall thickness tn of the neck phantom (10.81± 0.01 cm)with an overall effective linear attenuation coefficient
μe (Siegel et al 1999). In order to perform the activity quantification in a realistic way, the transmission factor
valuewas estimated by using the theoretical attenuation coefficients of adipose tissue and spine at 364 keV
(0.106 cm−1 and 0.152 cm−1, respectively (Hubbell and Seltzer 2004)) together with standard spine dimensions
reported by the ICRP (Siegel et al 1999). Thismethod leads to a me e value different fromonly 0.65% compared to
that calculatedwith the actual phantom geometry andmaterial attenuation coefficients.C represents the system
calibration factor extrapolated from the distance-sensitivity curvewithout absorbingmedium, as described
above. The factor fj represents the source self-attenuation correction, estimated from the source region
attenuation coefficientμj and the source thickness tj as:
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The factor fj involves only the thyroid region characteristics (0.106 cm
−1 at 364 keV (Hubbell and Seltzer 2004))

andwill not deviate significantly from1until tj become large. The thicknesses of the lobes tjwere estimated from
the phantoms lateral images as previously described.

The accuracy of the quantification achievedwith themobile camera is estimated from the recovery
coefficient (RC), corresponding to the ratio between themeasured activityAj and the known activity in the
thyroid phantom corrected for its decay over time.

3. Results

3.1. Intrinsic performance of the camera
In order to qualitatively compare the relative response of the two testedCeBr3 in terms of light yield and light
collection, the non-calibrated pulse height energy spectra corresponding to a central 4 mmcollimated
133Ba source are shown infigure 6 (left). The higher peak positionsmeasuredwith the 6 mm thick scintillator
suggest a slight decrease in the light collection as the thickness of the crystal increases, whichmay be due both to
the self-absorption of the scintillation light and to variations in the quality of the scintillatingmaterial. The
calibrated 133Ba spectra show the principal emission peaks at (a) 356 keV (the 383 keV is not resolved), (b)
302 keV and (c) 276 keV, (d) the 356 keVCompton edge at 207 keV, (e) the backscatter peak at 149 keV and (f)
the superimposition of the 133Ba emission at 81 keV and the characteristics tungsten x-rays (figure 6 (right)). The
mean energy resolution (ER)measured in theUFOV,CFOVand CFOV together with the corrected overall ER
are summarized in table 1. The energy resolution and intensitymaps on thewholefield of view of the camera are
shown infigure 7.Non-significant differences are observed between the two scintillators for what concern their
average and overall ER. For both scintillators, the use of reflective coatings on the edges allows to obtain a fairly
uniform energy response, visible from the small ER standard deviation in theUFOVand from the energymap
(figures 7(a), (d)). This is correlatedwith the almost constant light collection over thewhole field of view
(figures 7(b), (e)). The correction of the spatial variations in the light collectionmainly impacts the overall
position andwidth of the full-energy peak near the edges of the crystal and results in a significant improvement
of the overall ER relative to themean ER in theUFOV for both samples (below 8%at 356 keV) (table 1).Without
any correction of the energy response uniformity, the overall ERmeasured from afloodfield irradiation is
11.17± 0.05% for the 6 mm thickCeBr3 scintillator.

Thefloodfield images obtainedwith the 133Ba source are shown infigures 7(c), (f). The corresponding IU
andDUvalues are summarized in table 2. The IU andDUvaluesmeasured in theCFOV are less than 3%and are
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close to typical valuesmeasured during quality controls of commercial gamma cameras (O’Connor and
Vermeersch 1991, Cherry et al 2012). The significant degradation of IU in theUFOV is assumed to be related to
the spatial compression of the image near the reflective edges, which causes an artificial accumulation of the
measured activity. The betterDU achievedwith the 10 mm thick scintillator is obviously due to the broader light
distribution reaching the photodetection system. This reduces the positioning errors due to the discrete nature

Figure 6.Non-calibrated (left) and calibrated (right) pulse height energy spectrameasuredwith the 6 mmand 10 mm thickCeBr3
scintillators and a 4 mmdiameter collimated 133Ba source.

Figure 7. (a), (d)Energy resolution (FWHM), (b), (e) relative light collectionmaps and (c), (f)flood field images (counts)measured
with the 6 mm (top) and 10 mm (bottom) thick CeBr3 scintillators and a

133Ba source. The relative light loss ismeasured in relation to
the position corresponding to the highest light collection.

Table 1.Mean value of the FWHMenergy resolution (%) in theUFOV,CFOVand
CFOV of the camera at 356 keV (133Ba), together with their overall ERmeasured
after correction of the energy response uniformity. The uncertainties correspond to
the standard deviation of the energy resolution values over the detector’s field
of view.

Thickness UFOV CFOV CFOV Overall

6 mm 8.14 ± 0.03 7.86 ± 0.03 8.67 ± 0.03 7.68 ± 0.01

10 mm 8.12 ± 0.02 7.96 ± 0.01 8.41 ± 0.02 7.84 ± 0.01
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of the photodetector, which leads to the slight appearance of the detector array pattern in the flood images
measuredwith the 6 mm thick scintillator (figure 7(c)). Conversely, this broader light distribution is alsomore
sensitive to distortions due to reflective edges, resulting in greater degradation of uniformity in theUFOVwith
the 10 mm thick scintillator. The small difference observed between IU andDUdemonstrates that there is no
systematic spatial variation across the field of view of the camera.

The intrinsic spatial resolution (SR), local intrinsic spatial distortion (LISD) and absolute linearity (AL) are
summarized in table 3. The narrower light distribution produced at the output of the 6 mm thick scintillator
compared to that obtainedwith the 10 mm sample allows to obtain a sub-millimeter intrinsic spatial resolution
at 356 keV in thewholefield of view (0.74± 0.28 mm in theUFOV) (figures 8(c), (d)). The improvement
observed for the 6 mm thick crystal ismore significant close to the edges thanks to better spatial linearity
(figures 8(g), (h)). If the spatial resolution is degradedwith the 10 mm thick scintillator, it remains very high at
356 keV, as can be seen qualitatively in the 17× 17 scanning images (figures 8(a), (b)) and very close to one
millimeter in theCFOV (table 3 andfigures 8(c), (d)). Both scintillators have a comparable and very low LISD in
theCFOV,which underlines the very good ability of the reconstruction algorithm to identify the center of the
light distribution independently of its spread on the photodetector (table 3 andfigures 8(e)–(h)). However, the
influence of the reflective coatings on the edges is clearly highlighted by the spatial compression on the scan
images (figures 8(a), (b)) and the distortionmaps (figures 8(e), (f)). The light distribution can no longer be
modeled by a Scrimger-Becker function on the periphery of the camera, which translates in a poorer
reconstruction of the image. This distortion of the light distribution is even stronger for the 10 mm thick sample
because thewider light distribution increases the reflections at the edges.More quantitatively, the absolute
linearity in theUFOV increases from2mm to 3 mm for the 6 mmand 10mm thick scintillators respectively,
which corresponds to themaximumdistortion observed in the corners of the image.

In light of these results, one can notice that the 6 mm thickCeBr3 offers high ER (7.68± 0.01%), sub-
millimetric SR (0.74± 0.28 mm) and very low spatial distortion (0.15± 0.10 mm) thanks to its high light yield
and light collection. The high spectrometric performance achievedwith the 10 mm thick reflecting CeBr3 also
makes it a good potential candidate that can offer excellent pulse height uniformity and,more importantly, an
increase of about 40% in photopeak efficiency compared to the 6 mm thick scintillator, which could help to
reduce the uncertainties on dose quantification.However, it isfirst necessary to improve spatial performance
close to the reflective edges, which reduces the effective useful FOVdue to compression effects. For these
reasons, the 6 mm thickCeBr3 has been chosen as the scintillator to be integrated in thefirst 5× 5 cm2 prototype
of themobile gamma camera.

Table 2. Integral uniformity (IU) and
differential uniformity (DU) in theUFOV and
CFOVof the camera at 356 keV (133Ba) after
correction of the energy response uniformity
and for two scintillator thicknesses.

6 mm 10 mm

IU (%) UFOV 11.53 17.89

CFOV 2.41 2.97

DU (%) UFOV 2.82 4.96

CFOV 1.26 0.97

Table 3. Intrinsic spatial resolution (SR), local intrinsic spatial
distortion (LISD) and absolute linearity (AL) in theUFOV,
CFOV and CFOV of the camera at 356 keV (133Ba).

6 mm 10 mm

UFOV 0.74 ± 0.28 1.53 ± 1.08

SR (mm) CFOV 0.61 ± 0.04 1.05 ± 0.10

CFOV 0.91 ± 0.35 2.20 ± 1.34

UFOV 0.15 ± 0.10 0.22 ± 0.11

LISD (mm) CFOV 0.06 ± 0.03 0.08 ± 0.05

CFOV 0.20 ± 0.13 0.41 ± 0.13

AL (mm) UFOV 2.02 3.03

CFOV 0.3 0.50
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3.2. Camera calibration
The spatial resolution of the system varies linearly as a function of the source distance from aminimumvalue of
2.21± 0.03 mmat 1 cm from the collimator to amaximumof 5.47± 0.05 mmat 15 cm. A value of
3.14± 0.03 mm ismeasured at 5 cm, to be compared to the 2.5 mmFWHMresolution estimated fromMonte
Carlo simulationswith a line source. Figure 9 shows the sensitivity of themobile camera as a function of the
diameter and the distance of the source from the collimatorwithout an absorbingmedium. The sensitivity was
measuredwithout andwith TEWcorrection (figure 9 (left) andfigure 9 (middle)). The sensitivity decreases with
the distance for all sources. This trend is in contradictionwith the geometrical behavior of parallel hole
collimators (distance-independent sensitivity (Siegel et al 1999)), but is in agreementwith other results found in

Figure 8. (a), (b) Images of the 3 mm step-scanning (17 × 17 array) performedwith a 0.5 mmcollimated 133Ba source, (c), (d) the
intrinsic spatial resolutionmaps (mm), (e), (f) the local intrinsic distortionmaps (mm) and (g), (h) an example of the curve
representing the reconstructed position as a function of themechanical position for the central horizontal line of the scan. The arrows
on the local intrinsic distortionmap indicate the direction of the distortion, while its amplitude is represented both by the normof the
arrow and by the color scale. The data obtainedwith the 6 mmand 10 mm thickCeBr3 scintillators correspond to the left and right
column, respectively.

13

Phys.Med. Biol. 67 (2022) 035011 CTrigila et al



the literature (Barquero et al 2017). It can be understood by observing the 131I normalized spectrameasuredwith
the smallest and largest cylindrical sources at 1 cm and 15 cm from the collimator for events detected in the
whole FOV (figure 10 (left)) orwithin the circular ROIs on the source image obtained from the threshold
method (figure 10 (right)). Despite the optimization of the high energy collimator, its sensitivity is still
influenced by the scattering and penetration of high-energy gamma rays, which increase at short distances and
for large diameter sources. Since scatter events are distributed over the entire FOVof the camera, the ROI
selection removes a large part of this contribution for small sources, but it remains important for large sources
especially at short distances (figure 10 (right)). As a consequence, the 0.5 cmdiameter source is the only one that
shows a nearly complete independence of the amount of scatter and penetrationwith distance regardless of the
use of the TEWcorrection and thus, an almost constant sensitivity. Because the contribution of scatter is higher
for large sources and at short distances, the impact of the TEWcorrection ismore significant for these
configurations (figure 9 (middle)). Combinedwith the thresholdmethod for the ROI definition, which allows a
strong reduction of the partial volume effect for source sizes close to the spatial resolution of the camera, the
TEWcorrectionmakes the sensitivity very little dependent on the source dimensionswith amean value of
1.23± 0.01 cps/MBq at a distance of 5 cm, close to the 1.33± 0.02 cps/MBq value estimated fromMonteCarlo
simulation. Finally,figure 9 (right) shows the sensitivitymeasuredwith absorbingmediumwith TEW
correction. The decrease in sensitivity with distance is well described by the theoretical attenuation of the
absorbingmedium (μ= 0.111 cm−1). The calibration factorsC andCabs used for the quantificationwith single-
view planar images were extrapolated from these distance-sensitivity curves.

3.3. Preclinical planar imaging using homogenous 3D-printed phantoms
The high imaging ability of our device isfirst illustrated infigure 11, which compares the images of the two
healthy thyroid phantoms obtainedwith themobile camera (left) andwith a standard gamma camera equipped

Figure 9. Sensitivity of the camera as a function of the diameter and the distance of the source from the collimator without (left and
middle) andwith absorbingmedium (right). The sensitivity ismeasuredwithout (left) andwith TEWcorrection (middle and right).

Figure 10.Normalized spectrameasuredwith the 0.5 cm and 5 cmdiameter cylindrical 131I sources at 1 cmand 15 cm from the
collimator. Events detected in thewhole FOV (left) andwithin a ROI on the source image (right)were considered. The three energy
windows used for event selection in the 364 keV photopeak of 131I and for TEWcorrection are shown.
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with a high-energy collimator (Siemens Symbia T2GC, spatial resolution of 13.4 mmat 10 cm). One can
qualitatively notice how the optimized characteristics of themobile camera (high spatial resolution, reduced
scattering and penetration in the collimator and compactness, which allows it to be placed very close to the
structure of interest)make it possible to greatly improve the quality of the image.

3.3.1. Thickness and depth estimation
The ability of the camera tomeasure the thickness and depth of the structures of interest is summarized in table 4
and is compared to the actual geometric values of the phantoms. Themeasured thicknesses of the lobes are in
good agreement with the expected one (relative errors of 7.3% and 3.7% for FANTHY5y and FANTHY15y,
respectively). Thanks to its compactness, the camera can always be positioned as close as possible to the structure
of interest in order to estimate their dimension accurately. However, it can be noted that a small error on the lobe
thickness has a small impact on the quantification under the conditions of our study. Indeed, the lobe thickness tj
comes into playwhen calculating the factor fj (equation (3)), which deviates of less than 0.2% from the unity for
the greatest thickness found and for the thyroid attenuation coefficient. For what concerns the depth values, the
relative errorsmeasured for the FANTHY5y and FANTHY15y phantoms (8.5%and 8.3%, respectively) could be
related to slightmisalignment of the camerawith respect to the neck (in the order of onemillimeter). As
introduced previously, the estimation of the lobes depth in the neck is important because it allows to
extrapolated the calibration factor from the sensitivity-distance curves. The small inaccuracy in depth
estimation such as the one reported results in a variation of the calibration factor of less than 0.4% for both

Figure 11. Images of the FANTHY5y (top) and FANTHY15y (bottom) thyroid phantoms obtainedwith themobile gamma camera
(left) andwith a clinical gamma camera equippedwith a high-energy collimator (Siemens Symbia T2GC) placed at aminimum
distance of 10 cm fromphantoms (right). TheX andY scales are the same on all the images.
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phantoms (estimated from the sensitivity curve of the 2 cm and 3 cmdiameter cylinder reported infigure 9). The
measured values of the thickness and depth of the lobes have been used for the activity quantification.

3.3.2. Preliminary assessment of the camera ability to quantify 131I with homogeneous activity distribution
The results of the activity quantification study for the two thyroid phantoms are summarized in table 5 and
figure 12. An almost perfect activity quantification is achievedwith FANTHY15ywhen using the single view
methodwith TEWcorrection. The recovery coefficient is almost 100%with the anterior image and 97%with the
posterior view. The recovery factormeasuredwith FANTHY5y is around 96% for both views. No particular
trend can be highlighted between all different quantificationmethods for the small thyroid phantom. The lowest
recovery coefficientmeasuredwith TEWcorrection (around 94%) is obtainedwhen using the posterior single
viewmethodwith attenuation. This effect is due to the use of a calibration factor extrapolated from the
sensitivity-distance curvewith attenuation, whichwas obtained using an absorbingmediumwith a slightly
different attenuation coefficient compared to the one of the neck phantom (0.111 cm−1 for the absorbing
mediumused during the calibration procedure and 0.116 cm−1 for the phantom). The underestimation of
attenuation leads to an underestimation of the activity, which ismore important with the posterior view since it
corresponds to a greater length of attenuation. The single viewmethod based on the calibration factormeasured

Table 4.Dimensions and depths of the thyroid lobesmeasured from the lateral
images. Comparisonwith the actual geometric values.

Thickness (mm) Depth (mm)

Expected Measured Expected Measured

FANTHY5y 7.63 8.23 ± 0.61 11.8 12.9 ± 0.82

FANTHY15y 18.6 19.32 ± 0.48 15.4 16.8 ± 0.90

Figure 12.Recovery coefficients (RC)measured for the thyroid phantoms activity.

Table 5.Recovery coefficients (RC)measured for the thyroid phantoms activity using two
single views (SV)methodswith the anterior (A) and posterior (P) images and the
conjugate view approach (CV). The calibration factor wasmeasuredwith (SVabs) and
without an absorbingmedium (SV). Allmethodswere investigatedwith andwithout
TEWcorrection.

NOTEW TEW

RC (%) FANTHY5y FANTHY15y FANTHY5y FANTHY15y

A-SV 108.62 ± 1.67 116.08 ± 1.77 96.45 ± 1.50 100.53 ± 1.55

P-SV 113.57 ± 1.75 117.85 ± 1.81 96.44 ± 1.52 96.88 ± 1.51

A-SVabs 106.29 ± 1.63 111.03 ± 1.70 95.65 ± 1.43 96.74 ± 1.51

P-SVabs 112.63 ± 2.01 119.45 ± 2.05 94.12 ± 1.79 94.75 ± 1.73

CV 110.25 ± 1.72 116.2 ± 1.79 96.23 ± 1.53 98.04 ± 1.54
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without an absorbingmedium and a post-correction of the attenuation results in better quantification because it
uses the actual attenuation of the absorbingmedium. The conjugate view protocol, inwhich both anterior and
posterior views are used, allows obtaining a RC value of 96%and 98% for FANTHY5y and FANTHY15y,
respectively. The activities inside the phantomsmeasuredwithout TEWcorrection are overestimated by an
average of 9.8% and 15.8% for FANTHY5y and FANTHY15y, respectively. This shows that the amount of
scatteringmeasuredwith the thyroid phantoms is higher than during the calibrationwith the cylindrical
sources, due to a larger scattering volume.

4.Discussion and conclusion

Wepresented the design, characterization and calibration of the first prototype of a high-resolutionmobile
gamma camerawith a 5× 5 cm2 FOV specifically optimized to improve the quantitative assessment of the
distribution and biokinetics of 131I after treatment administration. Compared to standard largefield of view
cameras equippedwith high-energy collimators, the image quality achievedwith our device is significantly
improved thanks to its submillimetric intrinsic spatial resolution and reduced penetration and scattering in the
optimized tungsten collimator (figure 11). However, these performances cannot be rigorously compared to
those of existing technologies, because our experimental protocol presents slight divergences from theNEMA
standards, in particular to take into account the specificities ofminiaturized cameras (Bhatia et al 2015). The
system calibration leads to an overall energy resolution of 7.68± 0.01%, a spatial resolution of 3.14± 0.03 mm
and a sensitivity of 1.23± 0.01 cps/MBq at a distance of 5 cm. This performance is consistent with the initial
objectives and clinical requirements described in the Introduction of this work.Moreover, the compactness and
mobility of our camera should allow improving image resolution by reducing the detector-targeted structures
distance (thyroid, tumor remnants,metastatic nodes or salivary glands) and optimizing their detectability by
adjusting the angular view.

Preliminary results reported for two different 3D-printed thyroid phantoms filledwith 131I demonstrate that
these performance and features arewell suited to achieve a high quantification capability in a fairly realistic
clinical context. Recovery factors for the thyroid activity deviate by less that 3% fromunity, even using a single
viewmethod combinedwith a simple TEWcorrection but without partial volume effect correction. Indeed, the
high spatial resolution of themobile camera reduces the partial volume effect, by allowing amore accurate
selection of accumulated activity within ROIs using thresholdmethods. This high spatial performance and the
ability of the camera to be placed close to the thyroid and to adjust the angular view also gives access to precise
anatomical information (position and dimensions of structures), which are then used to improve quantification
by correcting attenuation, source self-absorption or activity superimposition. Considering the average value of
the activity administrated to the patient during hyperthyroidism treatments (between 5 and 20 mCi) and the
high thyroid uptake (mean value ranging between 40 and 50%of the administrated activity) (Stokkel et al 2010),
the same accuracy of the quantification process could be attainedwith image acquisitions of fewmin (5–10min).
This should facilitate the acquisition ofmultiple images over time to estimate cumulative activity. Because the
sensitivity of the camera decreases with distance and is also slightly dependent on the size of the source due to the
influence of high-energy gamma scatteringwithin the collimator, this preliminary study also emphasizes the
importance of accurate calibration for patient-specific quantification of absorbed doses (Barquero et al 2017).
The accuracy of 131I thyroidal activity quantification achievedwith ourmobile camera will be compared to that
obtainedwith current techniques based on planar gamma cameras and/or SPECT/CT in amore comprehensive
study performedwith the clinical prototype of themobile camera currently under development.

However, several experimental biases still limit the extrapolation of these very good results to a full reliability
of the quantification process and to the possible clinical usefulness of themobile camera. In particular, the
quantification of the activity needs to be evaluated for small heterogeneitiesmodeling nodules or tumor
remnants by using 3D-printed thyroid phantomswith spherical inserts embedded or partially embedded in the
thyroid and different uptake ratios compared to normal tissues. Due to themassive amount of activity
administered in clinical practice, high-energy primary radiation or scattering background noise coming from
the extrathyroidal area of radiotracer uptake (e.g. bladder, stomach, adipose tissue), which could bypass the
collimator, could also be amajor issue. Their influencemust be considered since they could strongly contribute
to camera dead time and image contrast degradation. Consequently, the shielding around the scintillator used
for the clinical prototype of themobile camerawill be optimizedwithMonte Carlo simulations (nature of the
absorbingmaterial, thickness and positioning of the shielding) in order to strongly reduce radiation penetration
from the sides and back of the camerawhilemaintaining its compactness andmobility. The next instrumental
step toward a fully operational camera in the clinic is to implement a 10× 10 cm2

field of view detector suited to
the size of the thyroid gland evenwhen enlargement occurs, such as in the case of Graves’ disease. The second
objective is to take advantage of the camera’s imaging capabilities during treatment planning, which uses low
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levels of tracer activity. To improve the versatility of the camera performance, two interchangeable detection
headswill therefore be developed: a high-sensitivity configuration for imaging during treatment planning of
hyperthyroidism or imaging ofmetastatic lymph nodes and salivary glands during treatment of thyroid cancers
(overall spatial resolution around 7 mmand sensitivity of about 25 cps/MBq at a distance of 5 cm) and a high
resolution (and low-sensitivity) configuration similar to the one usedwith the feasibility prototype for
estimating the absorbed dose in thyroid or tumor remnants after treatment administration (overall spatial
resolution around 3 mmand sensitivity around 4 cps/MBq). Compared to the current configuration
(1.23± 0.01 cps/MBq), an improvement in sensitivity will befirst obtained by adjusting the geometric features
of the high resolution collimator to increase its efficiency by a factor of 2.5 while slightly degrading its spatial
resolution (from2 to 3 mm for a source distance of 5 cm). Second, by increasing the thickness of the CeBr3
scintillator from6mm to 10 mm, allowing a gain of about 50%at 364 keVwithout degrading the energy
response andwith only a slight deterioration in spatial performance, as shown in our study (tables 1 and 3).
However,more sophisticated reconstruction algorithms of the interaction point, such as artificial neural
networks, should be implemented in order to avoid spatial distortion near the edges andmaintain a fully usable
field of view (Iborra et al 2019). The global gain in sensitivity will allow reducing the acquisition time of each
image to amaximumof 10min even under the least favorable activity conditions (detection of tumor remnants
with less than 1%uptake after administration of 100mCi of 131I). The intrinsic properties of the tungsten
collimators could also be further improved by optimizing the printing parameters. Indeed, the selectivemelting
method chosen for themanufacturing of the collimator andwhich consists in the fusion of grains of tungsten
powders with a high-power laser, implies a certain porosity of thematerial and, therefore, a lower effective
density than pure tungsten, which can range from80 to 96%of the theoretical density (19.3g cm−3) depending
on the printing process (Gear et al 2019). Thefinite size of the laser beam and tungsten powder grains also
implies an inaccuracy in the actual size of the holes and septa obtained, which canmodify the characteristics of
the collimator compared to those expected (figure 1 (right)), as illustrated by the differences between the
experimental and simulated data for spatial resolution and sensitivity. Increased density and better accuracy of
geometric features can be obtained by tuning the printing parameters, in terms of scan speed and powder
diameter. Beyond the increased field of view, it is also necessary to significantly improve the counting capabilities
of the photodetection system. Indeed, the camera is currently limited by an acquisition rate of 5 kcps. New
readout electronics with a faster communication protocol will be implemented to achieve amaximum counting
capacity of about 200 kcps, opening the door to early imaging just after treatment is administered.
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