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Abstract

Over the last decade, atomistic simulations were increasingly employed to describe cementitious materi-

als properties. As a complement to experimental measurements, they have improved our understanding of

anhydrous and hydrated phases. This article reviews most of the principal investigations based on density

functional theory, molecular dynamics, and related methods to assess the reactivity and hydration of Port-

land cement clinker phases at the nanoscale. Finally, the limitations of these methods are discussed, and

alternative approaches and challenges are introduced.
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1. Introduction

The hydration of Portland cement (PC) involves several processes from the dissolution/dissociation of

molecular species to their precipitation and the formation of hydration products. PC is mainly composed

by clinker which contains four main phases: alite, belite, aluminate, ferrite, whose pure forms are trical-

cium silicate C3S, dicalcium silicate C2S, tricalcium aluminate C3A and tetracalcium aluminoferrite C4AF5

respectively. The hydration of PC produces principally portlandite (CH) and calcium silicate hydrates (C-

S-H), and to a lower extent ettringite (AFt) and monosulfoaluminate (AFm). C3S is the major constituent

(50-80%) of PC clinker and the principal responsible for the strength development, in particular at early

ages. After several minutes in contact with water, the initially fast dissolution rate of C3S, characterized by

a sharp exothermal signal on isothermal calorimetry measurements, drops down and remains slow during the10

induction period. The duration of this period depends on several parameters including the specific surface

area [1]. Two main theories were proposed to explain the end of the induction period: a membrane theory

∗Corresponding author
Email addresses: jerome.claverie@univ-nantes.fr (Jérôme Claverie), qqwang@njtech.edu.cn (Qianqian Wang),
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where metastable hydration products would form on the C3S surface, thus hindering its dissolution; and

a geochemical theory where the dissolution rate is controlled by undersaturation and reactive topography

[2–4]. However, up to now, none of these theories was reproved and this question is still open [2]. While15

many studies indicate that dissolution is controlled by undersaturation [4–7], nanoglobular C-S-H structures

were recently synthesized and might be representative of the metastable form which precipitates during the

first minutes of hydration [2, 8, 9]. Therefore, quantifying the reactivity of PC clinker phases and under-

standing how they behave in contact with water represents a first step to explain the mechanisms behind

the induction period and to make possible the design of additives and more sustainable binders.20

With the growth of computational resources, atomistic simulation methods have increased their visibility

in many research fields. Such methods have the significant advantage to simulate experiments that could not

be carried out in laboratory because of their high cost or technological limitations. They can be divided into

two levels of theory: quantum mechanics and classical mechanics. Quantum mechanical or first-principles25

methods involve the resolution of the Schrödinger equation by the way of approximations. Both Hartree-

Fock and density functional theory (DFT) methods can be used to calculate the ground state energies of

a many-body system with different approximation methods. In the Hartree-Fock scheme, the N-electron

wave function is approximated to the Slater determinant of N one-electron wave functions composed of a

spatial orbital and a spin function. In DFT, the variable function is the electron density, which only depends30

on three spatial coordinates. The many-body problem of 3N spatial plus N spin variables is thus reduced

to 3 spatial variables. Hohenberg-Kohn theorems state that for any external potential, the ground state

energy is a functional of the ground state density that can be determined by a variational method [10]. The

self-consistent procedure to solve the variational problem was proposed by Kohn and Sham in 1965 [11] and

is now implemented in a many programs. With the current computational power, DFT calculations are35

typically performed on systems of tens to a few thousands atoms. On the other hand, methods based on

classical mechanics neglect the electronic motion and consider atoms as classical particles. The interactions

between them are described by a force field (FF) consisting of a functional form and a set of parameters

to calculate the potential energy of the system. FF parameters are generally optimized from experimental

measurements and/or from quantum mechanics calculations. In Monte Carlo simulations, a physical prop-40

erty is calculated by sampling a statistical ensemble. The Monte Carlo method is probabilist: it does not

consider thermal fluctuations explicitly but gives a statistical representation of the system at finite temper-

ature. Conversely, molecular dynamics (MD) simulations, also based on statistical mechanics, can describe

the evolution of a system over time. The motion of particles is calculated at each step by integration of

Newton’s equation of motion. The ergodicity hypothesis, important in MD, states that for a long enough45

trajectory, the time average of a physical property is equal to its ensemble average. Traditionally, physical

properties are calculated during production runs, after the system has reached an equilibrium state, but it
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is also possible to perform non-equilibrium simulations.

In order to accurately compute a given property, the FF itself and its parametrization are crucial. The50

cemff database provides information on the most reliable FF to simulate cementitious materials, including

parametrization, benchmarks for geometric and elastic properties [12]. These FF are classified into two

categories. The first category includes classical FF where covalent bonds are predefined and no reaction

can occur during the simulation. Among these are ClayFF [13, 14], a general FF for clays, CSH-FF [15]

a reparameterization of the original parameters of ClayFF, offering a more accurate description of C-S-H,55

CementFF [16–20] and INTERFACE FF (IFF) [21] which provides the most consistent parameters for to-

bermorite and various clinker phases [12]. The second category are reactive FF represented by ReaxFF

[22, 23], for which Ca/O/H [24] and Si/O/H [25] sets of parameters were merged into a Si/Ca/O/H set [26],

allowing the simulation of anhydrous and hydrated calcium silicate phases.

60

This review outlines the principal attempts to describe the reactivity and superficial hydration of clinker

phases by mean of atomistic simulations. The reader should note that the MD simulation time cannot excess

several nanoseconds, which is far from the timescale of the induction period and cannot even cover the

initial dissolution period. However, atomistic simulations may give insights on reactivity based on electronic

structure, or on the adsorption mechanisms of a single water molecule or a water film on clinker surfaces.65

Furthermore, the observations and results arising from these simulations could enable the elaboration of

models at larger temporal and spatial scales. Only studies on the interaction of water with anhydrous cement

phases are covered herein, and not the huge scientific effort made in the atomistic description of hydration

products, especially C-S-H. It it is worth noting that the methods described herein were extensively employed

to describe the aqueous interface of a wide range of common ionic minerals such as calcium carbonate [27–70

35], calcium sulfate [36, 37] and olivines [38, 39]. Moreover, most of the scientific publications on atomistic

simulations of clinker phases regarding reactivity and hydration focus on C3S and C2S and only very few

studies were reported on C4AF and C3A. This is why our review mainly focus on calcium silicate phases.

2. Reactivity of anhydrous clinker phases

2.1. Calcium silicate phases and their polymorphs75

PC clinker has two calcium silicates phases: tricalcium silicate C3S and dicalcium silicate C2S. Their

reactivity vary with the type and content of impurities. The higher reactivity of C3S compared to C2S

is at the cost of a larger energy expense during manufacturing: the formation of β-C2S from lime and

quartz occurs at 963 K [39], and its reaction with lime at 1430 ◦C produces C3S [40]. Investigations of

phase transitions of pure C3S up to 1100 ◦C revealed three triclinic, two monoclinic and one rhombohedral80
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polymorphs [41]:

T1
620 ◦C←−−−→ T2

920 ◦C←−−−→ T3
980 ◦C←−−−→ M1

990 ◦C←−−−→ M2
1070 ◦C←−−−−→ R

In impure C3S, the monoclinic M3 polymorph stabilizes [42]:

M1
990 ◦C←−−−→ M2

1060 ◦C←−−−−→ M3
1070 ◦C←−−−−→ R

While C2S (Ca2SiO4) only contains orthosilicates anions SiO4
4– and Ca2+, C3S (Ca3SiO5) also contains

O2– anions. It is worth to note that the current chemical abbreviations for cement phases are based on oxide

compositions and do not depict their actual chemical constitution. Furthermore, according to the Interna-85

tional Union of Pure and Applied Chemistry (IUPAC) nomenclature, Ca3SiO5 should be named tricalcium

oxy silicate to account for its additional oxide anion compared to dicalcium silicate Ca2SiO4 [43]. Alite

polymorphs mainly differ in the orientation of the silicate tetrahedrons, which may affect the coordination

numbers of Ca and O atoms [41] and their hydration properties [44, 45]. Pure C3S crystallizes in T1 at

room temperature [40], M1 and M3 are yet the most common forms of C3S in industrial PC [46, 47]. Phase90

constitution experiments revealed that M3-C3S stabilizes with increasing MgO contents, while increasing the

SO3 content favour the stabilization of M1-C3S [46, 47]. A recent investigation has demonstrated that the

M1 content and compressive strength of alite paste can be optimized by controlling the SO3/MgO ratio [45].

The M3 polymorph was extensively used as a model for atomistic simulations. However, the M1 polymorph

crystal structure is still under evaluation since the results from high resolution synchrotron radiation [48],95

high temperature X-ray powder diffraction (XRD) [40], and transmission electron microscope (TEM) [45]

for it are still needed to be synergistic.

C2S exhibits four polymorphs on heating and five on cooling with the formation of the β polymorph,

especially in the presence of impurities:

γ
780–860 ◦C−−−−−−−→ α′L

1160 ◦C←−−−−→ α′H
1425 ◦C←−−−−→ α

γ
<500 ◦C←−−−−− β 690 ◦C−−−−−−−⇀↽−−−−−−−

630–680 ◦C
α′L

1160 ◦C←−−−−→ α′H
1425 ◦C←−−−−→ α

The γ polymorph is structurally similar to olivine and is known to be less hydrophilic than β-C2S. The

interest in belite-rich sulfoaluminate cement is growing by reason of the lower energy consumption and the100

multiple sources of raw materials needed for its production, including industrial solid wastes [49–52]. Belite

cements are also an alternative low heat cement with good durability properties. However, the activation

of belite is crucial for the early-age strength development [53]. Such activation is generally obtained by

annealing α-C2S at low temperatures [54]. Furthermore, a recent investigation of β and α′H -C2S hydration

products by scanning transmission X-ray microscopy revealed a higher hydraulic reactivity of the α′H poly-105

morph [55].
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Apart from their lattice parameters and the symmetries of their crystal structures, the main difference

between belite and alite is that the latter contains isolated oxide ions. First-principles calculations have

shown that the higher reactivity of alite when compared to belite is due to the higher charge density110

localization of the valence band maximum around its isolated oxide ions [56, 57]. This opens a door to more

investigation on the electronic structures and to the prediction of reactive sites of different alite and belite

polymorphs.

2.2. Reactive sites prediction and impurity effect

Here are some definitions to facilitate the reader’s comprehension:115

• The density of states (DOS) is a probability density function that describes the number of states that

can be occupied for at each energy level.

• The partial or projected density of states (PDOS) is the projection of the DOS on a specific orbital

and describes the contribution of each orbital to the DOS.

• The local density of states (LDOS) is the spatial distribution of the DOS for a given energy level.120

• The Fermi level is defined theoretically as the highest energy level occupied at 0 K.

• The valence band maximum (VBM) and conduction band minium (CBM) are defined by the band

theory as the closest energy levels below and above the Fermi level respectively. The frontier molecular

orbital theory defined the molecular orbitals corresponding to the VBM and CBM as HOMO and

LUMO respectively.125

Predictions of reactive sites are mostly carried out in bulk crystals by DFT calculations and assessment

of the LDOS and PDOS of the VBM and CBM. The PDOS allows to identify the VBM and CBM, which

corresponds to the atoms and orbitals the most likely to lose or withdraw electrons. The concept of Fukui

function is a widely used local reactivity descriptor that describes the variation in electron density due to

small changes in the number of electrons. Based on the frontier orbital theory, the Fukui function for the130

addition of an electron can be approximated to the electron density of the LUMO/CBM. Conversely, the

Fukui function for the subtraction of an electron is approximated to the electron density of the HOMO/VBM

[58, 59]. Therefore, the regions more susceptible to a nucleophilic attack are depicted by the LDOS of the

CBM, while the regions more susceptible to an electrophilic are indicated by the LDOS of the VBM.

135

There is a significant difference between C3S and C2S regarding the distribution of the LDOS of the VBM

that is localized around Oi atoms (isolated oxide anions) in C3S and around Oc (oxygen atoms covalently

bonded in orthosilicate anions SiO4
4– ) in C2S (see Fig. 1). The depicted regions are therefore likely to lose
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electron upon electrophilic attack and the fact that Oi atoms are loosely bound to the system suggests that

they would react easier than Oc, thus explaining the higher reactivity of C3S [56]. The oxygen atoms that140

would be the most likely to react upon electrophilic attack were also detected from the LDOS of the VBM

in α′, γ and β-C2S [60]. In partial density of p-states of these oxygen sites, the gap between the peak of the

highest occupied state and the Fermi level was smaller by 0.31 eV in β-C2S than in γ-C2S. Furthermore, a

relationship was reported between lower stability and reactivity in belite polymorphs [61, 62]. In particular,

the average Ca-Ca distance in the β and polymorph α′ were ∼0.1–0.25 Å shorter than for γ-C2S, making145

their structures less stable. Lower average distances between cations may indicate a larger repulsion and

enhance the dissolution upon contact with water [61, 62]. Furthermore, non-bonding electrons dispersed

on the p-orbitals of Oi and Oc in C3S and C2S were also determined and quantified by the integration of

partial density of states at specified energy levels, stating that there are more non-bonding electrons in the

M1-C3S (α′L-C2S) than in M3-C3S (β-C2S), and that there is no non-bonding electron in the γ-C2S [63].150

Figure 1: LDOS of the VBM and the CBM for (a), (b) M3-C3S, and (c), (d) β-C2S. Green, yellow, and red spheres represent

Ca, Si, and O atoms, respectively. Reprinted with permission from [56]. Copyright 2012 American Chemical Society.

As for C3A, a DFT investigation reported that its reactivity originates from O-2p, Ca-3p, Ca-3s and Al-

3p orbitals, and that the LDOS of the VBM and the CBM are localized in the vicinity of oxygen atoms and

calcium atoms respectively [64, 65]. Such areas between calcium atoms are reactive to nucleophilic attacks

and preferential adsorption sites for sulfate ions, which are highly nucleophilic [65, 66]. The occupation of155

these sites by sulfate ions could hinder the dissolution of C3A and explain the retardation of PC hydration

in the presence of gypsum [65–67]. DFT calculations on brownmillerite, the major constituent of C4AF,

reported that the LDOS of the VBM is localized at the vicinity of oxygen atoms, while the LDOS of the CBM

is mainly localized on Fe atoms [68, 69]. These studies suggested that oxygen atoms in the Fe octahedral
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plane would be the most likely to suffer electrophilic attack [68, 69].160

It is well known that impurities affect the reactivity of clinker [40], Mg, Al or Fe being the most common

in calcium silicate phases. Controlling the reactivity of clinker phases is of special interest for the cement

industry. In particular, increasing the reactivity of belite could enable the design of new cement types, with

lower carbon and energy footprints [56, 70]. In alite, Mg2+ substitution is predominant, and Al3+ and Fe3+

are secondary, whereas that trend is reversed for belite [40, 70]. Several studies provided a reactivity analysis165

of cement phases from classical FF and/or DFT calculations on bulk crystals by assessing the influence of

minor and major impurities on the lattice energy, the LDOS of VBM and CBM, the total and partial density

of states, the charge localization and the number of non-bonding electrons on oxide ions [56, 63, 70–72]. In

some of these studies, substitutions of Ca2+ by Mg2+ did not affect considerably the LDOS of the VBM

and CBM, whereas substitutions of Ca2+ + Si4+ for 2 Al3+ or 2 Fe3+ had considerable effect on it [56, 70].170

The stronger charge localization of Al-doped systems compared to Mg-doped system induced more reactive

region for nucleophilic attack but decreased the spread of the LDOS of the VBM and CBM [56, 71]. These

two contrary effects could explain conflicting experimental results [73–75]. For Fe-doped C2S and C3S, a

metallic-like band structure was observed with a strong charge localization on the impurity, thus reducing

drastically the number of reactive regions [56, 71]. All these studies agreed on the fact that Fe impurities in175

C3S would depressed reactivity [56, 63, 70, 72]. In addition to the lattice energy, the enthalpy of formation

of pure and impure phases provided information on the stability of doped phases. For belite and M3-C3S,

computed lattice energies increased (in absolute value) with the incorporation of Mg2+, suggesting more

stable phases, but decreased with the incorporation of Al3+ and Fe3+ [70]. For T1-C3S, the lattice energy

and enthalpy of formation decreased with incorporations of Mg, Al and Fe, indicating a lower stability of180

doped phases [72]. In all cases, the lattice energy and enthalpy of formation varied in a linear fashion with

the impurity content [70, 72]. Furthermore, a systematic investigation on the defect formation of several

dopants pointed out the influence of the ionic size mismatch between the dopant and the substituted ion on

the destabilization of the β-C2S structure [76].

185

Other metals coming from refuse-derived fuel and secondary raw materials can incorporate during the

clinkering process. Based on DFT calculations, the stability and reactivity variation arising from Mn and

Zn impurities in clinker phases were assessed using similar methods [77, 78]. While the incorporation of Zn

reduced dramatically the number of reactive sites in C3S and C3A, it may promote the reactivity of C4AF

[78]. The defect formation energies indicated that the substitution of Mn or Zn for Fe in C4AF was the190

most favorable [78, 79]. This is in agreement with experimental observations of reduced amounts of C3A in

Zn-doped clinkers, suggesting that substituted Fe may react with C3A to form C4AF [79, 80].
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2.3. Surface energy and Wulff shape

By definition, the surface energy is the excess energy associated with a surface [81]. The energy needed

to split a crystal along a specific plane is referred to as cleavage energy. It is therefore the average of the195

energies of the two surfaces of a crystal slab model. A practical way to simulate a surface model consists

in creating a box with three-dimensional periodicity, composed by a slab in contact with a vacuum gap.

The thickness must be sufficient so that the properties of the center of the slab converge to those of the

bulk, and the vacuum region needs to be large enough such that the surfaces do not interact through the

boundaries. The cleavage energy is commonly computed as the difference between the slab and the bulk200

energies, divided by the generated surface area:

Ecleav =
Eslab − Ebulk

2A
(1)

where Eslab and Ebulk are respectively the energies of the slab system and the bulk system, with the same

stoichiometry and number of atoms, and A is the surface area of one side of the slab. The bulk energy is

typically computed on a unit cell or a supercell. Another way mostly used in MD simulations to compute the

cleavage energy is to subtract the energies of a unified slab and a cleaved slab, using the following equation:205

Ecleav =
Ecleaved − Eunified

2A
(2)

When the surfaces on both sides of the slab are symmetrically equivalent, the surface energy is equal

to the cleavage energy. However, most minerals do not fulfill this condition for all Miller indices. Among

various existing methods to compute the surface energy, Manzano et al. [82] suggested to divide the slab in

contact with a vacuum into two atomic groups. Both groups have one side exposed to the vacuum region210

and the other in contact with the other group. The surface energy of each side of the slab can be computed

as follow:

Esurf =
Eslab − Ebulk

A
(3)

A particular attention is needed on the atomistic model to employ for surface energy calculations, and

especially regarding the distribution of ionic species on each surfaces [81, 83]. Tasker classified the surfaces

of ionic crystals into three types [81]:215

• type 1: surfaces consisting of coplanar cations and anions, resulting in a zero dipole moment

• type 2: surfaces consisting of a stacking of cationic and anionic layers, where the combination of layers

hence leads to a zero dipole moment

• type 3: surfaces for which the stacking sequence of charged layers leads to a non-zero dipole moment.

Such surfaces cannot be stable without a reconstruction involving the displacement of ions from one220

side to the other or by adsorption of additional charge
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One should note that calculations on asymmetrical, non-reconstructed Tasker’s type 3 surfaces are not in

accordance with the classical electrostatic criteria [81, 84] and could lead to unrealistic charge distribution

when performed by DFT or reactive force field.

225

Surface growth or formation are based on free energy minimization [85]. The undercoordination of

superficial atoms results in rearrangements and changes in electronic structure. Dangling bonds on surfaces

tend to localize the electronic charge and are susceptible to suffer chemical attack from adsorbates [82, 86].

In general, high surface energies are associated with unstable surfaces with low coordination number of

superficial atoms. Such surfaces would create strong bonds with external species to minimize their energy230

[82]. However, the different bonding nature of superficial monoatomic ions in β-C2S and M3-C3S compared

to the bulk resulted in a reversed trend in a DFT investigation where coordination numbers of Ca2+ and O2–

ions were inversely proportional to the surface energy [87]. The lowest surface energies of pristine C3S, C2S

and C3A computed in each direction are reported Table 1. Since multiple cutting planes can be considered

to build surface models in each direction, surface energies of M1 and M3-C3S for different shift are also235

reported in Table 2. Despite a significant variability between data from different studies for specific planes,

the overall range of surface energies are consistent. Unexpectedly, lower surface energies were obtained for

β-C2S than for γ-C2S despite the former is known to be more reactive to water [39]. Furthermore, the effect

of impurities on the surface energy of the T1-C3S(100) plane was investigated and resulted in 0.9% and 2.5%

decreases for Al and Mg substitutions respectively, while Fe doping induced a significant reduction of 7.9%240

[88]. Discrepancies between the data may arise from two different sources. The first one is the construction

of the surface model with regard to the sizes of the slab and the vacuum, as well as the arrangements

of superficial atoms – a particular attention is needed for reconstructed surfaces. The second source of

discrepancy are the computational methods and parameters employed – i.e. empirical force field for MD,

and exchange-correlation functional, basis functions and k-point sampling for DFT calculations. For the245

sake of reliability, it should be interesting to repeat calculations, verifying the convergence of surface energy

for every plane and giving particular attention to the construction of Tasker’s type 3 surface planes.

While cubic and orthorhombic forms of impure C3A are commonly present in industrial PC, pure C3A

only exists as a cubic crystal made of Al6O18 rings and calcium ions [40]. Because of its high symmetry,

its (100), (010), (100), (200), (020) and (002) cleavage planes are equivalent, and also resulted in the lowest250

energy [99]. From MD simulations with IFF parameters for C3A, values of 1.26 J/m2 and 1.21 J/m2 were

calculated at 298 K and 363 K [99]. The latter corresponds to the typical temperature employed for clinker

grinding. At 298 K, the system recovered about 70% of its initial energy after agglomeration, and 40%

for superficially hydrated surfaces [99]. In comparison, a cleavage energy of 1.34 J/m2 was reported for

the (010), Ca-rich plane of M3-C3S, and recovered only 35% and 20% upon agglomeration of the dry and255

superficially hydrated surfaces, respectively [83]. In addition, these simulations provide insightful results on
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Phase Method
Surface energy (J m−2)

Ref.
(100) (010) (001) (110) (101) (011) (111)

M3-C3S [89] DFT, PAW, PBE 1.38 1.09 1.19 0.98 1.25 1.14 0.96 [87]

M3-C3S [89] EM, ReaxFF 1.46 1.64 1.31 1.58 1.31 1.34 1.31 [82]

M3-C3S [90] MD∗, IFF 1.40(4) 1.32(3) 1.33(3) – 1.38(4) – – [83]

M3-C3S [90] MD∗, IFF 1.14(3) 1.31(4) 1.22(4) 1.36(5) 1.37(3) 1.34(5) 1.24(4) [91, 92]

M1-C3S [93] MD∗, IFF 1.04(4) 1.41(4) 1.20(4) 1.45(4) 1.51(3) 1.17(4) 1.43(3) [92]

T1-C3S [94] DFT, PAW, PBE 1.17 1.23 1.22 1.28 1.50 1.15 1.20 [88]

β-C2S [95] DFT, PAW, PBE 0.67 0.78 0.8 0.98 0.95 0.83 0.95 [87]

β-C2S [62] DFT, PW, PBE 0.85 1.00 1.05 1.37 0.76 1.03 1.20 [39]

γ-C2S [96] DFT, PW, PBE 1.72 1.13 1.87 2.25 1.47 1.42 1.52 [39]

γ-C2S [97] DFT, PW, PBE+D2 – 1.27 – – – – – [38]

C3A [98] MD, IFF 1.26 – – – – – – [99]

Table 1: Lowest surface energy computed in each direction for C2S, C3S and C3A. ∗Series of temperature gradients on

superficial ions were applied to reach more energetically favorable configurations. EM: Energy minimization. PW: Plane-

wave basis sets. PAW: Projector augmented-wave method [100]. PBE: Perdew, Burke and Ernzerhof generalized gradient

approximation (GGA) functional for the exchange-correlation energy [101]. D2: Grimme D2 correction for van der Waals

interaction [102].

the effect of different molecules employed as dispersant in the clinker grinding process [83, 99].

The Wulff construction is based on the free energy minimization of surfaces and provides theoretical

representation of crystal shapes. Several representation of M3-C3S were proposed in the literature based on260

surface and cleavage energy calculations [39, 82, 83, 87, 92] (see Fig. 2). More sharped edges of C3S compared

to C2S, also observed on micrographs [103], were obtained from DFT calculations [87]. Furthermore, MD

calculations with IFF resulted in a rounder shape for the M1 polymorph than for M3-C3S [92]. Although

thicker, the shape obtained for M1-C3S was similar to the equilibrium form proposed by Maki [47]. One

should note that to provide a complete theoretical crystal, surface energies must be calculated for every265

possible cleavage plane. Furthermore, the Gibbs free minimization implies that surfaces with larger energies,

presumably more reactive, have smaller area. Such surfaces might dissolve faster upon contact with water

resulting in rounder crystal shapes and more homogeneous surfaces with equivalent dissolution kinetics.

This means that surface energy could only indicates the tendency of a surface to react over very short

timescale. Indeed, a reactive MD investigation demonstrated that the topological evolution of the surface270

during hydration resulted in similar water dissociation profiles after a few hundred picoseconds [82].
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M1-C3S [93]

Miller index Shift∗ Surface energy (J m−2) [92]

(100) 0.0774 1.09(4)

(100) 0.25125 1.19(4)

(100) 0.3662 1.46(4)

(100) 0.4746 1.38(4)

(100) 0.586 1.04(4)

(100) 0.731 1.28(4)

(100) 0.932 1.16(4)

(100) 0.9658 1.18(4)

(010) – 1.41(4)

(040) – 1.76(3)

(003) – 1.20(3)

(004) – 1.49(4)

(008) – 1.20(4)

(110) 0.01565 1.45(4)

(101) 0.02075 1.51(3)

(011) 0.02725 1.17(4)

(111) 0.76475 1.43(3)

M3-C3S [90]

Miller index Shift∗
Surface energy (J m−2)

[91, 92] [83]

(100) – 1.39(3) 1.53(6)

(300) – 1.14(3) 1.59(3)

(800) – 1.17(3) 1.40(4)

(010) – 1.55(4) 1.33(4)

(040) – 1.31(4) 1.32(3)

(001) – 1.38(4) 1.33(3)

(002) – 1.45(4) 1.35(4)

(003) – 1.31(4) 1.33(3)

(00-3) – 1.33(4) 1.33(3)

(008) – 1.22(4) 1.44(3)

(00-8) – 1.22(4) 1.44(3)

(110) 0.44095 1.36(5) –

(101) 0.28285 1.37(3) –

(011) 0.26085 1.34(5) –

(111) 0.4364 1.24(4) –

(-10 0 3) – – 1.38(4)

Table 2: Surface energies of M1 and M3 C3S computed for multiple planes in different direction. ∗Distance of the plane from

the origin in lattice-plane spacing units.

3. Anhydrous clinker phases/water interfaces

3.1. Adsorption of single and a few water molecules at 0 K

Reactive sites of surfaces can be identified by simulating the adsorption of a single water molecule at

different locations, finding the minimum energy configuration and calculating the adsorption energy. To275

ensure that the minimum energy configuration is reached, the initial distance of the water molecule should

be optimized and several initial orientations should be simulated [39, 82]. DFT and reactive FF can describe

reactions and thus the dissociation of water molecules on surfaces. Simulations with ReaxFF pointed out a

lack of correlation between surface energies and average adsorption energies for various surfaces of M3-C3S

[82]. Likewise, no correlation was found between surfaces energies and the percentage of area where water280

dissociation occurs. These observations indicate that surface energy is insufficient to conclude on the reac-

tivity and that simulations of the adsorption of water molecules could provide more meaningful information.
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Figure 2: Wulff shapes of a) M1-C3S and M3-C3S [92], b) M3-C3S and β-C2S [87], c) M3-C3S [82] d) M3-C3S and β-C2S [39],

e) T1-C3S [88], f) β-C2S [86] (computed in [39]). The color scales indicate the surface or cleavage energy.

DFT investigations were carried out to depict the adsorption of single water molecules on M3-C3S

surfaces [104–106]. In general, adsorption energies are larger (in absolute value) for dissociative adsorption285

than for molecular adsorption, suggesting a higher probability for the former to occur. Moreover, dissociative

adsorption is – as expected – favoured by a closer initial distance between the water molecule and oxide

anions. Although dissociative adsorption was also observed on oxygen atoms in orthosilicate ions. Indeed,

Zhang et al. reported that the LDOS of the VBM, which is exclusively localized around Oi atoms in the

bulk crystal, was also localized around Oc atoms on surfaces containing silicates, making them vulnerable290

to electrophilic attacks [104] (see Fig. 3). On a (111) surface, the same authors reported a decrease in

adsorption energy with the number of adsorbed water molecules, due to the formation of H-bonds between
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them [105]. The influence of Ca to Mg substitution on the water adsorption on M3-C3S and β-C2S was

also investigated [107]. For almost all the investigated surfaces, the formation energy of Mg impurities was

energetically unfavorable and did not affect significantly the frequency of water dissociation.295

Figure 3: LDOS of the VBM a) bulk unit cell and b) (100) surface of M3-C3S. Color code for atoms: Ca in green, O in red,

Si in yellow.

DFT calculations by Wang et al. resulted in smaller cleavage energies for β-C2S than for γ-C2S [39] (see

Table 1). This may be a counterintuitive result since high-energy surfaces reveal instability and could be an

indicator of reactivity. Nonetheless, adsorption simulations of single water molecule with ReaxFF indicated

that despite higher adsorption energies, less reaction sites were found on γ-C2S than on β-C2S surfaces

[39]. The adsorption energies on γ-C2S surfaces were in excellent agreement with previous DFT calculations300

[38]. Moreover, simulations of C2S surfaces in contact with a water film showed that less water dissociation

occurs on the γ-C2S(010) than on the β-C2S(100) surface and that the reaction rate slow down earlier for

the former. The authors suggested that the larger reactivity of β-C2S compared to the γ polymorph may

be due to its lower symmetry [39]. Simulations of water adsorption on different β-C2S surfaces suggest a

dual interaction of water with a C2S surface including a nucleophilic interaction of the water oxygen lone305

pair with surface calcium atoms and an electrophilic interaction (hydrogen bond) of one water hydrogen

with surface oxygen atoms [86]. A similar interaction pattern was reported for a water-C3S interface [108].

However, no correlation was found between the electronic structure and the adsorption energies [86]. As

reported for M3-C3S, DFT calculations on the β-C2S (100) surface resulted in higher energies for dissociative

adsorption than for molecular adsorption [109].310

3.2. Interface with water film and surface protonation

Adsorption simulations of single water molecule by DFT or reactive FF may indicate the most reactive

sites. However, this method presents several limitations: 1) energy minimization methods does not account

for thermal fluctuations, which is an important factor for proton exchange in bulk water, and between water

and a solid surface [108]. 2) interactions between water molecules which affect the adsorption energy are315

not considered. 3) the properties of bulk and interfacial water molecules cannot be described.
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Classical MD simulations are suitable to study solid/liquid interfaces where the hydrogen bond (HB)

network is responsible for the structural and dynamical behaviour of water. Analysis of trajectories can

provide for example: atomic density profiles perpendicularly to a surface, preferential orientation and diffu-320

sion coefficient of water molecules as a function of the distance from the surface, or the lifetime of different

HB. Classical MD cannot simulate reactive events but may give information on the probability of water

dissociation and protonation at a specific site based on the lifetime of HB [91]. However, only reactive or

ab initio MD (AIMD) are able to describe properly the evolution of the protonation states of a surface over

time [82, 88, 108]. AIMD has a high level of theory because interatomic forces are calculated by quantum325

mechanics at each time step (for Born-Oppenheimer MD). The computational cost is much greater than for

classical MD and the typical simulation time is about a few tenth of picoseconds. Conversely, reactive FF

such as ReaxFF are less computationally expensive but require an optimization of specific parameters for

the system under study.

330

At the vicinity of a solid surface, water molecules are found in a particular arrangement known as HB

network, which is influenced by the substrate structure, composition, and charge distribution [110]. AIMD

simulations of the M3-C3S(010)/water interface pointed out a three-layered water structure within ∼5–6 Å

(see Fig. 4), where two regions coexist: one calcium-rich, and the other silicate-rich [108]. Interestingly, wa-

ter molecules of the first layer (at <2 Å from the surface) adopted two preferential orientation corresponding335

to these two regions. In the calcium-rich region, water molecules formed a bond between their oxygen atom

and calcium cations. This resulted in an angle θ between their dipole moment and the outward-pointing

normal to the surface of 120 to 160◦. In the other region, water molecules formed two HB with orthosilicate

ions SiO4
4– (θ from 20 to 50◦). In the silicate-rich region, some water molecules also arranged with their

dipole moment parallel to the surface (θ ∼ 90◦). This configuration corresponds to water molecules forming340

one HB with SiO4
4– . All these configurations were also reported in DFT simulation of water adsorption

on olivine surfaces [38]. One should note that since the configuration of water molecules in the first layer is

directly dependent of the surface topology, the construction of the atomistic model plays an important role

in the result. Furthermore, the HB network is likely to evolve with increasing water coverage, which should

be high enough to reproduce properly the behaviour of an interface with mixing water.345

The parametrization of a Ca/Si/O/H set for ReaxFF made possible the simulation of M3-C3S/water

interfaces for multiple surfaces [82]. The systems were simulated for 2 ns and most of the water dissociation

occurred during the first 0.3 ns. After this first hydration step, the reaction rate decreased and a deceler-

ated regime was reached. With the same FF, similar results were reported for T1-C3S surfaces doped with350

Mg, Al and Fe [88]. Manzano et al. reported a tesselation process on the (001)M3-C3S surface, where the

hydration stabilizes after the initial protonation of the surface [82]. For the other surfaces, a proton hopping
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Figure 4: Snapshot and atomic density of a water film on a M3-C3S (010) surface. Color code for atoms: Ca in green, O in

red, Si in yellow, H in white. Adapted from [108].

mechanism from a superficial hydroxide to inner oxygen atoms was reported and depicted in Fig. 5. The

diffusion of protons inside the bulk induced a desorption of calcium atoms and a rearrangement of silicate

tetrahedrons, which may lead to their oligomerization. It was also pointed out that the surface energy only355

influenced the reaction rate during the first hydration step, after which the water dissociation evolved at

the same rate for every plane (except (100)) due to the loss of crystallinity [82]. Such observation also

strengthens the idea that surface energy itself cannot provide enough information on reactivity.

(a) (b) (c) (d)

Figure 5: Snapshot of the proton hopping mechanism on a M3-C3S (010) surface a) a water molecule dissociate and protonate

an oxide ion on the surface. b) the superficial hydroxide ion rotates due to the thermal vibration. c) a water molecule forms

a HB with of the hydroxide ion. d) a proton hopping occurs from the water molecule to the hydroxide ion, and from the

hydroxide ion to an inner oxygen atom. Color code for atoms: Ca in green, H in white, O in red (except Oc atoms), Si atoms

and silicate tetrahedrons are in blue. Reprinted with permission from [82]. Copyright 2015 American Chemical Society.
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Recently, an AIMD simulation on a (010), calcium rich M3-C3S surface was compared with a ReaxFF360

simulation during 18 ps. Three type of hydroxyl groups were considered: hydroxyls in silanol H-Oc, hydrox-

yls formed on oxide ions H-Oi, and hydroxyls resulting from water dissociation H-Odw. The evolution of the

different hydroxyl groups showed a very good agreement between the AIMD and the ReaxFF simulation.

However, in the AIMD simulation, a fluctuation of the number of H-Oc and H-Odw groups was observed as a

consequence of back and forth proton transfer (PT) in contrast with ReaxFF simulations where the number365

of hydroxyl groups stabilized very quickly within the simulation time [108]. In both simulations, and as ex-

pected, hydroxides formed on oxide ions were very stable and did not involve PT after the first protonation.

However, only Oi at specific sites were protonated, while the protonation at other sites was hindered by

calcium cations. The free energy was calculated for PT between water molecules and orthosilicate ions, and

between water molecules and superficial hydroxides formed upon water dissociation. Analysis of free energy370

maps pointed out the instability of silanol groups over the simulation time that may be too short to repro-

duce the preponderance of protonated silicates at the surface of C3S, revealed by NMR measurements [111].

Likewise, the molecular form of water on the surface was found to be more stable than hydroxides. This

result seems contradictory with DFT investigation on the adsorption of single water molecules, suggesting

a higher probability of dissociative adsorption [104]. Such discrepancy has two explanations: the difference375

in the number of water molecules used in both models, thus including interactions amongst them, and the

consideration of thermal fluctuations in the AIMD simulation against a static representation in the DFT

studies. This point out the relevance of a model with a water film simulated at finite temperature, thus de-

scribing the fluctuation of the HB network which plays a key role in PT [108, 112]. Another important result

from this study is that the typical lifetime of PT between water and Oc and between water and Odw was380

∼ 20 fs. Interconversion events between Eigen and Zundel ions in bulk water were measured experimentally

on the same timescale (< 100 fs) [113]. Similar lifetime was obtained for PT at water/ZnO interface [112].

This suggests that the PT frequency on a C3S surface at the very early stage of the hydration is controlled

by the PT that occurs in bulk water.

385

The hydration process can be seen as a sequence of system states at different time. Applying this

reasoning, Pustovgar et. al proposed parameters for IFF to model the hydration of a C3S surface [114]

incrementally. The proposed protonation states were related to the pK of silicic acid and to the pH. Based

on this model, the influence of NaAlO2 and the hindering of C3S hydration by aluminate was investigated.

MD simulations suggested that adsorption of aluminate ions occurs only for pH < 13. However, covalent390

bonds that should be formed in silicate-aluminate complexes were not detected by NMR [114]. The same

hydration model was employed to assess the behaviour of water at the interface with a (010) surface of M3-

C3S for different hydration degree [91] (see Fig. 6). Before any protonation occurs, some water molecules

in contact with the surface formed two strong HB with Oi and Oc. These water molecules kept fixed to the
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surface and constituted a base for the structured HB network depicted in atomic density profiles [91]. With395

increasing protonation degree, this network decayed and the rotational and translational motion of water

molecules increased. The same strong interaction and reduced mobility of water molecules at the vicinity

of an anhydrous C3S surface were reported using ClayFF [115]. In the presence of sodium and sulfate ions,

the authors observed the formation of a ionic layer inhibiting the dissolution. Another study pointed out

the effect of surface dissimilarity on the structural and dynamic properties was pointed out for water films400

confined between C3S-C3S, C2S-C2S and C3S-C2S anhydrous surfaces [116].

O2- + SiO4
4- 2HO- + SiO44- 3HO- + HSiO4

3-

+H2O

4HO- + H2SiO4
2- 5HO- + H3SiO4

-

+H2O

+H2O +H2O

Figure 6: Relaxed surface for different hydration degree of a M3-C3S (010) surface [91], applying the hydration model proposed

by Pustovgar et al. [114]. Color code for atoms: Ca in green, O in red, Si in yellow, H in white.

It is not straightforward to make a link between water/clinker phases simulations at the atomic scale

and hydration curves from calorimetry measurements. Classical MD simulations can only describe the

arrangement of water molecules on the surface and the lifetime of bonds, which may indicate what reactions

should occur at first. Reactive MD can describe the triggering and mechanisms of the very early hydration. In405

both cases, the principal limitation is the timescale. It is known that due to the humidity of the environment,

C3S experience a superficial hydration even before the addition of water leading to a decrease in surface

energy [5, 117]. As a consequence, a delayed hydration for samples of clinker phases exposed to controlled

humidity was reported from calorimetry and X-ray photoelectron spectroscopy (XPS) measurements [118].

NMR measurements can provide insights on the kinetics of silicate polymerization which occurs during410

the acceleration and deceleration periods [111]. 29Si and 1H{29Si} cross-polarization magic-angle-spinning

NMR measurements also revealed the presence of hydroxylated silicate monomers even before contact with

bulk water [111]. To this end, the above mentioned new version of the IFF parameters for C3S, taking

into account the hydroxylation of superficial silicates, was developed [114]. However, negligible silicate

polymerization was reported in C3S in contact with atmospheric moisture [111]. Nonetheless, XPS analysis415

of thin films of clinker phases prepared by electron beam evaporation and hydrated under saturated water
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vapor pressure evidenced a shift to higher binding energies on Si-2p photoelectron spectra, related to silicate

polymerization [119–123]. Ambient pressure X-ray photoelectron spectroscopy (APXPS) allowed to quantify

the water coverage and composition of the hydration layer (number of oxide ions, oxygen in hydroxyls and

molecular water) based on the shift in binding energy of O-1s spectra with increasing vapor pressure [124].420

This method was employed for oxides such as MgO [125, 126], Al2O3 [127], CaO [126, 128] and SiO2 [129]

and α-Fe2O3 [130]. Such measurements require a particular effort for the preparation of samples and the

prevention from pre-hydration, carbonation and contaminants. Furthermore, the preparation of a specific

surface is feasible for metals and simple oxides but would be technically challenging for clinker phases. The

morphology of surface at the atomic scale can be assessed by atomic force microscopy (AFM) and scanning425

tunneling microscopy (STM). STM observations indicated a disorder of the CaO(001), hydroxylated surface

for a water coverage of about one monolayer [128]. Such disorder was also verified by reactive MD simulations

[24]. Moreover, the difference in hydration layer structure of dolomite, calcite and magnesite were outlined

by MD simulations, by extracting the water density along specific sites [131] or by explicitly modeling a

silicon AFM tip [132]. These simulations were found to be in remarkable agreement with experimental AFM430

measurements.

4. Limitations and perspectives

Previous studies clearly demonstrated that a lack of information arises from electronic structure assess-

ment of bulk crystals, thus justifying the need of surface modeling to identify the most reactive regions

[82, 104]. However, the surface energy itself has shown to be insufficient to conclude on reactivity [39, 82].435

The mapping of adsorption energy and dissociation points seems to be more appropriated but does not ac-

count for thermal fluctuation which induces topological changes, lowers energy barriers and enhances proton

mobility [39, 82, 86]. Among the different methods reviewed herein, MD simulations of water films in contact

with a surface may be the most appropriate method to account for the different mechanisms actually occur-

ring at solid/liquid interface [82, 108, 112]. A strong limitation of classical FF in comparison with reactive440

FF is their inability to describe bond forming and breaking, reducing the description to a specific chemical

environment for each atom type. Nonetheless, a classical description of C3S surfaces for different degree of

hydration was proposed, starting from the protonation of oxide ions before the incremental protonation of

silicates [83, 114]. However, an AIMD investigation revealed that the hydroxylation of superficial Oi atoms

depends on their position and may be hindered by the presence of calcium ions in its vicinity [108]. In this445

simulation, despite the lower pKa of silicic acid compared to hydroxide resulting in weaker H-Oc bonds than

H-Oi bonds, some Oc atoms were protonated before Oi atoms. The delocalization of reactive regions from

Oi in bulk C3S to Oc at C3S surfaces also strengthens this idea [104]. From a deterministic point of view,

the difference in protonation state at the very beginning of the hydration – even before contact with liquid
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water – may influence the rearrangement of superficial species and further hydration mechanisms. Reactive450

MD simulations successfully described the evolution of the hydration of surfaces over a few nanoseconds and

suggested that their dissimilarity influenced the hydration regime only during a few hundreds of picoseconds

[82, 88]. After the initial, rapid hydration step, the hydration rates of the different surfaces decreased and

homogenized because of the similar topologies of surfaces that have lost their crystalline arrangement [82].

A relevant question is: to what extent the surface structure and initial protonation state – related to the455

exposure to humidity – will influence the hydration mechanisms and kinetics at an experimentally observable

scale? Traditional MD is currently limited by the computational cost, making impossible the simulation of

hydration at this scale. However, some alternative methods could overcome this limitation.

A first solution consists in simulating systems at high temperature to increase the hydration reaction460

rate. The latter can be assessed by linear fitting of the number of reacted water molecules as a function

of time within the decelerated hydration step (after few hundreds of ps). Based on transition state theory

(TST), the Arrhenius equation relates the activation energy with the reaction rate as a function of the

temperature. Applying this relation, ReaxFF simulations of M3-C3S interfaces at temperatures between

800 and 1600 K resulted in activation energies between 25.7 kJ/mol and 39.1 kJ/mol for different surfaces465

[133]. In comparison, values of 13–26 kJ/mol and 49 kJ/mol were found far from, and close to equilibrium

respectively, by dissolution measurements in cell [7].

Kinetic Monte Carlo (KMC) is based on TST and, contrary to MD, do not aim to capture the entire

dynamical evolution of the system, but consider events – or transitions from one state to another – occurring470

with different probability over time. Since only specific events are considered, KMC simulations generally

require less computational power and can predict the evolution of a surface for longer hydration period.

A Kossel crystal or terrace ledge kink (TLK) model consists in a structure of elementary cubes attached

by their faces. A cube can have up to six nearest neighbors, which is the case in the bulk. The surface

is formed by cubes with five or less nearest neighbors and can contains dislocations (see Fig. 7a). Recent475

studies considering dissociation and precipitation rates on Kossel crystals reproduced the experimentally

observed sigmoidal dependence between the dissolution rate and the Gibbs free energy for several minerals

including alite (see Fig. 7b) [134, 135]. In a more recent study, the dissolution of alite under different hy-

drodynamic conditions was considered employing the same KMC coupled with Lattice Boltzmann models

to simulate a fluid flow and the transport of ions [136]. Moreover, off-lattice KMC simulations predicted480

the effect of screw dislocations on the mechanisms and rates of dissolution C3S [137]. The precipitation

of C-S-H nanoparticles on a substrate was also investigated with a similar method using parameters from

experiments and previous nanoscale modeling of C-S-H [138]. Substrates with favorable nucleation sites led

to precipitation rates in good agreement with the boundary nucleation and growth mechanism, also known
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as Cahn mechanism.485

ba

Figure 7: a) Topographic defects on a Kossel crystal surface. b) Simulated [134] (in black) and experimental [139] (in orange)

dissolution rate as a function of the Gibbs free energy for alite at 300 K.

The parallel tempering method consists in running several simulations at different temperatures and

performing swap moves between systems with adjacent temperatures [140]. At high temperature, more

states can be sampled, the probability for a rare event to occurs is thus greater than at lower temperature.

Swaps between systems allow low-temperature systems to escape local energy minima and to explore larger490

regions of the phase space. In recent studies, parallel tempering simulations of silicate in pure water and

NaOH solutions allowed to accelerate the gelation process by several orders of magnitude compared to MD

and showed good agreement with experimental measurements [141, 142]. To our knowledge, no parallel

tempering simulation of liquid/mineral interface has been reported so far.

495

5. Conclusions

In recent years, DFT calculations have improved our understanding on the origins of the reactivity of

the principal PC clinker phases based on their electronic structure. Additionally, several studies assessed

the enthalpy of formation of substitutional defects and their influence on the electronic structure in bulk

crystal. However, no pathway to a significant enhancement of reactivity induced by doping was provided.500

It was demonstrated that the electronic structure differs significantly from bulk crystals to surfaces, and

that the very early hydration is driven by the surface properties. However, a reactive MD study suggested

that such properties only affect the hydration kinetics during a first, rapid step after which the dissociation

of water molecules follows a slow regime that is very similar for different surfaces. Yet it is probable that

the topological features of the surface may impact the dissolution mechanisms at longer timescales. Several505

simulation methods that could solve the timescale issue were reviewed. In particular, KMC simulations
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provided insights on the mechanisms of precipitation of C-S-H nanoparticles on a substrate, and on the

dissolution of alite from a simplistic model as a Kossel crystal. This is a very promising method that can

consider dislocations and the formation of etch pits, whose nucleation, expansion and coalescence could drive

the dissolution rate of alite [4]. To go further in the description of dissolution mechanisms, more realistic510

crystal models that consider ions explicitly could be employed. To this end, dissociation energy barriers of

ions with different environments could be calculated from atomistic simulations. The hydration of Portland

cement involve many mechanisms of dissolution, diffusion and precipitation that are closely related. Towards

a more accurate description, a huge challenge remains in the implementation of models that could describe

these mechanisms concurrently.515
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