
HAL Id: hal-03555313
https://hal.science/hal-03555313

Submitted on 3 Feb 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

L-STAP: Learned Spatio-Temporal Adaptive Pooling for
Video Captioning

Danny Francis, Benoit Huet

To cite this version:
Danny Francis, Benoit Huet. L-STAP: Learned Spatio-Temporal Adaptive Pooling for Video Cap-
tioning. AI4TV 2019, 1st International Workshop on AI for Smart TV Content Production, Access
and Delivery, Oct 2019, Nice, France. pp.33-41, �10.1145/3347449.3357484�. �hal-03555313�

https://hal.science/hal-03555313
https://hal.archives-ouvertes.fr


L-STAP: Learned Spatio-Temporal Adaptive Pooling
for Video Captioning

Danny Francis
danny.francis@eurecom.fr

EURECOM
Biot, France

Benoit Huet
benoit.huet@eurecom.fr

EURECOM
Biot, France

ABSTRACT
Automatic video captioning can be used to enrich TV programs
with textual informations on scenes. These informations can be
useful for visually impaired people, but can also be used to enhance
indexing and research of TV records. Video captioning can be seen
as being more challenging than image captioning. In both cases,
we have to tackle a challenging task where a visual object has to
be analyzed, and translated into a textual description in natural
language. However, analyzing videos requires not only to parse
still images, but also to draw correspondences through time. Re-
cent works in video captioning have intended to deal with these
issues by separating spatial and temporal analysis of videos. In this
paper, we propose a Learned Spatio-Temporal Adaptive Pooling (L-
STAP) method that combines spatial and temporal analysis. More
specifically, we first process a video frame-by-frame through a Con-
volutional Neural Network. Then, instead of applying an average
pooling operation to reduce dimensionality, we apply our L-STAP,
which attends to specific regions in a given frame based on what
appeared in previous frames. Experiments on MSVD and MSR-VTT
datasets show that our method outperforms state-of-the-art meth-
ods on the video captioning task in terms of several evaluation
metrics.

CCS CONCEPTS
• Information systems→Content analysis and feature selec-
tion; • Computing methodologies → Natural language gen-
eration; • Applied computing → Annotation.
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1 INTRODUCTION
Automatic video captioning can be used to enrich TV programswith
textual informations on scenes. These informations can be useful for
visually impaired people, but can also be used to enhance indexing
and research of TV records. The video captioning task consists in
automatically generating short textual descriptions for videos. It is
a challenging multimedia task as it requires to grasp all information
contained in a video, such as objects, persons, context, actions,
location, and to translate this information into text. This task can
be compared to a translation task: except instead of translating a
sequence of words in a source language into a sequence of words
in a target language, the aim is to translate a sequence of frames
into a sequence of words. Therefore, most of recent works in video
captioning rely on the encoder-decoder framework proposed in [25],
initially for text translation. In video captioning, the encoder aims at
deriving a video representation. Recent advances in deep learning
have shown to fit very well to that task. In particular, Convolutional
Neural Networks (CNNs) have proved to give excellent results
in producing highly descriptive image representations or video
representations. The decoder part aims at generating a sentence
based on the representation produced by the encoder. Long Short-
Term Units (LSTMs) [12] and Gated Recurrent Units (GRUs) [5]
are usually chosen for that task. Image captioning [30] and video
captioning can seem to be similar tasks, as both of them require
to "translate" a visual object into a textual one. However, video
captioning poses a problem that makes it more challenging than
image captioning: it requires to take into account temporality.

In [18], authors showed that for text translation tasks based
on the encoder-decoder framework, results could be improved if
the decoder attended to hidden states of the encoder based on its
hidden states. Some other works showed that the same attention
mechanisms could be applied to video captioning [10, 31, 38, 39].
The improvement induced by that attention mechanism can be
interpreted as follows: when the decoder is predicting the next
word of a sentence, it attends to relevant frames to perform that
task accurately. Some other works have also shown that attending
to relevant regions in a video during the encoding phase could
lead to better representations of videos, and thus better results
[32, 40]. However these works attend to local regions based on
frame-level considerations, without taking into account previous
frames. In our work, we aim at attending to relevant regions of a
video based on previous frames, because the relevance of objects,
persons or actions relies on the context in which they appear;
and that context should be inferred from previous frames. More
precisely, after deriving frame-level local features using the last
convolutional layer of a ResNet-152 [11], we do not apply an average
pooling to pool these local features. We process them by Learned
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Figure 1: Overview of our L-STAP method. Frame-level lo-
cal features are derived using a ResNet-152. Then, an LSTM
processes these local features, and updates its hidden state
by attending to them based on previous frames. The result
is that space and time are jointly taken into account to build
video representations.

Spatio-Temporal Adaptive Pooling (L-STAP). L-STAP attends to
specific regions of a frame based on what occurred previously in
the video. Our pooling method is learned because it is based on an
LSTM whose parameters are learned. It is spatio-temporal because
it takes into account space and time in a joint fashion. In addition,
it is adaptive because the attention paid to local regions is based
on previous hidden states of the LSTM; pooling depends not only
on the processed frame but also on previous ones. A high-level
schematic view of our proposed model is depicted in Figure 1.

We evaluated our results on two common datasets used for bench-
marking video captioning tasks: MSVD [4] and MSR-VTT [36].
Results show that our model based on L-STAP outperforms state-
of-the-art models in terms of several metrics. An ablation study
also shows that our method leads to significant improvements with
respect to state-of-the-art methods.

Our contributions can be summarized as follows: we propose a
novel pooling method for video processing, which we evaluate on
the video captioning task, even though it could be applied to any
other task involving video processing, such as video classification.
Moreover, we demonstrate the interest of our pooling method over
usual approaches. The paper is organized as follows. In Section
2, we introduce previous works on video captioning. In Section 3,
we present our model based on L-STAP. Section 4 is dedicated to
experiments. We conclude the paper in Section 5.

2 RELATEDWORK
Video captioning can be seen as a translation task: a sequence
of frames, which can be compared to a sequence of words in a
source language, have to be translated in a target language. Some
pioneering works such as [23] make use of Statistical Machine

Translation techniques to generate captions from videos. However
nowadays, most of recent works on video captioning rely on Deep
Learning techniques, and more particularly on the encoder-decoder
framework that has been developed in [25] for text translation [8].
Moreover, attending to the hidden states of the encoder during
the decoding phase has shown to give significant improvements in
Neural Machine Translation [18], which have been confirmed in
by [38] in the context of video captioning.

In some works, videos are split into frames, global features are
derived for each frame using a CNN [11, 13, 24, 26], and the obtained
features vectors are sequentially processed by the encoder [10, 14,
17, 19, 31, 34]. The drawback in such approaches is that spatial
information is lost. In our approach, we aim at taking into account
this spatial information.

Other approaches take into account locality. However, these
approaches have some significant differences with our approach.
In [38], the authors separate their model into two parts: a usual
encoder-decoder based on global features of frames, and a 3D-CNN
that derives a single representation for a whole video. The 3D-CNN
they employ does take into account locality, but it has two major
conceptual differences with respect to our method. First, it is based
on handcrafted features, which do not provide as much semantic
information as CNN features. Moreover, the pooling operations that
are used to get their video representations are neither learned nor
adaptive. In our approach, pooling takes into account the relevance
of local features in a frame with respect to previous frames. In [39],
authors use local features to trace semantic concepts along videos,
which is conceptually different from our approach, as we aim to
derive a video representation based on these local features. In [35],
authors propose another method to compute trajectories through
videos. In both papers, these trajectories are combined with global
features to build video representations. In [32], local features are
used to generate video representations. However, local features
from different spatial locations are not related together, contrary to
our work, which proposes to attend to local features based on all
local features from previous frames. Eventually, some other works
used 3D-CNN architectures [33] or convolutional RNNs [32] to
relate local features through time. However, due to the nature of
convolution operations, relations drawn through these methods
remain local: they are not able to spatially relate objects from the
video which are far from each other in a video for instance. Our
method, as we will show in the following, is build to grasp jointly
spatial and temporal information, by attending to relevant locations
of a frame with respect to previous ones.

3 PROPOSED MODEL
Let us first formulate the problem we are to deal with. Given a video
V , which is a sequence of T frames (v(1), ...,v(T )), our goal is to
derive a descriptive sentence Y = (y1, ...,yL). The approach that we
have followed is based on the encoder-decoder framework. The en-
coder first derives frame-level representations (x (1), ...,x (T )) = X ,
and then pool these representations together to form frame-level
video representations (h

(1)
, ...,h

(T )
). Based on these representa-

tions, the decoder reconstructs a descriptive sentence in a recurrent
fashion. Figure 2 summarizes the important steps our model. In the



Figure 2: Illustration of our model, based on the proposed L-STAP method. Frames are processed sequentially by a CNN (a
ResNet-152 in this case). However, instead of applying an average pooling on local features as some recent works do, we make
use of an LSTM to capture time dependencies. Local hidden states are computed to obtain a 7x7x1024-dimensional tensor.
These local hidden states are then pooled together (using average pooling or soft attention), and processed by an LSTMdecoder
to output a sentence.

following section, we will describe it in detail and report how we
train it.

3.1 Grasping Spatio-Temporal Dependencies
with L-STAP

As we stated above, the first step is to produce a representation of
the input video. In the following subsections, we will explain how
we derive frame-level features, and how we pool them together.

3.1.1 Image-Level Features. Given a video V = (v(1), ...,v(T )), we
need to derive features for each framev(t ). A common way to do so
is to process each frame using a CNN, which has been previously
pretrained on a large-scale dataset. In works such as [17], the out-
puts of the penultimate layer of a ResNet-152 have been chosen as
frames representations, which consist of 2048-dimensional vectors.
However, such representations discard locality, which results in
loss of information. Therefore, in this work, we choose to take
the output of the last convolutional layer of a ResNet-152. Thus,
we obtain frame-level representations (x (1), ...,x (T )) = X , where
x (t ) ∈ R7×7×2048 for all t . The next step is to process these dense
frame-level representations to derive compact frame-level represen-
tations, using the proposed L-STAP method instead of conventional
pooling.

3.1.2 How L-STAP Works. L-STAP aims at replacing the average
pooling operation after the last convolutional layer in a CNN, and
to pool local features according to previous frames. The goal is
to capture where important actions are occurring, and to discard
locations that are not relevant to summarize what is happening in
a video. For that purpose, we use an LSTM, taking local features as
inputs, resulting in local hidden states, which are then combined
in a way we will describe later in this subsection. More formally,

given local features x (t )i j ∈ R2048, the aggregated local features h(t )i j
are computed recursively as follows:

i
(t )
i j = σ (Wixx

(t )
i j +Wihh

(t−1)
+ bi ) (1)

f
(t )
i j = σ (Wf xx

(t )
i j +Wf hh

(t−1)
+ bf ) (2)

o
(t )
i j = σ (Woxx

(t )
i j +Wohh

(t−1)
+ bo ) (3)

c
(t )
i j = f

(t )
i j ◦ c(t−1) + i(t )i j tanh(Wcxx

(t )
i j +Wchh

(t−1)
+ bc ) (4)

h
(t )
i j = o

(t )
i j ◦ tanh(c(t )i j ) (5)

whereWix ,Wih , bi ,Wf x ,Wf h , bf ,Wox ,Woh , bo ,Wcx ,Wch and

bc are trainable parameters, and c(t−1) and h
(t−1)

are respectively
the memory cell and the hidden state of the LSTM. Please note
that memory cells and hidden states are shared for computing all
aggregated local features. The memory cell and the hidden state at
time t are computed as follows:

c(t ) =
7∑
i=1

7∑
j=1

α
(t )
i j c

(t )
i j (6)

h
(t )
=

7∑
i=1

7∑
j=1

α
(t )
i j h

(t )
i j (7)

where α (t )i j are local weights. In our work, we experimented with
two types of local weights. We first tried to use uniform weights:

α
(t )
i j =

1
7 × 7

(8)



which actually correspond to an average pooling of aggregated
local features. The second solution that we tried was to derive local
weights using an attention mechanism, as follows:

α̃
(t )
i j = w

T tanh(Wαxx
(t )
i j +Wαhh

(t−1)
+ bα ). (9)

α
(t )
i j =

exp(α̃ (t )i j )∑7
k=1

∑7
l=1 exp(α̃

(t )
kl )
, (10)

whereWαx ,Wαh , bα are trainable parameters.

3.2 Encoding Videos
In our model, we encode videos using the L-STAP method we
presented previously. We initialized the memory cell and the hidden
state of the LSTM using the output of an I3D [3] (before the final
softmax) which had been trained on Kinetics-600 [3]. More formally,
if V is an input video:

c
(0)
i j = tanh(W e

c e(V ) + bec ) (11)

h
(0)
i j = tanh(W e

h e(V ) + beh ) (12)

whereW e
c , bec ,W e

h and beh are trainable parameters. The decoder

produces c(T ) andh
(T )

as outputs, whereT is the length of the input
video. These outputs will be used to initialize the sentence decoder
that we will introduce in the next section.

3.3 Decoding Sentences
For decoding sentences, we chose to use an LSTM. In the following,
we assume that sentences Y are represented by sequences of one-
hot vectorsy1, ...,yL ∈ RN where N is the vocabulary size. The aim
of the LSTM is to compute the probabilities P(yl |yl−1, ...,y1,V ;θ )
for l ∈ {1, ...,L}, where θ is the set of all parameters in the encoder
and the decoder, and V an input video. In the following, we will
describe formally how we compute these probabilities.

We initialize the memory cell and the hidden state of the decoder
LSTM using the last memory cell and the last hidden state of the
decoder:

cd0 = c
(T ), (13)

hd0 = h
(T )
. (14)

It has been shown in [18] for text translation tasks that attend-
ing to hidden states of the encoder during the decoding phase
improved results. Some works in video captioning have followed
that approach successfully [37, 38]. We followed a similar approach
for our decoding phase. More precisely, at each step l , we compute
a weighted sum of hidden states of the encoder:

φ(h,hdl−1) =
T∑
t=1

β
(t )
l h

(t )
(15)

where β (1)l , ..., β (T )l are computed as follows:

β̃
(t )
l = w

T
β tanh(Wβeh

(t )
+Wβhh

d
l−1 + bβ ), (16)

β
(t )
l =

exp(β̃ (t )l )∑L
k=1 exp(β̃

(t )
k )
, (17)

whereWβe ,Wβh , bβ are trainable parameters. Assuming that the
word yl−1 has been decoded at step l −1, we aim to decode yl based
on yl−1 and φ(h,hdl−1). For that purpose, we first compute a word
embedding xdl :

wd
l =Wembyl−1, (18)

whereWemb is a learned embedding matrix. Then, we concatenate
wd
l and φ(h,hdl−1) to obtain and xdl :

xdl = [wd
l ;φ(h,h

d
l−1)] (19)

Eventually, we input xdl to the decoder LSTM:
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d
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bdc are trainable parameters.
The last step is to infer a word yl . For that purpose, we derive ỹl

as follows:

ỹl = softmax(Wdh
d
l ) (25)

whereWd is a trainable parameter. We state that yl is the one-hot
vector corresponding to the maximum coordinate of ỹl .

3.4 Training
Assuming that y1, ...,yL correspond to ground-truth words, we aim
to minimize the following cross-entropy loss:

Ld (θ ) = −

L∑
l=1

log P(ỹl |yl−1, ...,y1,V ;θ ) (26)

where V is a video corresponding to the caption (y1, ...,yL).
In addition to that, some works have shown that regularizing

the cross-entropy loss with a matching loss between video encod-
ings and ground-truth sentences could improve results by bridging
the semantic gap between them [10, 17]. As reported in Section
4.4, such improvement has been noticed in our experiments. The
matching model we employed is described in the following. Let
us assume that Y = (y1, ...,yL) is a sentence corresponding to a
video V . First, we translate this sequence of one-hot vectors into a
sequence of word embeddings (xs1 , ...,x

s
L) using the matrixWemb

from Section 3.3. Then, we compute a sentence embeddingψ (Y ) by
processing this sequence of word embeddings into another LSTM:
each word embedding is entered sequentially as an input to that
LSTM, and ψ (Y ) is defined to be its last hidden state. We want
the initialization of the decoder to be as close as possible to an
accurate representation of its corresponding sentence. Therefore, if



Figure 3: Overview of our training losses. The first train-
ing loss is the Cross-Entropy loss, which aims to make the
probability distribution of sentences in the training set and
the probability distribution of the inferred sentences match.
The second one is a ranking loss, aiming to bridge the se-
mantic gap between video representations and sentences.

φ(V ) = h
(T )

is the initial hidden state of the decoder, we will aim
to minimize the following ranking loss from [9]:

Lm (θ ) = max
V,V

(
max(0,α − S(φ(V ),ψ (Y )) + S(φ(V ),ψ (Y )))

)
+max
Y,Y

(
max(0,α − S(φ(V ),ψ (Y )) + S(φ(V ),ψ (Y )))

)
(27)

where V is a negative video sample, and Y is a negative sentence
sample coming from another video than V . The final loss is the
following:

L(θ ) = Ld (θ ) + λLm (θ ) (28)
where λ is a hyperparameter that we set to 0.4 according to results
on validation.

4 EXPERIMENTS
4.1 Datasets
We evaluated our models on two video captioning datasets: MSVD
[4] and MSR-VTT [36]. MSVD is a dataset composed of 1,970 videos
from YouTube, which have been annotated by Amazon Mechanical
Turks (AMT). Each video has approximately 40 captions in English.
We split that dataset following [29]: 1,200 videos for training, 100
videos for validation and 670 videos for testing. MSR-VTT is a
similar dataset, but with much more videos, and less captions per
video. It is composed of 10,000 videos, and 20 captions per video.
Following [36], we split that dataset into 6,513 videos for training,
497 videos for validation and 2,990 videos for testing.

For both datasets, we uniformly sampled 30 frames per video
as done in [40], and extracted features for each frame based on
the last convolutional layer of a ResNet-152 [11], which had been
trained on the image-text matching task on MSCOCO [16], after

pre-training on ImageNet-1000 [6] following [9]. In addition, we
extracted activity features for each video using an I3D pretrained on
Kinetics-600 [3]. For MSVD, we converted sentences to lowercase
and removed special characters, which lead to a vocabulary of
about 14k words. We converted each word into an integer, and cut
sentences after the thirtieth word if their lengths were higher than
thirty. The same approach for MSR-VTT lead to a much bigger
vocabulary size of about 29k words. Therefore, we kept only the
15k most common words, and replaced all the others by an <UNK>
token. We applied the same process otherwise.

4.2 Implementation Details
Our models have been implemented with the TensorFlow frame-
work [1]. We use 1024-dimensional LSTMs in both encoder and
decoder. Soft attention spaces are 256-dimensional. Word embed-
dings are 300-dimensional.

We trained our model using the RMSProp algorithm [27], with
decay = 0.9, momentum = 0.0 and epsilon = 1e-10. Batch size is
set to 64. Learning rate is 1e-4, and we apply gradient clipping to
a threshold of 5. Eventually, we apply dropout on the output of
the decoder (before the prediction layer) with a rate of 0.5 to avoid
overfitting.

4.3 Results on MSVD and MSR-VTT
We evaluated our models in terms of BLEU [20], ROUGE [15], ME-
TEOR [7] and CIDEr [28] scores, which are metrics commonly used
to evaluate automated captioning tasks. We compared them to the
following recent models for video captioning. Our results on MSVD
are presented in Table 1. Results on MSR-VTT are presented in
Table 2.

OnMSVD, it can be noticed that L-STAP achieves the best results
on six out of seven metrics. It is also relevant to mention that E2E
[14], which achieves better CIDEr results than our model, has been
trained using reinforcement learning techniques to be optimized
regarding that CIDEr metric. Works on image captioning and video
captioning have shown that significant improvements could be
done using such techniques [2, 22, 34], at the price of much longer
training times. We did not use reinforcement learning to train our
models, instead we use cross-entropy minimization which has the
advantage of being fast and simpler to implement.

Results on MSR-VTT show that our model outperforms mod-
els trained using a cross-entropy loss on two metrics out of four
(METEOR and ROUGE). HRL [34] obtains better results overall,
however it makes use of reinforcement learning techniques, which
leads to better results as stated in the previous paragraph.

We report some qualitative results of our model on MSR-VTT
in Figure 4. On the second video, the man who is singing appears
during a very limited amount of time. This shows that our model
has been able to attend to important frames to identify what the
main action of the video was. In the first video, a woman starts
talking about makeup, and then puts some lipstick on her lips. The
caption generated by our model shows that it has been able to
draw a relation between the first and the second parts of the video.
Moreover, the lipstick is applied on a very localized part of the
video frames: we can infer that our model could efficiently attend
to the right part of the frame to generate a caption. The fourth video



Figure 4: Some qualitative results of L-STAP on MSR-VTT.



Model Bleu-1 Bleu-2 Bleu-3 Bleu-4 ROUGE METEOR CIDEr
TSL [35] - - - 51.7 - 34.0 74.9
RecNet [31] - - - 52.3 69.8 34.1 80.3
mGRU [21] 82.5 72.2 63.3 53.8 - 34.5 81.2
AGHA [40] 83.1 73.0 64.3 55.1 - 35.3 83.3
SAM [32] - - - 54.0 - 35.3 87.4
E2E* [14] - - - 50.3 70.8 34.1 87.5
SibNet [17] - - - 54.2 71.7 34.8 88.2
L-STAP (Ours) 84.0 74.1 64.5 55.1 72.7 35.4 86.7

Table 1: Results on theMSVD dataset. The * signmeans that themodel is using reinforcement learning techniques to optimize
over the CIDEr metric. Best results are in bold characters.

Figure 5: Our second interpretation about the efficiency of
the second term of our loss function. Skip connections be-
tween video representations and ground-truth sentences im-
prove results.

shows that results could be improved by adding sound processing
to our model: it was not possible from the video only to know that
colors were said.

4.4 Ablation Study
Results of an ablation study on the MSVD dataset are reported in
Table 3. The encoder we used in our baseline model is an Long-term
Recurrent Convolutional Network (LRCN) [8]. As shown in pre-
vious works such as [10, 17], adding a component to the training
loss to make video representations match sentence representations
improves results. Two interpretations can be given to these results.
A first one is that adding a ranking loss to match video represen-
tations and sentence representations helps bridging the semantic
gap between these two modalities. A second one could be that

propagating the gradient across all the layers of the decoder could
make it vanish through depth. Thus, adding a matching loss to the
cross-entropy loss could be seen as a skip-connection between the
sentence to be generated and the video representation used by the
decoder. We illustrate that second interpretation in Figure 5.

Replacing the average pooling at the end of a CNN by our L-STAP
induces a major improvement with respect to all metrics as reported
in Table 3. On top of that, results shown in Table 1 demonstrate
that L-STAP leads to better results than other models based on local
features such as AGHA and SAM, and results shown in both Table
1 and Table 2 show the interest of L-STAP over average pooling.

We can notice in Table 3 that using a soft-attention mechanism to
pool local hidden states in the encoder does not provide significant
improvements over average pooling for all metrics except from
CIDEr. Our interpretation is that the LSTM of the encoder can learn
to attend to relevant local features by itself: before applying the
average pooling, attention has already been drawn quite efficiently.

5 CONCLUSION
Video captioning is a way for TV broadcasters to enhance user
experience, in particular regarding accessibility. In this paper, we
presented a novel Learned Spatio-Temporal Adaptive Pooling (L-
STAP) method for video captioning. It consists in taking into ac-
count spatial and temporal information jointly in a video to produce
good video representations. As we have shown, these video rep-
resentations can be successfully used to perform automated video
captioning. We demonstrated the quality of our models based on
L-STAP by comparing them with state-of-the-art models on MSVD
and MSR-VTT, which are two video captioning datasets. On top of
that, we assessed the interest of L-STAP through an ablation study.
Although this paper concentrates on video captioning we believe
that the proposed L-STAP method could be also applied to other
video-related tasks such as video classification.
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Model Bleu-4 ROUGE METEOR CIDEr
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