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EYRING-KRAMERS TYPE FORMULAS FOR SOME PIECEWISE
DETERMINISTIC MARKOV PROCESSES

DORIAN LE PEUTREC, LAURENT MICHEL, AND BORIS NECTOUX

Abstract. In this work, we give sharp asymptotic equivalents in the small temperature
regime of the smallest eigenvalues of the generator of some piecewise deterministic Markov
processes (including the Zig-Zag process and the Bouncy Particle Sampler process) with
refreshment rate α on the one-dimensional torus T. These asymptotic equivalents are usu-
ally called Eyring-Kramers type formulas in the literature. The case when the refreshment
rate α vanishes on T is also considered.

Keywords. Piecewise Deterministic Markov Processes, small temperature regime, Eyring-
Kramers formulas, metastability, spectral theory, semiclassical analysis.
AMS classification. 35P15, 47F05, 35P20, 35Q82, 35Q92.

1. Introduction

1.1. Purpose and motivation. Piecewise Deterministic Markov Processes [9] (PDMP
hereafter) have recently attracted a lot of attention for their use within the Markov Chain
Monte Carlo methodology. Given a potential U ∶ M → R on a d-dimensional manifold M
without boundary, such processes are indeed ergodic with respect to the Gibbs measure

π(dx) = e−
2
h
U(x)

∫M e
− 2
h
U
dx,

dx being the Lebesgue measure on the position space M. Here, the parameter h > 0 is
proportional to the Boltzmann constant kB through the relation h = kBT , T being the
temperature of the underlying system. When h > 0 is fixed, the ergodic properties and
the rate of convergence of such processes with or without a refreshment rate α, have for
instance been studied in [4, 10, 14, 12, 1, 2, 22, 23] (see also references therein). We also
refer to [5] for a spectral analysis of the generator of the one-dimensional Zig-Zag process
and its corresponding semigroup when h is fixed.

In many applications in statistical physics where one needs to sample from π, the positive
constant h is very small compared to the energetic barriers of U . Recently, the long time
behavior of the semigroups generated by the generators Lh of these processes on L2 have
been investigated in [16] when h ≪ 1, where it has also been proved that in the subset
{Re(z) ≥ −ε0h} of the complex plane, Lh has exactly n0 eigenvalues (n0 being the number
of local minima of U), which are non positive, real, and exponentially small as h → 0.
Such results exhibit a metastable behavior of the PDMP when h≪ 1, as it is the case for
diffusion processes (see e.g. [11] and references therein). In this work, we want to push
the analysis of the metastability of the PDMP further by proving that each of these n0
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eigenvalues satisfies a so-called Eyring-Kramers type formula when h → 0. Such sharp
formulas describe completely the successive timescales involved in the convergence of the
semigroup generated by −Lh to π, as it has been done in [8, 17] for elliptic reversible
diffusions.

Let us be more precise on our results. We work in the following setting: d = 1 (i.e. the
dimension of the position space is equal to 1) and M = T, the one-dimensional torus. In
addition, we work with the operator Ph defined below in (1.1) which is (up to a multipli-
cation by −h) unitary equivalent to Lh, see (1.2). Thus, all our results are easily translated
in terms of Lh. The purpose of this work is to compute sharp asymptotic equivalents of
the n0 smallest eigenvalues of Ph (or equivalently, those of Lh) in the limit h → 0, see
Theorems 2 and 3. In particular these asymptotic equivalents allow us to provide a sharp
exponential decay rate of the semigroup associated with −Ph in L2 when h≪ 1, see Corol-
lary 1.5. These results hold when (1.4) is satisfied, which implies that the refreshment
rate α does not vanish at critical points of U (i.e. where ∂xU = 0), see (1.5). The case α = 0
when ∂xU = 0 is investigated in Section 1.4, where we show that the smallest eigenvalues
of Ph satisfy different asymptotic equivalents as h→ 0, see Theorem 4

To compute sharp asymptotic equivalents of the n0 smallest eigenvalues of Ph, we proceed
as follows. We first introduce a suitable change of variables to turn the eigenvalue problem

(Ph − λ)u = 0

into a nonlinear eigenvalue problem:

(∆V,h − λW + λ2)g = 0,

where V = −U , ∆V,h is the Witten Laplacian associated with V , and W = 2∣∂xU ∣ + α
(see (2.7) and Lemma 2.2). Using a Grushin problem and known results on the low-lying
spectrum of ∆V,h, we then prove that when λ is small enough, the kernel of ∆V,h+λW +λ2

is composed of the singularities of a holomorphic function λ↦ E−+(λ) ∈ Cn0×n0 (see (2.23)).
We finally investigate the localization of the singularities of λ ↦ E−1

−+(λ) to deduce sharp
asymptotic equivalents of the n0 smallest eigenvalues of Ph.

1.2. Setting. Let E = {(x, v) ∈ T × {±1}}, where T = R/Z is the one-dimensional torus.
Consider the following unbounded operator Ph on L2(E) associated with a smooth function
U ∶ T→ R defined by

(1.1) Ph = −v dU,h + 2(v ∂xU)+(I −B) + α(I − πv),

where dU,h = h∂x+∂xU , α ∶ T→ R is a C∞ non-negative function (the refreshment rate), h > 0
is a parameter proportional to the temperature of the underlying statistical system, I is
the identity operator, and B and πv are defined by

∀(x, v) ∈ E, Bf(x, v) = f(x,−v)

and

πvf(x, v) =
1

2
(f(x,+1) + f(x,−1))
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for all f ∈ L2(E). Here and in the following, for u ∈ L2(E), we denote by u± = max(0,±u).
The operator Ph is linked to the Zig-Zag (or the Bouncy Particle Sampler generator) process
generator Lh, where Lh = v∂x − ( 2

hv∂xU)+(I −B) − 1
hα(I − πv), through the relation

(1.2) Ph = −he−
1
h
U Lhe

1
h
U .

We refer to [3, 24, 7] and references therein for more details on these two processes (see
also [15] and [13, Section 3.1]). The space E = T×{±1} is endowed with the natural scalar
product

(1.3) ⟨f, g⟩L2(E) =
1

2
∑
v=±1
∫
T
f(x, v)g(x, v)dx.

Throughout this work, we will assume that

U ∶ T→ R is a smooth Morse function.

By definition, this means that ∂2
xU(x) ≠ 0 when ∂xU(x) = 0, x ∈ T. In particular, U

has a finite number of critical points on T. It is proved in [16] that Ph with domain
D(Ph) = {f ∈ L2(E), v∂xf ∈ L2(E)} is maximal accretive. The following spectral result
on Ph in the limit h→ 0 is also proved in [16].

Theorem 1. ( [16, Theorem 1 and Proposition 13]) Assume that U is a Morse function
with n0 local minimum points. Assume also that

(1.4) min
T

(2∣∂xU ∣ + α ) > 0.

Then, there exist ε0 > 0 and h0 > 0 such that for all h ∈]0, h0], σ(Ph) ∩ {Re(z) ≤ ε0h2} is
made of n0 real nonnegative eigenvalues λ1,h ≤ . . . ≤ λn0,h (counted with algebraic multiplic-
ity). Moreover, their algebraic multiplicities equal their geometric multiplicities and there
exist C > 0 and h0 > 0 such that for all h ∈ (0, h0], λn0,h ≤ e−C/h. Finally, λ1,h = 0 and has
algebraic multiplicity 1.

Let us mention that dim Ker(Ph) = 1 holds for all h > 0 (see [16]). In [16], it is assumed that
minTα > 0, but all the results of [16] still hold when the less stringent assumption (1.4)
is satisfied. Indeed, if (1.4) holds and u ∈ D(Ph), then Re ⟨Phu,u⟩L2(E) ≥ rm∥(I − πv)u∥2,
where rm = minE 2∣∂xU ∣+α. This follows from the following computations. By [16, Lemma
5], since (I−B) = 2(I−πv), one has for all u ∈D(Ph), denoting by w = (I−πv)u (notice that
∣w(⋅,1)∣ = ∣w(⋅,−1)∣):

Re ⟨Phu,u⟩L2(E) =
1

2 ∫E
(2v ∂xU)+∣(I −B)u∣2 + ∫

E
α∣(I − πv)u∣2

= ∫
E

4(v ∂xU)+∣w∣2 + ∫
E
α∣w∣2

= 1

2 ∫T
4(∂xU)+∣w∣2 + 1

2 ∫T
4(∂xU)−∣w∣2 + ∫

E
α∣w∣2 = ∫

E
(2∣∂xU ∣ + α)∣w∣2.

Notice that (1.4) allows α to vanish on T, but not everywhere since (1.4) is equivalent to:

(1.5) for any x ∈ T, ∂xU(x) = 0 ⇒ α(x) > 0.

The case when there exists x ∈ T such that ∂xU(x) = α(x) = 0 is considered in Section 1.4.
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For our analysis, it is convenient to introduce the function

V = −U,
which is also a Morse function on T. We shall denote by U(0) the set of local minima of V
(i.e. of local maxima of U) and by U(1) the set of its local maxima (i.e. of local minima
of U). Since we are on the torus, the sets U(0) and U(1) have the same cardinality n0.

Remark 1.1. As mentioned in the introduction, we use the spectral properties of the Witten
Laplacian

∆V,h = −h2∆ + ∣∂xV (x)∣2 − h∂2
xV (x)

to study the spectrum of Ph. Let us emphasize that, considering the Witten Laplacian acting

on the full space of differential forms, ∆V,h is simply ∆
(1)
U,h acting on 1-forms (through the

identification between functions and 1-forms) on the one-dimensional torus. In addition,

the Witten complex structure on the torus shows that σ(∆(1)
U,h) = σ(∆U,h) and thus

σ(∆V,h) = σ(∆U,h), counting the multiplicities.

Furthermore, ∆U,h = d∗U,hdU,h, where d∗U,h = −h∂x + ∂xU , and dU,h induces a one-to-one
correspondance between the eigenfunctions of ∆U,h associated with its nonzero eigenvalues
(i.e. which are not in Span(e−U/h)) and those of ∆V,h (i.e. which are not in Span(eU/h)).
In the present setting, the application Ψ defined in (2.8) realizes a correspondance between
the Witten Laplacian and the generator Lh of the PDMP.
We refer e.g. to the introduction of [18] and references therein on the Witten complex
structure.

Throughout the paper, we will say that a family of complex numbers (ah)h>0 admits a
classical expansion in power of hβ (where β > 0) if there exists a sequence (ak)k≥0 such
that, for all K ≥ 0, one has ah = ∑Kk=0 a

khβk +O(hβ(K+1)) when h→ 0. In that case, we will
denote ah ∼ ∑k≥0 a

khβk.

1.3. Main results. In this section we give sharp asymptotics of the exponentially small
eigenvalues λj,h, j = 1, . . . , n0. Observe that if n0 = 1, there is only one small eigenvalue by
Theorem 1 which is 0, and there is thus nothing to compute. We then consider the case
when n0 ≥ 2. We start with the following theorem, which gives the result in the simplified
setting of a non-symmetric double well potential V , or equivalently of a non-symmetric
double well potential U (see Theorem 3 below for the general case n0 ≥ 2).

Theorem 2. Let U be a Morse function. Assume that (1.4) holds and that U(0) is made
of two elements m1 and m2 such that V (m1) < V (m2). Assume also that the two elements
s1, s2 of U(1) satisfy V (s1) > V (s2). Let ε0 > 0 be as in Theorem 1. Then, the second
smallest eigenvalue λ2,h of Ph satisfies as h→ 0:

λ2,h = ζh he−
2
h
(V (s2)−V (m2)), where ζh ∼ ∑

k≥0

h
k
2 ζk and ζ0 =

1

π

√
V ′′(m2) ∣V ′′(s2)∣

α(m2)
.

The situation where V (m1) = V (m2) and/or V (s1) = V (s2) could be handled easily by
constructing adapted quasimodes in the spirit of [21]. Here, we decided to state our result
in the above simplified setting in order to lighten the formulas.
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Note that, in terms of U , s1 and s2 are the local minima and U(s1) < U(s2), while m1

and m2 are the local maxima and U(m1) > U(m2). In addition, the energetic barrier
V (s2) − V (m2) for V is the energetic barrier U(m2) −U(s2) for U . Moreover,

ζ0 =
1

π

√
∣U ′′(m2)∣U ′′(s2)

α(m2)
.

Let us now state our results in the general setting n0 ≥ 2. To this end, we need to label
the local minima and maxima of V in a suitable way. The following construction is inspired
by [19] (see also [21] and [20]). In order to simplify, we assume from now that V uniquely
attains its maximum at the point s1 ∈ U(1), i.e. that

(1.6) argmaxT V = {s1}.
Then, set U(1) = U(1) ∖ {s1}. Since n0 ≥ 2, U(1) ≠ ∅. We denote the elements of V (U(1))
by σ2 > σ3 > . . . > σN , where N ≥ 2. For convenience, we also introduce a fictive infinite
saddle value σ1 = +∞ and we denote Σ = {σ1, . . . , σN}. Starting from σ1, we will recursively
associate to each σi a finite family of local minima (mi,j)j and a finite family (Ci,j)j of
connected components of {V < σi} in the following way

⋆ Let Xσ1 = {x ∈ T; V (x) < σ1 = +∞} = T. We let m1,1 be an arbitrary global
minimum of V and C1,1 = T.

⋆ Next we consider Xσ2 = {x ∈ T; V (x) < σ2}. This is the union of its finitely many
connected components. Exactly one of these components contains m1,1 and the
other components are denoted by C2,1, . . . ,C2,N2 . In each component C2,j, we pick
up a point m2,j which is a global minimum of V∣C2,j

.
⋆ Suppose now that the families (mk,j)j and (Ck,j)j have been constructed until rank
k = i − 1. The set Xσi = {x ∈ T; V (x) < σi} has again finitely many connected
components and we label Ci,j, j = 1, . . . ,Ni, those of these components which do
not contain any mk,` with k < i. In each Ci,j, we pick up a point mi,j which is a
global minimum of V∣Ci,j .

We run the procedure until all the minima have been labeled.

Remark 1.2. Since we work on T, using the terminology of [19], every maximum point

s ∈ U(1) is a separating saddle points whereas s1 is not. In the case where V attains its global
maximum at several distinct points s1,1, . . . , s1,k, every maximum point is separating and
the situation can be handled easily by a modification of the above construction. However,
this would lead to a slightly more complicated presentation of the results that we prefer to
avoid in this work.

We now recall some constructions of [21] and [20] that will be useful in the sequel. Through-
out, we denote by s∞ a fictive saddle point such that V (s∞) = σ1 = +∞. For any set A,
P(A) denotes the power set of A. From the above labelling, we define two mappings

C ∶ U(0) → P(Rd) and j ∶ U(0) → P(U(1) ∪ {s∞})
as follows: for every i ∈ {1, . . . ,N} and j ∈ {1, . . . ,Ni},

(1.7) C(mi,j) ∶= Ci,j,
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and

(1.8) j(m1,1) ∶= {s∞} and j(mi,j) ∶= ∂Ci,j ∩U(1) for i ≥ 2.

In particular, we have

C(m1,1) = T and ∅ ≠ j(mi,j) ⊂ {V = σi} for all i, j ∈ {1, . . . ,N}.

Note also that, in our 1-dimensional setting, the cardinality of every j(m), m ∈ U(0), is 1
or 2.

We then define the mappings

σ ∶ U(0) → Σ and S ∶ U(0) → (0,+∞],

by

(1.9) ∀m ∈ U(0), σ(m) ∶= V (j(m)) and S(m) ∶= σ(m) − V (m),

where, with a slight abuse of notation, we have identified the set V (j(m)) with its unique
element. Note that S(m) = +∞ if and only if m = m1,1. With the above notations, our
last assumption is the following:

(1.10)

⋆ Equation (1.6) is satisfied.

⋆ For any m ∈ U(0), m is the unique global minimum of V∣C(m).

⋆ For all m′ ≠ m ∈ U(0), j(m) ∩ j(m′) = ∅.
⋆ The map S: U(0) → (0,+∞] is injective.

m1,1

j(m3,2)j(m3,1)

j(m2,1)

m1,1

m2,1
m3,2

m3,1

C1,1 = T

C2,1

C3,2C3,1

s1 s1

m3,1

S(m2,1)
S(m3,1)

S(m3,2)

Figure 1.1. Schematic representation of the maps C and j. In this example,
the function V satisfies (1.10) and V (j(m3,1)) = V (j(m3,2)).

In particular, (1.10) implies that V uniquely attains its global minimum on T at m1,1.
Moreover, the dimension being 1, (1.10) actually implies that every j(m), m ∈ U(0), has
cardinality 1. This follows for example from [20, Remark 1.7], by taking into account the
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dimension. Hence, identifying every j(m) with its unique element, the map j ∶ U(0) →
P(U(1) ∪ {s1}) defined in (1.8) becomes an injective function

(1.11) j ∶ U(0) → U(1) ∪ {s∞} such that j(m1,1) = s∞.

In the following, when (1.10) holds, we label the local minima m1, . . . ,mn0 of V such
that (S(mj))j∈{1,...,n0} is decreasing (see (1.9)), that is such that

(1.12) for all j ∈ {1, . . . , n0 − 1}, S(mj+1) < S(mj) and S(m1) = +∞ (i.e. m1 = m1,1).

Remark 1.3. Note that, in the geometrical setting of Theorem 2, one has by construction
of S (see (1.9)) and of j (see (1.11)),

S(m2) = V (s2) − V (m2) and j(m2) = s2.

The main result of this work is the following.

Theorem 3. Let V = −U be a Morse function. Assume that (1.4) and (1.10) are satisfied.
Let ε0 > 0 be given by Theorem 1. Then, there exists h0 > 0 such that, for all h ∈]0, h0], the
n0 eigenvalues λ1,h ≤ . . . ≤ λn0,h of Ph in {Re(z) ≤ ε0h2} (counted with algebraic multiplicity)
satisfy: λ1,h = 0 and, for all j ∈ {2, . . . , n0},

(1.13) λj,h = ζh(mj)he−
2
h
S(mj),

where S ∶ U(0) → (0,+∞] is defined in (1.9) (see also (1.12)) and ζh admits a classical

expansion ζh(mj) ∼ ∑k≥0 h
k
2 ζk(mj) with

(1.14) ζ0(mj) =
1

π

√
V ′′(mj) ∣V ′′(j(mj))∣

α(mj)
,

where j ∶ U(0) → U(1) ∪ {s∞} is defined in (1.11).

Notice that, according to Theorem 3, λj,h is a simple eigenvalue of Ph for all j ∈ {1, . . . , n0}
and h small enough (that is dim (Ker(Ph − λj,h)m) = 1 for every m ∈ N∗).

Remark 1.4. The assumptions (1.6) and (S: U(0) → (0,+∞] is injective) in (1.10) are
generic. They can be relaxed following the procedure of [20]. The whole assumption (1.10)
could also be relaxed by following the strategy of [21].

Let us recall that by the Hille-Yosida Theorem, −Ph generates a strongly continuous con-
traction semigroup (e−tPh)t≥0 on L2(E). Let us recall that under the assumptions of The-
orem 3, according to [16, Theorem 2], we have, for some c > 0 and every h > 0 small
enough:

e−tPh =
n0

∑
j=1

e−tλj,hΠj,h +O(e−c t h2) in L(L2(E)),

where, for j = 1, . . . , n0, Πj,h is the spectral projector associated with the eigenvalue λj,h
of Ph, and Πj,h = O(1) in L(L2(E)). Using in addition Theorem 3, we get sharp asymp-
totic equivalents of the different timescales 1/λj,h involved in the return to equilibrium.
This leads in particular to the following accurate exponential decay rate in L2(E) of the
semigroup (e−tPh)t≥0 as h≪ 1.
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Corollary 1.5. Let U be a Morse function. Assume that (1.4) and (1.10) are satisfied.
Then, there exist C > 0 and h0 > 0 such that, for all h ∈ (0, h0), it holds for all t ≥ 0:

∥e−tPh −Π1,h∥L(L2(E)) ≤ Ce
−tλ2,h ,

where, as h → 0, λ2,h = ζh(m2)he−
2S(m2)

h with ζh(m2) ∼ ∑k≥0 h
k
2 ζk(m2) and ζ0(m2) given

by (1.14), and where Π1,h is the L2(E) orthogonal projection on Span(e−U/h1{±1}), where
1{±1} is the constant function on {±1} which equals 1.

1.4. Extension of the results to the case when (1.4) is not satisfied. In this section,
we assume that

(1.15) for any x ∈ T, ∂xU(x) = 0 ⇒ α(x) = 0,

and we give asymptotic equivalents of the n0 first eigenvalues of Ph when (1.15) holds (and
then, in particular, when there is no refreshment at all, i.e. when α = 0).

Theorem 4. Let U be a Morse function. Assume that (1.15) and (1.10) are satisfied.
Then, for any c > 0, there exists h0 > 0 such that, for all h ∈ (0, h0], σ(Ph) ∩D(0, ch2) is
made of n0 real eigenvalues λ1,h ≤ . . . ≤ λn0,h (counted with geometric multiplicity), which
all have geometric multiplicity one. In addition, λ1,h = 0 and, for all j ∈ {2, . . . , n0},

(1.16) λj,h = ζh(mj)
√
he−

2
h
S(mj),

where ζh admits a classical expansion ζh(mj) ∼ ∑k≥0 h
k
2 ζk(mj) with

(1.17) ζ0(mj) =
1

2
√
π

√
∣V ′′(j(mj))∣,

where j ∶ U(0) → U(1) ∪ {s∞} is defined in (1.11).

Compared with Theorem 3, we cannot exclude the existence of other eigenvalues in the
strip 0 < Re(z) < ch2 with large imaginary part. The reason for this is that Theorem 1
does not apply when α and ∂xU vanish simultaneously.

The prefactor (1.17) is consistent with the one obtained in [23, Theorem 1.1] for the
expected hitting time of a 1-dimensional PDMP with no refreshment. Indeed, when α = 0
and V , and thus U = −V , is a non-degenerate double well potential (i.e. when U(0) =
{m1,m2} with V (m1) < V (m2) and U(1) = {s1, s2} with V (s1) > V (s2)), Theorem 4
and [23, Theorem 1.1] imply that h−1 λ2,hE[τ] = 1 + o(1) when h → 0, where τ is the
first time Xt reaches {m2} when (X0, Y0) = (s2,−1), where (Xt, Yt) is the process with
generator Lh on T × {±1}. Let us recall here that h−1 λ2,h is the first nonzero eigenvalue
of −Lh (see (1.2)).

Of course, the situation where the refreshing function α vanishes at some critical points
x ∈ T of U but not at all could easily be handled and would lead, for each eigenvalue λj,h,
either to the formula given in Theorem 3 or to the formula given in Theorem 4, depending
on whether α(mj) > 0 or α(mj) = 0.
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2. Reduction to a finite dimensional problem

In this section, we prove that, if λ is small enough, we can reduce the infinite dimensional
problem (Ph − λh)u = 0 into a finite dimensional nonlinear eigenvalue problem.

2.1. A suitable change of variables. Let us introduce some notation. For λ ∈ C and
r > 0 we denote D(λ, r) = {z ∈ C, ∣z − λ∣ < r}. For two families of numbers a = (ah)h>0 and
b = (bh)h>0, we say that a ∈ Ecl(b) if there exists a family c = (ch)h>0 such that ah = bhch
and c admits a classical expansion ch ∼ ∑j≥0 cjh

j with c0 = 1 as h → 0. In all this work,
C > 0 and c > 0 are constant which are independent of h and which can change from one
occurence to another.

Recall that E = T × {±1} is endowed with the natural scalar product (1.3). Let F =
L2(T) ×L2(T) and let ⟨, ⟩F be the Hilbertian structure induced by the isomorphism

Ω1 ∶ L2(T×{±1}) → L2(T) ×L2(T)

f z→ ( f(.,+1)
f(.,−1) ) .

(2.1)

Then, Ω1 is unitary from (E, ⟨, ⟩L2(E)) onto (F, ⟨, ⟩F), and

Ω1D(Ph) =H1(T) ×H1(T).
Direct computations show that

Ω1 v dU,h Ω−1
1 = ( dU,h 0

0 −dU,h
) , Ω1 (v ∂xU)+ Ω−1

1 = ( (∂xU)+ 0
0 (∂xU)−

)

Ω1BΩ−1
1 = ( 0 1

1 0
) , and Ω1πvΩ

−1
1 = 1

2
( 1 1

1 1
) .

Combining these identities with (1.1), we get

(2.2) Ω1PhΩ
−1
1 = ( −dU,h 0

0 dU,h
) + 2( (∂xU)+ −(∂xU)+

−(∂xU)− (∂xU)−
) + α

2
( 1 −1
−1 1

) .

We now change the variables in F and consider the unitary transformation Ω2 ∶ F → F
defined by

Ω2(f, g) =
1√
2
(f + g, g − f).

Consider the two vectors of R2 given by e1 = (1
1
) and e2 = (−1

1
). Then, one has:

(2.3) Ω1PhΩ
−1
1 (fe1) = dU,hfe2.

On the other hand,

2( (∂xU)+ −(∂xU)+
−(∂xU)− (∂xU)−

)(−f
f

) = 4f(−(∂xU)+
(∂xU)−

)

= 2((∂xU)− − (∂xU)+)(
f

f
) + 2((∂xU)− + (∂xU)+)(

−f
f

)

= −2∂xUfe1 + 2∣∂xU ∣fe2.
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It follows that:

Ω1PhΩ
−1
1 (fe2) = dU,hfe1 − 2∂xUfe1 + (α + 2∣∂xU ∣)fe2

= d−U,hfe1 + (α + 2∣∂xU ∣)fe2

(2.4)

Combining (2.3) and (2.4), we get

Ω2Ω1PhΩ
−1
1 Ω−1

2 = ( 0 d−U,h
dU,h α + 2∣∂xU ∣ ) .

Set Qh ∶= Ω2Ω1PhΩ−1
1 Ω−1

2 with domain D(Qh) =H1(T) ×H1(T) on L2(T)2, i.e.

(2.5) Qh = ( 0 d−U,h
dU,h W

) = ( 0 dV,h
−d∗V,h W

)

where we recall that V = −U and where we denote

(2.6) W (x) ∶= α(x) + 2∣∂xU(x)∣ = α(x) + 2∣∂xV (x)∣, x ∈ T.
Since the transformation Ω2Ω1 is unitary from E onto F,

σ(Ph) = σ(Qh).

Remark 2.1. Note that the identity (I − B) = 2(I − πv), which is specific to the one-
dimensional setting, is crucial to derive the operator Qh.

We will in the following study the spectrum of Qh to prove Theorems 2 and 3. Consider
the semiclassical Witten Laplacian ∆V,h associated with V on T, that is (see Remark 1.1)

∆V,h = d∗V,hdV,h = −h2∆ + ∣∂xV (x)∣2 − h∂2
xV (x), with domain D(∆V,h) =H2(T).

For λ ∈ C, we finally define

(2.7) Th(λ) = ∆V,h − λW + λ2 with domain D(∆V,h).
The following result is the key point of our analysis: it establishes an equivalence between
the spectrum of Qh and the kernels of the operators Th(λ), λ ∈ C.

Lemma 2.2. The operator Qh with domain D(Qh) = H1(T) ×H1(T) is closed and has
compact resolvent. In particular, it has only discrete spectrum. Moreover, λ = 0 is a simple
eigenvalue of Qh and dim(Ker Th(0)) = dim(Ker Qh) = 1. Besides, for every λ ∈ C ∖ {0},
the application

(2.8)

Ψ ∶ Ker(Th(λ)) Ð→ Ker(Qh − λ)

g z→ (
1
λdV,hg
g

)

is a linear isomorphism. Eventually, any µ ∈ C is a singularity of λ↦ Th(λ)−1 if and only
if there exists g ∈H2(T), g ≠ 0, such that Th(µ)g = 0.

Proof. The operator Qh is closed on L2(T)2 since it is a bounded perturbation of the closed
operator (0, h∂x;h∂x,0). The resolvent of Qh is compact since the injection H1(T) ⊂ L2(T)
is compact. Since Qh is unitarily equivalent to Ph (see (2.5)), it follows from Theorem 1 that

λ = 0 is a simple eigenvalue of Qh. Moreover, since Th(0) = ∆V,h, one gets Ker Th(0) = Ce−Vh
and then dim(Ker Th(0)) = 1.
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Let us now consider λ ∈ C ∖ {0}. For any g ∈ Ker(Th(λ)), one has g ∈ H2(T) and thus
( 1
λdV,hg, g) ∈D(Qh). It follows moreover from Th(λ)g = 0 that

QhΨ(g) = ( 0 dV,h
−d∗V,h W

)(
1
λdV,hg
g

) = ( dV,hg
(− 1

λ∆V,h +W )g ) = λΨ(g).

This proves that Ψ is well defined. The linearity and the injectivity of Ψ are obvious. To
prove its surjectivity, consider u = (f

g
) ∈D(Qh) such that Qhu = λu, i.e. such that

{
dV,hg = λf,

−d∗V,hf +Wg = λg.

It follows from the first equation that g ∈ H2(T) and, since λ ≠ 0, that u = (
1
λ
dV,hg
g

).
Moreover, applying d∗V,h to the second equation leads to

∆V,hg = λd∗V,hf = λWg − λ2g.

Consequently, g ∈D(∆V,h) and Th(λ)g = 0, which proves the surjectivity.

It remains to prove the last statement of Lemma 2.2. To this end, let us consider µ ∈ C.
It is a singularity of λ ↦ Th(λ)−1 if and only if Th(µ) ∶ H2(T) → L2(T) is not invertible.
Furthermore, since ∆V,h + 1 ∶H2(T) → L2(T) is invertible,

Th(λ) = [1 − (1 + λW − λ2)(∆V,h + 1)−1](∆V,h + 1)

is not invertible if and only if 1 − B(λ) ∶ L2(T) → L2(T) is not invertible, where B(λ) =
(1+λW −λ2)(∆V,h + 1)−1. Since (∆V,h + 1)−1: L2(T) → L2(T) is compact, so is B(λ). The
Fredholm alternative then implies that Th(µ) is not invertible if and only if there exists
u ∈ L2(T), u ≠ 0 such that (1 − B(λ))u = 0, that is if and only if there exists g ∈ H2(T),
g ≠ 0 such that Th(µ)g = 0. This concludes the proof of Lemma 2.2. ◻

According to Lemma 2.2, for every µ ∈ C:

(2.9) µ ∈ σd(Ph) = σ(Ph) if and only if µ is a singularity of λ↦ Th(λ)−1

and, for such a µ, one has

(2.10) dim(Ker(Ph − µ)) = dim(Ker(Th(µ)).
To prove Theorems 2 and 3, we will thus investigate the singularities of λ↦ Th(λ)−1 near 0.

2.2. Finite dimensional reduction, a Grushin problem. In this section, we show
that the singularities of Th(λ) near 0 are those of a matrix valued holomorphic function
E−+(λ). To this end, we will construct a so-called Grushin problem.

This construction relies on well known results on the low-lying spectrum of ∆V,h. From the
early works of Witten [26] and Helffer-Sjöstrand [18], we know that there is a one-to-one
correspondence between the local minima of V and the smallest eigenvalues of ∆V,h. This
correspondence was further investigated by several authors and sharp asymptotic equiva-
lents of these small eigenvalues were finally obtained in [8] and [17] under assumptions on
the relative positions of the minima and saddle points, and in [21] in the general case. The
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following version gives the general form of these asymptotic equivalents in a non-degenerate
setting.

Theorem 5. [8], [17]. Let U = −V be a Morse function. There exist ε∗ > 0, C > 0, and
h0 > 0 such that, for all h ∈]0, h0], the nonnegative self-adjoint operator (∆V,h,H2(T))
admits exactly n0 eigenvalues (counted with algebraic multiplicity) in [0, ε∗h]:
(2.11) σ(∆V,h) ∩ [0, ε∗h] = {0, µ∆

2,h, . . . , µ
∆
n0,h

},
where 0 is a simple eigenvalue of ∆V,h. Let us order {µ∆

2,h, . . . , µ
∆
n0,h

} such that µ∆
j,h ≤ µ∆

j+1,h

for j = 1, . . . , n0 − 1. Then, when (1.10) holds, we have for all j = 2, . . . , n0:

(2.12) µ∆
j,h = ah(mj)he−

2
h
S(mj),

where S ∶ U(0) → (0,+∞] is defined in (1.9) (see also (1.12)) and ah(mj) admits a classical
expansion ah(mj) ∼ ∑k≥0 h

kak(mj) with

(2.13) a0(mj) =
1

π

√
V ′′(mj) ∣V ′′(j(mj))∣,

where j ∶ U(0) → U(1) ∪ {s∞} is defined in (1.11).

Remark 2.3. We have decided to work with ∆V,h, which appeared naturally in the above
derivation of Th(λ). However, according to Remark 1.1, we could equivalently have worked
with ∆U,h.

We are now in position to construct a Grushin problem. Set

(2.14) Π = π[0,ε∗h](∆V,h) and E0 = Ran(Π),
where π[a,b](∆V,h) is the spectral projector associated with ∆V,h and the interval [a, b].
According to Theorem 5, the space E0 has dimension n0 for all h > 0 small enough. Let
(Ψj)j=1,...n0 be an orthonormal basis of the space E0. We assume without loss of generality
that Ψ1 is proportional to e−V /h. Introduce the operators

R− ∶ Cn0 → L2(T)

u↦
n0

∑
j=1

ujΨj
(2.15)

and

R+ ∶ L2(T) → Cn0

u↦ (⟨u,Ψj⟩L2)j.
(2.16)

We equip Cn0 with the `2 norm. Notice that R+R− = ICn0 and R−R+ = Π. In addition,
∣∣R+∣∣ ≤ 1 and ∣∣R−∣∣ ≤ 1, for all h > 0. These inequalities will be used many times in what
follows. From now on, we denote

Π̂ = I −Π.

Lemma 2.4. Let U be a Morse function. For any λ ∈ C, the operator T̂h(λ) ∶= Π̂Th(λ)Π̂
acting on Π̂L2 ∶= Π̂(L2(T)) with domain D(T̂h(λ)) = {u ∈ Π̂L2, u ∈ H2(T)} is closed.
Moreover, there exist C, ε0, h0 > 0 such that for all h ∈]0, h0], and for all λ ∈ D(0, ε0h),

T̂h(λ) is invertible, holomorphic with respect to λ, and ∥T̂h(λ)−1∥ ≤ Ch−1.
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Proof. The proof is very close to the proof of Lemma 2.1 in [20]. We sketch it for reader’s
convenience. We first observe that since W is bounded, the operator Th(λ) with domain
D(Th(λ)) = D(∆V,h) = H2(T) is closed and densely defined. Its adjoint Th(λ)∗ satisfies

D(Th(λ)∗) =H2(T). Suppose that (un, T̂h(λ)un) ∈D(T̂h(λ))×L2(T) converges to (u, v) ∈
L2(T) ×L2(T). For any j = 1, . . . , n0, one has Ψj ∈D(∆V,h) =D(Th(λ)∗) and hence for all
n ∈ N, one has

(2.17) ΠTh(λ)un =
n0

∑
j=1

⟨Th(λ)un,Ψj⟩Ψj =
n0

∑
j=1

⟨un,Th(λ)∗Ψj⟩Ψj.

Consequently, the sequence (ΠTh(λ)un)n converges and using the identity

Th(λ)un = ΠTh(λ)un + T̂h(λ)un,

it follows that (Th(λ)un) converges. Since Th(λ) is closed as a bounded perturbation
of a closed operator, and un ∈ H2(T) = D(Th(λ)), one deduces that u ∈ D(Th(λ)) and

Th(λ)u = lim Th(λ)un. Since Π̂ = 1 − Π is bounded, this implies that u ∈ D(T̂h(λ)) and

T̂h(λ)u = v which proves that T̂h(λ) is closed. In addition, the operator T̂h(λ) is clearly

densely defined on Π̂L2. Let us now study the invertibility of T̂h(λ). For any u ∈D(T̂h(λ)),
one has by definition

Re⟨T̂h(λ)u,u⟩ = Re⟨(∆V,h − λW + λ2)Π̂u, Π̂u⟩.

Using Theorem 5, this implies that for ∣λ∣ < ε0h, one has

Re⟨T̂h(λ)u,u⟩ ≥ ε∗h∥Π̂u∥2 −Re(λ)⟨W Π̂u, Π̂u⟩ +Re(λ2)∥Π̂u∥2

≥ (ε∗ − ε0∥W ∥L∞)h∥Π̂u∥2 − ε20h2∥Π̂u∥2

≥ ε∗
2
h∥Π̂u∥2

for ε0 small enough. This proves that T̂h(λ) is injective when ∣λ∣ < ε0h. We observe that

the same proof shows that T̂h(λ)∗ = Π̂Th(λ)∗Π̂ is injective. Moreover, the Cauchy-Schwarz

inequality implies that for all u ∈D(T̂h(λ)),

(2.18) ∥T̂h(λ)u∥ ≥
ε∗
2
h∥Π̂u∥.

Let us now prove that T̂h(λ) is surjective if ∣λ∣ < ε0h. We first observe that Ran(T̂h(λ)) is

closed since T̂h(λ) is closed and the convergence of any sequence (T̂h(λ)un) implies the con-

vergence of (un) thanks to (2.18). Hence it is sufficient to prove that Ran(T̂h(λ))� = {0},

which is consequence of the injectivity of the operator T̂h(λ)∗. ◻

We now introduce the Grushin operator

(2.19) Kh(λ) = ( Th(λ) R−
R+ 0

) .

Proposition 2.5. Let U be a Morse function. There exist ε0 > 0 and h0 > 0 such that, for
all h ∈]0, h0] and all λ ∈ D(0, ε0h), the operator Kh(λ) is invertible. Moreover, its inverse
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Eh(λ) writes

Eh(λ) = ( E(λ) E+(λ)
E−(λ) E−+(λ)

) ,

where E,E−,E+,E−+ are holomorphic in D(0, ε0h) and satisfy the following formulas:

E+(λ) = R− − T̂h(λ)−1Π̂Th(λ)R− , E−(λ) = R+ −R+Th(λ)T̂h(λ)−1Π̂ ,

(2.20) E−+(λ) = −R+Th(λ)R− +R+Th(λ)Π̂T̂h(λ)−1Π̂Th(λ)R− ∶ Cn0 → Cn0 ,

and

(2.21) E(λ) = T̂h(λ)−1Π̂ .

Moreover, for λ ∈D(0, ε0h), Th(λ) is invertible if and only if the matrix E−+(λ) is invert-
ible, in which case it holds

Th(λ)−1 = E(λ) −E+(λ)E−1
−+(λ)E−(λ).

Proof. Thanks to Lemma 2.4, the proof is reduced to an algebraic computation which is
completely analogous to the one used in the proof of [20, Lemma 2.2]. ◻

We now give some direct consequences of Proposition 2.5 and Lemma 2.4, which will be
used in the following. By definition, one has R+Th(λ)Π̂ = −λR+W Π̂. Hence (2.20) becomes

E−+(λ) = −R+Th(λ)R− + λ2R+W Π̂T̂h(λ)−1Π̂WR−.

Introducing the matrices

(2.22) MV,h = R+∆V,hR−, Wh = R+WR−, and Gh(λ) = λ2(ICn0 −R+W Π̂T̂h(λ)−1Π̂WR−),

this rewrites

(2.23) −E−+(λ) = MV,h − λWh +Gh(λ).

Moreover, it follows from Lemma 2.4 that λ ∈ D(0, ε0h) ↦ Gh(λ) is holomorphic and that
there exists C > 0 such that for all h small enough and all λ ∈D(0, ε0h),

(2.24) ∣Gh(λ)∣ ≤ C ∣λ∣2h−1.

According to (2.9) and to Proposition 2.5,

(2.25) λ ∈D(0, ε0h) ∩ σ(Ph) if and only if λ ∈D(0, ε0h) is a singularity of E−1
−+(λ).

To prove Theorems 2 and 3, the strategy consists in studying the singularities of E−1
−+(λ) in

D(0, ε0h), which first requires to compute asymptotic equivalents of MV,h and Wh as h→ 0
(see (2.23)).
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3. The double well case

In this section we prove Theorem 2. To this end, we assume throughout this section that
U(0) has exactly two elements m1 and m2 such that V (m1) < V (m2). Assume also that
the two elements s1, s2 of U(1) satisfy V (s1) > V (s2). Recall that in this case, one has by
construction of S (see (1.9)) and j (see (1.11)), S(m2) = V (s2) − V (m2) and j(m2) = s2
(see Remark 1.3). Thus, according to Theorem 5, it holds

(3.1) µ∆
2,h = ah(m2)he−

2(V (s2)−V (m2))

h ,

with ah(m2) ∼ ∑k≥0 h
kak(m2) and a0(m2) = 1

π

√
V ′′(m2) ∣V ′′(s2)∣.

3.1. Asymptotic equivalent of Wh, as h → 0. Recall that Wh = R+WR− (see (2.22)),
where W , R+, and R− are respectively defined in (2.6), (2.15), and (2.16). The operators
R+ and R− are defined with the help of an orthonormal basis (Ψ1,Ψ2) of E0 (see (2.14)).
Hence, in order to compute an asymptotic equivalent of Wh in the limit h → 0, we first
consider a suitable basis (Ψ1,Ψ2), which is chosen as follows.

We choose Ψ1 as the L2(T)-normalized solution of ∆V,hΨ1 = 0, namely:

Ψ1 =
1

Z1,h

e−(V −V (m1))/h with Z1,h = ∥e−(V −V (m1))/h∥L2(T),

where by Laplace’s method: Z1,h ∈ Ecl((πh/V ′′(m1))1/4), since m1 is the unique global
minimum of V on T. We recall that Z1,h ∈ Ecl((πh/V ′′(m1))1/4) means that Z1,h =
(πh/V ′′(m1))1/4 zh where zh ∼ 1 +∑k≥1wkh

k, see the beginning of Section 2.

To construct Ψ2, we first choose a L2(T)-normalized function ϕ2 such that both ∆V,hϕ2

and ⟨Ψ1, ϕ2⟩L2(T) are exponentially small as h → 0. Since Ψ1 concentrates around m1 and
V (m2) > V (m1), a good candidate is given by:

(3.2) ϕ2 =
1

Z2,h

χ2e
−(V −V (m2))/h with Z2,h = ∥e−(V −V (m2))/h∥L2(T),

where r > 0 and χ2 ∈ C∞c (T, [0,1]) satisfies 1lB(m2,r) ≤ χ2 ≤ 1lB(m2,2r). When r > 0 is small
enough, m2 is the unique global minimum of V on the closure of B(m2,2r) (because V is
a Morse function). Thus, by Laplace’s method: Z2,h ∈ Ecl((πh/V ′′(m2))1/4). In addition,
for such a fixed r > 0, V > V (m2) on supp(∇χ2), and therefore, since supp([∆, χ2]) ⊂
supp(∇χ2) and ∆V,h(e−V /h) = 0, there exists C > 0 such that for h small enough:

(3.3) ∆V,hϕ2 = −h2[∆, χ2]ϕ2 =O(e−C/h) in L2(T).

On the other hand, since ∆V,h is self-adjoint, it follows from the localisation of the spectrum
stated in Theorem 5 (with n0 = 2 there) that

(3.4) ∀z ∈ ∂D(0, ε∗h/2), ∥(∆V,h − z)−1∥L(L2(T))=
1

d(z, σ(∆V,h))
= O(h−1).

By definition of Π and according to Theorem 5,

Π = 1

2iπ ∫∂D(0, ε∗
2
h)
(z −∆V,h)−1dz
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and, using (3.3) and (3.4) together with the second resolvent identity, it follows that Πϕ2

satisfies

Πϕ2 − ϕ2=
1

2iπ ∫∂D(0, ε∗
2
h)

((z −∆V,h)−1 − z−1)ϕ2dz

= 1

2iπ ∫∂D(0, ε∗
2
h)
z−1(z −∆V,h)−1∆V,hϕ2dz = O(e−C/h).(3.5)

Moreover, since V (m2) > V (m1) and ΠΨ1 = Ψ1, one has for h small enough:

(3.6) ⟨Πϕ2,Ψ1⟩L2(T) = ⟨ϕ2,Ψ1⟩L2(T) = O(e−C/h).
We finally set

Ψ2 =
Πϕ2 − ⟨Πϕ2,Ψ1⟩L2(T)Ψ1

∥Πϕ2 − ⟨Πϕ2,Ψ1⟩Ψ1∥L2(T)
.

The function Ψ2 belongs to E0, is orthogonal to Ψ1, and ∥Ψ2∥L2(T) = 1. From now on, we
consider the above orthonormal basis (Ψ1,Ψ2) of E0. Notice that, using (3.5) and (3.6), one
has ⟨Πϕ2,Ψ1⟩Ψ1 = O(e−C/h) and ∥Πϕ2 − ⟨Πϕ2,Ψ1⟩Ψ1∥L2(T) = 1 +O(e−C/h). Consequently,

(3.7) Ψ2 = ϕ2 +O(e−C/h) in L2(T).
Lemma 3.1. With the above choice of (Ψ1,Ψ2), there exists C > 0 such that for all h small
enough,

Wh = ( γ1,h 0
0 γ2,h

) +O(e−C/h),

where we recall that Wh is defined in (2.22) and where, for i ∈ {1,2}, γi,h satisfies as h→ 0:

γi,h ∼ ∑k≥0 h
kγα,k(mi) +

√
h∑k≥0 h

kγV,k(mi), with

γα,0(mi) = α(mi) and γV,0(mi) = 2

√
V ′′(mi)

π
.

Proof. Since (Ψ1,Ψ2) is an orthonormal family, one has Wh = (⟨WΨi,Ψj⟩L2(T))i,j=1,2. In
addition, Ψ1 = O(e−C/h) in L2(supp(ϕ2)). Hence, using (3.7), for all i ≠ j, ⟨WΨi,Ψj⟩L2(T) =
O(e−C/h). Suppose now that i ∈ {1,2} is fixed. By definition of W , one has ⟨WΨi,Ψi⟩L2(T) =
⟨αΨi,Ψi⟩L2(T) + 2⟨∣∂xV ∣Ψi,Ψi⟩L2(T). By definition of Ψ1 and Ψ2 above, using Laplace’s
method, one has as h → 0: ⟨αΨi,Ψi⟩L2(T) ∼ ∑k≥0 h

kγα,k(mi) with γα,0(mi) = α(mi). On
the other hand, for i ∈ {1,2}, one has for δ > 0 small enough,

⟨∣∂xV ∣Ψi,Ψi⟩L2(T) = Z−2
i,h∫

∣x−mi∣<δ
∣∂xV (x)∣e−2(V (x)−V (mi))/hdx +O(e−c/h)

= Z−2
i,h(∫

mi+δ

mi

∂xV (x)e−2(V (x)−V (mi))/hdx

− ∫
mi

mi−δ
∂xV (x)e−2(V (x)−V (mi))/hdx) +O(e−c/h)

= hZ−2
i,h +O(e−c/h).

Using the fact that Zi,h ∈ Ecl((πh/V ′′(mi))1/4), this ends the proof of the lemma. ◻

We are now in position to prove Theorem 2.
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3.2. End of the proof of Theorem 2. Recall that the strategy consists in localizing the
singularities of E−1

−+(λ) in D(0, ε0h) (see (2.25)). First of all, λ = 0 is always a singularity of
λ ∈ D(0, ε0h) ↦ E−1

−+(λ), since Th(0)Ψ1 = 0 (see Proposition 2.5). Let us now look for the
other singularities of λ ∈ D(0, ε0h) ↦ E−1

−+(λ). Since dim E0 = 2, ∆V,hΨ1 = 0, and Ψ2 ∈ E0

is orthogonal to Ψ1, it holds: ∆V,hΨ2 = µ∆
2,hΨ2 and therefore, MV,h = diag(0, µ∆

2,h). By

Lemma 3.1, (2.23), and (2.24), one then has

−E−+(λ) = ( 0 0
0 µ∆

2,h
) − λ( γ1,h 0

0 γ2,h
) + rh(λ),

where λ ∈ D(0, ε0h) ↦ rh(λ) is holomorphic and rh(λ) = O(λ2h−1 + λe−C/h) for all λ ∈
D(0, ε0h) and h small enough. Set

Γh = diag(γ1,h, γ2,h).
Then, according to Lemma 3.1 and without extra assumption on α(m1) and α(m2)1,

(3.8) Γ−1
h = O(h−1/2).

Therefore, one deduces that

(3.9) −E−+(λ) = Γh(Fh(λ) + Rh(λ)) with Fh(λ) = ( −λ 0
0 µ∆

2,h/γ2,h − λ ) ,

where Rh(λ) is holomorphic with respect to λ ∈D(0, ε0h) and Rh(λ) = O(λ2h−
3
2+λh− 1

2 e−C/h)
for all λ ∈D(0, ε0h) and h small enough. Set

η2,h ∶= µ∆
2,h/γ2,h.

According to Lemma 3.1, to (3.1), and to the relation α(m2) > 0 implied by (1.4) (see
indeed (1.5)), one has in the limit h→ 0:

(3.10) η2,h = ζh(m2)he−
2
h
(V (s2)−V (m2)),

where ζh(m2) ∼ ∑k≥0 h
k
2 ζk(m2) and ζ0(m2) = 1

π

√
∣V ′′(m2)V ′′(s2)∣/α(m2). Let K ≥ 2 be

fixed in what follows. Set

DK = {λ ∈ C, ∣λ − η2,h∣ < hKe−
2
h
(V (s2)−V (m2))},

whose closure is by (3.10) included in D(0, ε0h) for h small enough. Hence, for any λ ∈ DK ,
since K ≥ 2, one has, for all h small enough,

(3.11) C−1he−
2
h
(V (s2)−V (m2)) ≤ ∣λ∣ ≤ Che− 2

h
(V (s2)−V (m2)).

Consequently, for any λ ∈ ∂DK , the matrix Fh(λ) is invertible and

(3.12) Fh(λ)−1 = O(h−Ke 2
h
(V (s2)−V (m2))) on ∂DK .

On the other hand, it follows from the estimate on Rh below (3.9) that for any λ ∈ ∂DK ,

Rh(λ) = O(
√
he−4(V (s2)−V (m2))/h +

√
he−(2(V (s2)−V (m2))+C)/h) = O(e−(2(V (s2)−V (m2))+C)/h).

Hence, by (3.9), E−+(λ) is invertible on ∂DK for all h small enough and

−E−1
−+(λ) = (1 +O(e− C

2h ))Fh(λ)−1Γ−1
h on ∂DK ,

1Note that when α(m1)α(m2) ≠ 0, it actually holds Γ−1h = O(1).
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where we have used (3.12) and the invertibility of Γh. Using in addition ∥Fh(λ)−1∥ ∣∂DK ∣ =
O(1) and (3.8), this implies that for all h small enough:

1

2iπ ∫∂DK
E−1
−+(λ)dλ = −[

1

2iπ ∫∂DK
( −λ 0

0 η2,h − λ
)
−1

dλ]Γ−1
h + ∥Γ−1

h ∥O(e− C
2h )

= ( 0 0
0 γ−1

2,h
) +O(e− C

4h ) is non trivial.

(3.13)

Hence, for all K ≥ 2, λ ↦ E−1
−+(λ) admits at least a singularity αh,K in the disk DK . In

particular, one has for all h small enough,

αh,K = η2,h +O(hKe− 2
h
(V (s2)−V (m2))), where η2,h satisfies (3.10).

But, since (1.4) holds, Theorem 1 implies that for all h small enough, σ(Ph)∩{Re(z) ≤ ε0h2}
is composed of two elements 0 and λ2,h. According to (2.25), the nonzero eigenvalue λ2,h

then necessarily satisfies λ2,h = αh,K for all K ≥ 2. This ends the proof of Theorem 2.

4. The multiple well case

In this section, we prove Theorem 3. We assume that U is a Morse function and that
(1.10) is satisfied. Recall that the local minima m1, . . . ,mn0 of V are labeled such that
(S(mj))j∈{1,...,n0} is decreasing (see (1.12)). We then label {Ψ1, . . . ,Ψn0}, the basis of E0,
accordingly.

4.1. An adapted basis of quasimodes. In order to compute accurately the matrices
MV,h and Wh, we will build the basis (Ψj)j=1,...,n0 of E0 from a family of quasi-modes
(ϕj)j=1,...,n0 constructed in [6]. First, as in the previous section, set, for h > 0,

ϕ1 =
1

Z1,h

e−(V −V (m1))/h with Z1,h = ∥e−(V −V (m1))/h∥L2(T) ∈ Ecl((πh/V ′′(m1))1/4),

and Ψ1 = ϕ1. For any j = 2, . . . , n0, let ϕj be the L2(T)-normalized quasi-mode associated
with mj given in [6, Definition 4.3] applied to the case of the Witten Laplacian ∆V,h. Since
ϕi is by definition supported in a neighborhood of C(mi) (see [6, Section 4]), it follows
from the second item of Assumption (1.10) that, for all i ∈ {1, . . . , n0} and r > 0 small
enough, one has for all h small enough:

(4.1) ϕi =
1D(mi,r)

Zi,h
e−(V −V (mi))/h +O(e−c/h) in L2(T),

where Zi,h ∈ Ecl((πh/V ′′(mi))1/4). For j ∈ {1, . . . , n0}, we set

κj,h ∶= ⟨∆V,hϕj, ϕj⟩.
We have obviously κ1,h = 0 and, from [6, Proposition 5.1], we have for all j ∈ {2, . . . , n0},

(4.2) κj,h ∈ Ecl(he−2S(mj)/h ∣V
′′(mj)V ′′(j(mj))∣

1
2

π
).

The basis (Ψj)j=1,...,n0 of E0 = Ran Π is then constructed from the family (ϕj)j=1,...,n0 by
the following procedure. Set, for j = 1, . . . , n0: vj = Πϕj. For h small enough, the family
(vj)j=1,...,n0 is then a basis of E0 (since, according to [6, Proposition 5.3], ⟨vj, vi⟩L2(T) =
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δi,j+O(e−c/h), for all i, j = 1, . . . , n0). We then consider the family (Ψj)j=1,...,n0 obtained from
(vj)j=1,...,n0 by a Gram-Schmidt procedure as in [6, page 30]. According to [6, Proposition
5.3 and Eq. (5.15)], this orthonormal basis of E0 satisfies the following properties:

(4.3) for all j, k = 1, . . . , n0, ⟨∆V,hΨj,Ψk⟩ = δj,kκj,h +O(h∞
√
κj(h)κk(h))

and

(4.4) for all j = 1, . . . , n0, Ψj = ϕj +O(e−c/h) in L2(T).

Working in the basis (Ψj)j=1,...,n0 of E0, we obtain the following asymptotic equivalent of
Wh (see (2.22)).

Lemma 4.1. There exists C > 0 such that the matrix Wh satisfies, for h small enough,

Wh = Γh +O(e−C/h),

where Γh = diag(γ1,h, . . . , γn0,h) and, for j = 1, . . . , n0:

γj,h ∼ ∑
k≥0

hkγα,k(mj) +
√
h∑
k≥0

hkγV,k(mj)

with γα,0(mj) = α(mj), and γV,0(mj) = 2
√

V ′′(mj)
π .

Proof. The asymptotic computation of ⟨WΨi,Ψi⟩ as h → 0 is exactly the same as in
Lemma 3.1, using (4.1) and (4.4). The only point to be checked is that for any i ≠ j, one
has ⟨WΨi,Ψj⟩ = O(e−C/h). Thanks to (4.4), this is equivalent to say that for all i ≠ j, one
has ⟨Wϕi, ϕj⟩ = O(e−C/h), which follows directly from (4.1). ◻

4.2. Proof of Theorem 3. Let Γh be defined by Lemma 4.1 and let MV,h be given by
(2.22). Notice that in the case n0 ≥ 3, the matrix MV,h has not to be diagonal and we vill
use the following result.

Lemma 4.2. Introduce the symmetric positive semi-definite matrix

MΓ
V,h = Γ

− 1
2

h MV,hΓ
− 1

2

h .

Then, there exists ε0 > 0 such that, for all h small enough, the n0 eigenvalues β1,h ≤ ⋅ ⋅ ⋅ ≤
βn0,h of MΓ

V,h satisfy: β1,h = 0 and, for all k = 2, . . . , n0, βk,h ∈ Ecl(µ∆
k,h/γk,h), where µ∆

k,h is

given by (2.11).

Proof. First, observe that MV,h admits 0 as a simple eigenvalue (since 0 is a simple eigen-
value of ∆V,h), so it is also a simple eigenvalue of MΓ

V,h. For A = (ai,j)1≤i,j≤n0 a matrix, we

define Ã ∶= (ai,j)2≤i,j≤n0 . We then have:

M̃Γ
V,h = (Γ̃h)−

1
2 M̃V,h(Γ̃h)−

1
2 .

Moreover, by (4.2) and (4.3), the matrix M̃V,h writes

M̃V,h = Ωh(DV,h +O(h∞))Ωh,
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with Ωh = diag(e−S(m2)/h, . . . , e−S(mn0)/h) and DV,h = diag(ah(m2), . . . , ah(mn0)). Since Γ̃h
is diagonal, one has ΩhΓ̃h = Γ̃hΩh and it follows that M̃Γ

V,h writes

M̃Γ
V,h = Ωh(DΓ

V,h +O(h∞))Ωh

with DΓ
V,h = diag(µ∆

j,h/γj,h, j = 2, . . . , n0). Hence M̃Γ
V,h admits a graded structure in the sense

of [20, Definition A.1]. We can thus apply [20, Theorem A.4] which yields the result. ◻

We are now in position to prove Theorem 3. Let U be a Morse function and assume that
(1.10) is satisfied. Recall that we look for the singularities of E−1

−+(λ) and that λ = 0 is
always a singularity of E−1

−+(λ) (since dim Ker(Ph) = 1). Let us now look for the remaining
singularities of E−1

−+(λ) in D(0, ε0h). From Lemma 4.2, there exists a unitary change of
basis Bh such that MΓ

V,h = B∗
h diag(β1,h, . . . , βn0,h)Bh (since MΓ

V,h is symmetric and thus

diagonalizable in an orthonormal basis). Combined with (2.23), (2.24), and Lemma 4.1,
this yields

(4.5) −E−+(λ) = Γ
1/2
h B∗

h[diag(β1,h, . . . , βn0,h) − λICn0 − Rh(λ)]BhΓ
1/2
h ,

where, for h small enough, Rh(λ) is holomorphic with respect to λ ∈D(0, ε0h) and

(4.6) Rh(λ) = O(λ2h−
3
2 + λh− 1

2 e−C/h),

and where we have used that Γ−1
h = O(h−1/2) by Lemma 4.1. Hence, the singularities of

E−1
−+(λ) in D(0, ε0h) are exactly those of L−1

h , where

(4.7) Lh(λ) = Fh(λ) − Rh(λ), with Fh(λ) = diag(β1,h − λ, . . . , βn0,h − λ).

Recall that β1,h = 0 and βj,h ∈ Ecl(µ∆
j,h/γj,h) for all j ≥ 2. For all j = 2, . . . , n0, using the

asymptotic equivalents of µ∆
j,h and γj,h given in Theorem 5 and in Lemma 4.1, one has

when h→ 0, using (1.4) which implies α(mj) > 0:

(4.8) βj,h = ζh(mj)he−
2
h
S(mj),

where ζh(mj) ∼ ∑k≥0 h
k
2 ζk(mj) and ζ0(mj) is given by (1.14). Let us now consider j ∈

{2, . . . , n0} and K ≥ 2. Denote Dj,K = D(βj,h, hKe−
2
h
S(mj)) and let λ ∈ ∂Dj,K . Since

S(m`) < S(mk) when ` ≥ k, for h > 0 small enough, the Dj,K are pairwise disjoint, their
closures are included in D(0, ε0h), and for all i ∈ {2, . . . , n0}:

∀i > j, ∣λ − βi,h∣ ≥ ∣βj,h − βi,h∣ − ∣λ − βj,h∣ ≥ Che−
2
h
S(mi) ≥ Che− 2

h
S(mj)

∀i < j, ∣λ − βi,h∣ ≥ ∣βj,h − βi,h∣ − ∣λ − βj,h∣ ≥ Che−
2
h
S(mj).

(4.9)

Moreover, for h small enough,

(4.10) ∣λ∣ ≥ Che− 2
h
S(mj).

Consequently, for λ ∈ ∂Dj,K , the matrix Fh(λ) is invertible and

Fh(λ)−1 = O(h−Ke 2
h
S(mj)) on Dj,K .
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Combining this estimate with (4.6) and reasoning as around (3.13), we prove that for all
j = 2, . . . , n0, K ≥ 2, and h small enough,

(4.11) L−1
h (λ) (and thus E−1

−+(λ)) admits a singularity αj,h,K in Dj,K ,

so in particular αj,h,K ≠ αi,h,K when i ≠ j ∈ {2, . . . , n0} (the Dj,K being pairwise disjoint).

In addition, since (1.4) holds, Theorem 1 implies that for all h small enough, σ(Ph) ∩
{Re(z) ≤ ε0h2} ∖ {0} is made of n0 − 1 real eigenvalues 0 < λ2,h ≤ . . . ≤ λn0,h (counted
with algebraic multiplicity). It then follows from (2.25) that, for each j = 2, . . . , n0, the

eigenvalue λj,h satisfies λj,h = αj,h,K for all K ≥ 2. Since αj,h,K = βj,h+O(hKe− 2
h
S(mj)) for all

K ≥ 2 and βj,h ∈ Ecl(µ∆
j,h/γj,h), this completes the proof of Theorem 3, using the asymptotic

equivalent of µ∆
j,h/γj,h as h→ 0 (see Theorem 5 and Lemma 4.1).

4.3. The case when (1.4) is not satisfied. In this section, we prove Theorem 4, where,
compared to Theorem 3, we do no longer assume that (1.4) holds but that (1.15) holds. We
can thus no longer use Theorem 1 as we did at the very end of the proof of Theorem 3 to
say that Ph admits n0−1 nonzero eigenvalues (counted with multiplicity) in {Re(z) ≤ ε0h2}.
We can however make use of all the intermediate results in the proof of Theorem 3 until
(4.11) (included), except that one has the following minor scaling changes:

(1) Equation (4.8) must be changed into

(4.12) βj,h = ζh(mj)
√
he−

2
h
S(mj),

where ζh(mj) ∼ ∑k≥0 h
k
2 ζk(mj) with ζ0(mj) satisfying (1.17).

(2) In Equations (4.9) and (4.10), all the Ch must be replaced by C
√
h.

Let j ∈ {2, . . . , n0} and note that, for h small enough, the sequence (αj,h,K)K≥2 defined in
the proof of Theorem 3 is stationary by analyticity of the nontrivial map λ↦ E−+(λ). We
denote by αj,h its limit and recall that, according to (2.25), {0, α2,h, . . . , αn0,h} ⊂ σ(Ph). In
addition, the αj,h’s are exponentially small and thus belong to D(0, ch2) for any c > 0 and
all h small enough. Let us now prove that, for h small enough, 0 and αj,h, j = 2, . . . , n0, are
the only singularities of λ↦ E−1

−+(λ) in D(0, ch2), that they are all real, and have geometric
multiplicity 1 as eigenvalues of Ph. Recall that by (4.5), λ ∈ D(0, ε0h) is a singularity of
E−1
−+(λ) if and only if it is a singularity of Lh(λ)−1 (see (4.7)). Let us denote, for λ ∈ C,

dh(λ) = detLh(λ) = det(Fh(λ) − Rh(λ)),

which is holomorphic on D(0, ε0h). For all λ ∈ ∂D(0, ch2), using (4.6), we get Rh(λ) =
O(h4h−3/2) = O(h5/2), and by (4.12),

∣detFh(λ)∣ = ∣λ ×Πn0
j=2(λ − βj,h)∣ = cn0h2n0(1 + oh(1)).

Thus, for h small enough, it holds uniformly on ∂D(0, ch2):

(4.13) dh(λ) = λ ×Πn0
j=2(λ − βj,h) +O(h5/2h2(n0−1)) = detFh(λ)(1 + oh(1)).

In particular, for any λ ∈ ∂D(0, ch2), one has

∣dh(λ) − detFh(λ)∣ < ∣detFh(λ)∣,
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which implies by Rouché’s theorem that dh(λ) and detFh(λ) have the same number n0

of zeros (counted with multiplicity) in D(0, ch2). These n0 zeros are thus 0 and αj,h,
j = 2, . . . , n0. Let us recall that the αj,h are pairwise disctinct and satisfy αj,h = βj,h +
O(hKe− 2

h
S(mj)) for all K ≥ 2 and j = 2, . . . , n0. They are then all simple zeros of dh(λ) (and

thus dim KerE−+(αj,h) = 1 for j = 2, . . . , n0). Using also (2.10) and [25, Equation (2.7)],
dim Ker(Ph−αj,h) = dim Ker Th(αj,h) = dim KerE−+(αj,h) = 1, for all j = {2, . . . , n0}. Lastly,
since the operator Ph has real coefficients, its spectrum is stable by complex conjugation.
Hence, since moreover 0 and the αj,h, j = 2, . . . , n0, have different asymptotic equivalents
as h→ 0, one has αj,h = αj,h for every j = 2, . . . , n0. To conclude the proof of Theorem 4, it
then just remains to use that, for every j = 2, . . . , n0, βj,h ∈ Ecl(µ∆

j,h/γj,h), and the asymptotic

equivalents of µ∆
j,h/γj,h as h→ 0 given by Theorem 5 and Lemma 4.1.
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22. L. Miclo and P. Monmarché, Étude spectrale minutieuse de processus moins indécis que les autres,
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vergne

Email address: boris.nectoux@uca.fr


	1. Introduction
	1.1. Purpose and motivation
	1.2. Setting
	1.3. Main results
	1.4. Extension of the results to the case when (1.4) is not satisfied

	2. Reduction to a finite dimensional problem
	2.1. A suitable change of variables
	2.2. Finite dimensional reduction, a Grushin problem

	3. The double well case
	3.1. Asymptotic equivalent of Wh, as h0
	3.2. End of the proof of Theorem 2

	4. The multiple well case
	4.1. An adapted basis of quasimodes
	4.2. Proof of Theorem 3
	4.3. The case when (1.4) is not satisfied

	References

