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ABSTRACT

Context. Different relationships between the Hα and Ca II chromospheric emissions have been reported in solar-type stars. In particu-
lar, the time-series of emissions in these two lines are clearly anti-correlated for a few percent of the stars, contrary to what is observed
on the Sun.
Aims. Our objective is to characterise these relationships in more detail using complementary criteria, and to constrain the properties
of filaments and plages that are necessary to explain the observations.
Methods. We analysed the average level and variability of the Hα and Ca II emission for 441 F-G-K stars, paying particular atten-
tion to their (anti-)correlations on both short and long timescales. We also computed synthetic Hα and Ca II time-series for different
assumptions of plage and filament properties and compared them with the observations.
Results. We were not able to find plage properties that, alone, are sufficient to reproduce the observations at all timescales simul-
taneously, even when allowing different Hα and Ca II emission relationships for different stars. We also specified the complex and
surprising relationship between the average activity levels of both indexes, in particular for low-activity stars.
Conclusions. We conclude that plages alone are unlikely to explain the observed variety of relationships between Ca II and Hα
emission, and that the presence of other phenomena like filaments may help to reconcile the models with observations.
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1. Introduction

Chromospheric emission is a widely used indicator of stellar
activity, especially based on the emission in the core of Ca II
H and K lines (e.g. Baliunas et al. 1995; Radick et al. 1998,
2018; Lockwood et al. 2007; Hall et al. 2009). It is also of great
interest in other fields, as the log R′HK index is often used as a
proxy to disentangle the exoplanet signal from the stellar activity
contribution in radial velocity time-series (e.g. Saar & Donahue
1997; Boisse et al. 2009; Lagrange et al. 2010; Meunier et al.
2010; Pont et al. 2011; Dumusque et al. 2012, 2017; Robertson
& Mahadevan 2014; Rajpaul et al. 2015; Lanza et al. 2016; Díaz
et al. 2016; Dumusque 2016; Borgniet et al. 2017). This is particu-
larly useful because the long-term variability of stars like the Sun
is strongly affected by the inhibition of the convective blueshift
in plages (Saar & Donahue 1997; Meunier et al. 2010), although
some complex behaviour must be taken into account in order to
be able to reach very low mass planets (Meunier & Lagrange
2013; Meunier et al. 2019a). In addition to its effect on exoplanet
detectability, stellar activity may affect exoplanet habitability,
and the stellar wind can erode the atmosphere of terrestrial-
type planets, causing a significant loss of volatiles (including
H2O) and influencing atmospheric evolution (see e.g. Vidotto
et al. 2013). Therefore, a good understanding of the processes
producing stellar variability is important.

? Full Table A.1 is only available at the CDS via anonymous ftp
to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsarc.
u-strasbg.fr/viz-bin/cat/J/A+A/658/A57

Several studies have compared the variability of stellar
chromospheric emission by analysing different chromospheric
indexes and in particular the Ca II H and K and Hα indexes.
The first studies of this kind (Giampapa et al. 1989; Strassmeier
et al. 1990; Robinson et al. 1990; Pasquini & Pallavicini 1991)
were limited to using non-simultaneous observations and found
that chromospheric indicators are well correlated with each other
most of the time (see the review by Linsky 2017), similarly to
the very good correlation observed on the Sun (Livingston et al.
2007). This is easily explained by the high level of correspon-
dence between the disk-resolved images in both lines, which
are dominated by plages. Maldonado et al. (2019) observed an
anti-correlation when observing the Sun with HARPS-N, which
nevertheless remains to be understood. Marchenko et al. (2021)
also found that the other Balmer lines, such as Hβ, Hγ, and
Hδ, also do not trace the usual chromospheric activity indica-
tors as well as expected on rotational timescales, possibly being
more affected by photospheric variability due to spots. This was
confirmed by Cincunegui et al. (2007) who used simultaneous
observations and a better temporal sampling, and found a cor-
relation between averaged (overall values for each star) indexes
in a large sample of F-G-K stars. However, these latter authors
also obtained a puzzling result when analysing individual time-
series: a few percent of the stars in their sample exhibit an
anti-correlation between the Ca II H and K index and the Hα
index. This was confirmed on a larger sample by Gomes da Silva
et al. (2014) for stars with similar spectral types. Such stars there-
fore have a behaviour that is very different from that of the Sun,
and this remains to be understood.
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Meunier & Delfosse (2009) proposed that this behaviour
could be caused by a larger number of (or bigger) filaments in
those stars: their presence would affect the correlation between
indexes by adding a strong absorption in Hα that may in some
cases compensate the plage signal. However, this could also be
caused by a peculiar behaviour of the Hα emission in plages at
low activity regimes, as has been proposed by Cram & Mullan
(1979) for M stars: when the activity increases (as is the Ca II
H and K index), the Hα line first exhibits a stronger absorp-
tion, before going into emission at higher levels of activity. The
increase in absorption could be due to an increase in tempera-
ture gradient (Cram & Mullan 1979) or to a stronger density of
the plasma in the chromosphere (Cram & Mullan 1985) leading
to a dominant effect of collisions: both processes are considered
in Cram & Giampapa (1987). However, this has only been pro-
posed for M stars and it is therefore speculative to apply this
mechanism to F-G-K stars.

Our objective here is to implement additional diagnoses to
describe and explain those observations, and in particular to
distinguish between these two proposed mechanisms. We con-
sidered a less selective and larger sample of stars than Gomes
da Silva et al. (2014) in order to present a broader picture:
we included more active stars, as well as a few subgiants. A
more sophisticated approach is also necessary because, as shown
below, the anti-correlations found by Cincunegui et al. (2007) are
not the only puzzling result: there are a large number of stars with
a correlation close to zero despite significant long-term variabil-
ity in Ca II (we see in the following that 40% of the stars with
very low correlation and good temporal sampling are in this con-
figuration). We specifically aim to investigate whether plages
and/or filaments can explain these unexpected (null and nega-
tive) observed correlations by attempting to answer two major
questions: Can the unexpected correlations be explained by a
complex relationship between Ca and Hα emission in plages
in some activity regimes? Otherwise, is the presence of fila-
ments necessary to explain the observations? To this end, we
implemented a statistical analysis on our large sample and also
analysed stars with good temporal sampling and individual cases
in more detail.

The outline of the paper is as follows: In Sect. 2, we describe
the star sample and its properties, and the derivation of the
chromospheric indexes. The relation between average Ca II and
Hα emissions is studied in Sect. 3. In Sect. 4, we describe the
tools used to characterise the variability of the stars at different
timescales and how this variability relates to stellar parameters.
In Sect. 5, we specifically investigate the possible role of plages
by comparing the expected (modelled) correlations and ampli-
tudes of Hα based on the Ca II ‘plage-induced’ variability to the
observed values. Finally, we discuss a possible interpretation in
terms of filaments in Sect. 6 and conclude in Sect. 7.

2. Sample and chromospheric activity indexes

In this section, we first describe the stellar sample, followed
by the computation of the Ca II H and K and Hα indexes. We
present the selection procedure.

2.1. Stellar sample

We gathered HARPS (High Accuracy Radial velocity Planet
Searcher) data for a large sample of F-G-K stars, covering spec-
tral types from F0 to K6. The spectra were retrieved from the
European Southern Observatory (ESO) archive. These stars have
been observed and studied in various surveys and in particular
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Fig. 1. Upper panel: log R′HK versus Teff for our sample of 441 stars.
Subgiants (identified with a luminosity class of IV in SIMBAD/CDS)
are shown in red. Lower panel: same but for the metallicity versus
log R′HK.

by Sousa et al. (2008), Ramírez et al. (2014), Marsden et al.
(2014), Datson et al. (2014), Borgniet et al. (2017), Lagrange
et al. (2013), and Gray et al. (2015). We have already studied
most of these stars in Meunier et al. (2017) to estimate the ampli-
tude of their convective blueshift and its dependence on the
activity level. In the present paper, our primary sample includes
465 stars (selected from published surveys), of which we have
selected stars with observations on at least ten different nights
after the selection process (see Sect. 2.2), resulting in a final
sample of 441 stars. Most of these are old main sequence stars,
with a strong bias towards solar-type and quiet stars (and there-
fore old stars), as shown in Fig. 1. Stars with a low log R′HK also
tend to have a higher metallicity, as already observed in previ-
ous works (Jenkins et al. 2008; Meunier et al. 2017), without a
clearly identified explanation so far. The distributions in Teff and
log R′HK are shown in Fig. 2. In our sample, G stars represent the
largest fraction (269 stars), followed by K stars (99 stars) and
F stars (73 stars). Furthermore, the sample includes young main
sequence active stars (54 have an average log R′HK above −4.6), as
well as a few subgiants and one giant, as summarised in Table 1.
Table A.1 lists all 441 stars and their fundamental parameters.

HARPS has been operating since 2003, allowing very good
temporal coverage of those stars. We analysed data obtained
between 2003 and 2017. The median time-span coverage is 9.1 yr.
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Table 1. Stellar type statistics.

Luminosity class Number

V 415
IV 13
IV-V 9
III 1
Unidentified 3

Notes. Luminosity classes are from the CDS, except for HD 163441
(Lorenzo-Oliveira et al. 2018), HD 78534 (dos Santos et al. 2016), and
HD 141943 (Grandjean et al. 2020).

Each star has observations over a time-span coverage of between
133 and 5064 nights. A total of 26 579 nights of observations are
analysed. The distributions of the number of nights per star and
of the temporal coverage are shown in Fig. 2. A total of 429 stars,
which is more than 97% of the sample, have a time-span longer
than 1000 days. The number of independent nights with observa-
tions per star ranges from 10 (after selection, see below) to 603,
with a median of 32 nights. Of these 429 stars, 137 have been
observed for more than 50 nights, and 70 stars for more than
100 nights.

2.2. Computation of activity indexes

We computed the S-index, hereafter S Ca, in a classical way to
anchor our measurements to the historical values of the Mount
Wilson R′HK, as in previous works (e.g. Baliunas et al. 1995;
Cincunegui et al. 2007; Meunier et al. 2017). We took the ratio
between the flux integrated in the core of the Ca II H and K lines
(using a triangular weighting function with a width of 1.09 Å)
and the continuum estimated between 3891 and 3911 Å plus
that between 3991 and 4011 Å. The variability analysis was per-
formed on this indicator but we also computed the usual log R′HK,
using the photospheric contribution subtraction and the correc-
tion by the bolometric flux from Noyes et al. (1984), to derive
average activity levels that can be compared for stars of different
spectral types.

We computed the Hα index, hereafter S Hα as in Gomes
da Silva et al. (2011): we integrated the flux in the core of
the Hα line over a bandwidth of 1.6 Å, which was then nor-
malised by the flux in the continuum in the 6545–6556 Å and
6576–6585 Å domains. Again, this indicator was used in our
temporal variability analysis of each star and therefore does not
need to be calibrated in absolute flux. The average flux IHα was
also computed for complementary analysis after correction of
a colour-dependence (B-V), described in Appendix B: we then
considered the log of this corrected index.

The formal uncertainties on each value, computed from the
propagation of the uncertainties due to the photon noise, are
very small, and we chose to adopt a more conservative approach
in this work, as systematic sources of uncertainties might be
present. We first selected all nights with at least 50 observations
of the same star, which lead us to a sample of 133 nights for
17 stars. We then computed the standard deviation of the flux
values over each night, and plotted it as a function of signal-
to-noise ratio (S/N) in the Ca II H and K orders, or in the Hα
order, respectively, for the two indexes. We assumed that the stars
with the smallest dispersion have no intrinsic variability over
one night, and that the dispersion is due to the uncertainty on
the measurements only. This would not take any long-term sys-
tematic error into account, which we cannot estimate. The lower
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Fig. 2. First panel: distribution of Teff values for our sample of 441 stars.
Second panel: same but for log R′HK. Third panel: same but for the
number of nights. Fourth panel: same but for the time span.

envelope (which is higher than the formal errors from the photon
noise) provided us an estimate of the uncertainty as a function of
S/N on the spectra (see also Lovis et al. 2011, for a discussion
about the instrumental noise floor). We obtained the following
uncertainties: (1) that on S Ca (S/N considered for the seventh
order of the HARPS spectra, i.e. for Ca II K ):

if S/N > 40, σCa = σ0 = 0.0005, (1)

if S/N < 40, σCa =
σ0 + (S/N − 40)2

2 105 , (2)

and (2) that on S Hα (S/N considered for the 67th order of the
HARPS spectra):

if S/N > 40, σHα = σ′0 = 0.0003, (3)
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Fig. 3. Average log IHα versus average log R′HK for each star. Stars with
metallicity lower than −0.2 are in red, and larger than 0.2 in green, while
stars with metallicity between −0.2 and 0.2 are in black.

if S/N < 40, σHα =
σ′0 + (S/N − 300)2

5 107 . (4)

As some of the spectra have a very low S/N, we implemented a
selection based on a threshold adapted to each star in order to
retrieve as many observations as possible. For each star, we anal-
ysed all individual measurements of the Ca II index as a function
of S/N. The same was done for the Hα index. For different bins
in S/N (of width 10), we computed the average and the standard
deviation of the values: in principle, S/N bins with a larger dis-
persion than bins with a very good S/N should be discarded, as
should those with an average far from the other values. A ref-
erence level and standard deviation were first estimated for all
points with S/N > 30 (m30 and σ30 respectively). We identified
the first S/N bin for which the standard deviation was lower than
σ30 and the first S/N bin for which the average was smaller than
m30 + 3σ30, and took the highest of these S/N values. We kept
all points with a S/N higher than this final threshold. In addition,
we kept all points when there were more than 15 measurements
during a given night, because even if the S/N is smaller the aver-
age should be statistically significant. Out of the original 88 324
individual observations (for 465 stars), a total of 37 224 mea-
surements are kept. After binning over each night, this leads to
26 672 individual nights. Finally, we kept stars with observations
on at least ten nights, giving a total of 441 stars representing a
total of 26 579 nights for our final sample.

3. Average chromospheric indexes

Before analysing the temporal variability, we consider the rela-
tion between the average emission levels. Figure 3 shows the
average log IHα of all stars in our sample versus their average
log R′HK. We observe a good correlation between the two indexes
(Pearson coefficient of 0.82). However, there is significant dis-
persion, especially for quiet stars: the correlation for stars with a
log R′HK of lower than −4.6 (as in e.g. Gomes da Silva et al. 2014)
is for example much lower (0.44). This is very similar to what
has been found in previous works for similar stars: Cincunegui
et al. (2007) found a strong dispersion, as did Gomes da Silva
et al. (2014) with stars with a log R′HK mostly below −4.6. A
few stars seem to depart from the general behaviour: a few low-
activity stars have a lower Hα emission (stars with log IHα below
∼−1.5 in the lower left part of Fig. 3), and a few active stars

have a larger Hα emission than most stars with the same average
log R′HK (they have log R′HK around −4.5 and log IHα above −0.8
in Fig. 3). Such stars are either low-Teff or high-Teff stars, and
this effect is likely to be caused by a residual of the correction
applied in Appendix B, because of the low number of stars in
these regimes. This is indeed apparent in Fig. B.1.

Even though the indexes have been corrected for the photo-
spheric contribution and, in the case of log R′HK, by the bolomet-
ric flux, the range of spectral types and classes is such that it
is useful to investigate this flux–flux relationship by considering
small bins of Teff independently. The results are shown in Fig. 4,
for 200 K-wide bins, for the S Hα and S Ca indexes. The extension
towards active stars (S Ca > 0.3) is not shown here for clarity, but
exhibits a correlation similar to that of Fig. 3 (see Appendix C.2).
At these low activity levels, the relationship appears more com-
plex than a linear correlation. At very low activity levels, the
dispersion in the Hα index increases, with the possible existence
of two branches, which are particularly clearly seen between
5100 K and 6100 K where a large number of stars are available: a
lower branch that corresponds to an overall monotonous relation
between the Ca II and Hα indexes, and a upper branch (seen for
S Ca typically below ∼0.2 and a level in S Hα depending on Teff)
where the Hα emission first appears to decrease with increasing
Ca II activity level. We note that high-metallicity stars (in green)
are seen predominantly on the higher branch. This may be simi-
lar to what was observed for M stars by Scandariato et al. (2017),
although here we also have stars on the lower branch.

The orange dots in Fig. 4 show “daily" values for stars
exhibiting anti-correlation in their S Hα and S Ca time-series (c <
−0.5), as detailed in the following section. It is noticeable that
these stars are predominantly observed on the upper branch. It is
therefore possible that the observed anti-correlation corresponds
to a specific behaviour represented by this upper branch, with an
increasing average Hα index when the activity level decreases as
represented by the average Ca index, which provides important
information for an interpretation of the anti-correlation. This is
the first time that such a behaviour is seen for F-G-K stars to
our knowledge. We identify three possible explanations for this
behaviour in the low-activity regime, and consider these further
in the following sections:

– There are two different relations between Ca II and Hα
plage emission at low activity level, corresponding to the
two observed branches. Cram & Mullan (1979) proposed
that the Ca II–Hα relation in M stars was non-monotonous
because of the fact that when activity increases, the absorp-
tion in Hα first increases before switching to emission (see
also Cram & Giampapa 1987), theoretically leading to a
U-shape in the Ca II–Hα relationship. Attempts to observe
this effect in M stars have been made, with a first result
obtained by Giampapa et al. (1989) on a small sample with
non-simultaneous observations of Ca II and Hα. Walkowicz
& Hawley (2009) and Gomes da Silva et al. (2011) may
have observed hints of this effect in a small sample of M
stars, although it mostly shows a flat Hα emission in the
low-activity range with a strong dispersion rather than the
expected U-shape. However, this was clearly observed for
M stars by Scandariato et al. (2017). We cannot exclude
that we observe a similar effect in more massive stars, with
emission in plages having a different slope (between Ca
II and Hα) depending on their average Hα level, although
we have seen no such studies in the literature for solar-type
stars. We test the effect of this assumption in Sect. 5 by
modelling Hα time-series deduced from Ca II time-series
using such slopes. The modelling details are described in
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Appendix C.2. In Appendix C.3, we also investigate whether
or not the different slopes observed for different Hα levels
could be due to additional processes.

– The two branches are caused by the presence of filaments.
In this case, both the presence of anti-correlation or almost
null correlations and the dispersion could be due to the same
effect, namely the presence of filaments strongly affecting

the Hα time-series, while the Ca II and Hα plage emission
would be the same for all activity levels. One difficulty
with this scenario is that, because filaments lead to Hα
absorption, we expect the anti-correlated stars to be closer
to the lower branch in Fig. 4, which is not the case, meaning
that this assumption is probably not sufficient to explain the
observation.
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– The two branches are due to a different average Hα level of
the quiet star, that is, a different basal flux. This would need
to be true only for relatively quiet stars, with a basal flux
depending on other stellar parameters (e.g. metallicity). Fur-
thermore, Cram & Mullan (1979) indicated that for M stars
at least, it is easier to obtain relatively high Hα emission
for stars with low metallicity, which is the opposite trend
of what we observe here. For M stars too, Houdebine &
Stempels (1997) argued that Ca II emission is also sensitive
to metallicity (lower metallicity corresponding to lower
activity levels, which is different from what is observed in
the lower panel of Fig. 1), while Hα emission is not sensitive
to it. While this explanation remains a possibility, we do not
investigate it further in this study.

4. Observed correlations and variability

In this section, we analyse the time-series obtained in Ca II
and Hα for our large sample of stars. We start by describing
the timescales that we considered and the computation of cor-
relations between time-series, and then establish whether or not
the observed variability is significant for the whole sample of
stars. We then use this information to test whether those obser-
vations can be explained by the presence of plages alone based
on three assumptions for the relationship between the Ca II and
Hα emission in plages.

4.1. Methods: correlation between Hα and Ca II emission on
different temporal scales

We describe the methods used to analyse the time-series
obtained for each star. We detail how the analysis is performed
for different timescales.

4.1.1. Computation of the correlations

Our primary tool to analyse the relationship between the Ca II
and Hα emission is the correlation, defined by the linear Pear-
son coefficient (a comparison with the Spearman coefficient
gives very similar values). We first computed this coefficient
for each S Ca(t) and S Hα(t) stellar time-series, which defines a
global correlation that is sensitive to both short-term and long-
term variability. The uncertainty on this global correlation was
computed as follows: we produced 1000 realisations of synthetic
time-series in which each value was replaced by the original
value plus a noise derived from the uncertainty at each point
(using a normal distribution). The standard deviation computed
over the 1000 synthetic correlations provides the 1-σ uncertainty
on our global correlation.

Figure 5 shows three typical examples of time-series and
correlations between S Ca and S Hα. HD 215152 (upper panel)
exhibits a behaviour similar that of the Sun (Livingston et al.
2007; Meunier & Delfosse 2009), with a good correlation
between the two indexes. The other extreme can be observed
with HD 7199 (lower panel), with a strong anti-correlation
between the two indexes. The middle panel shows another typi-
cal example in our sample: in this case, the Ca II emission varies
with time, with an amplitude lower than the solar one but with
a very significant cycle-like behaviour, while the Hα emission
does not exhibit any cycle-like variations. There are several sim-
ilar stars in our sample, showing a cycle-like variability in Ca II
and no long-term variability in Hα. This is also very puzzling
and we attempt to understand whether this is consistent with a
variability caused by plages below.

To more easily investigate the causes of these different
behaviours, we defined three categories representative of those
examples, selecting stars with a good temporal sampling and
a large number of observations: correlation close to zero with
significant long-term Ca II variation (category #1, 16 stars), anti-
correlation (category #2, 13 stars), and correlation (category #3,
20 stars). Figure E.1 shows that the three categories are well
represented at all Teff . Stars from categories #1 and #2 are less
active in terms of average log R′HK, while stars in category #3
are more active. We analysed both the whole sample and these
three individual categories in more detail. Let us note that many
stars are not in these categories either because they have a poorer
sampling or because they have an intermediate behaviour (e.g.
moderate correlation).

4.1.2. Long-term and short-term definitions

In addition to the global correlation, we investigated the variabil-
ity at two different temporal scales, short-term and long-term.
Different conditions and thresholds have been tested and they
show consistent results. The short-term (ST) variability of the
indexes is expected to be caused by the rotational modulation
of the contribution of plages. To study this timescale, we identi-
fied subsets extracted from each time-series whenever possible,
that is those with enough points and a short temporal coverage,
hereafter denoted zooms or subsets: these are extracts of one
time-series with at least five observations not separated by more
than 20 nights, and up to a maximum time of 100 nights, which
is necessary to avoid the effect of long-term trends (this thresh-
old allows us to cover several rotations for those stars, while
maintaining a good compromise with the number of points). For
the stars in our sample, this upper limit typically covers a few
rotations: a conversion of the average log R′HK and B-V values
into a rotation period according to Noyes et al. (1984) shows
that for most stars for which we study such ST variability, the
period is comprised of between 10 and 50 days, and is shorter
for 11% of them. The zooms are chosen not to overlap in order
to ensure that they are independent in the subsequent analysis.
Due to this upper limit, the temporal sampling impacts a few
zooms, but in practice most of them are not impacted by this
limit: the median of the spans is 29 days, and only 7% of them
comprise between 90 and 100 days. This leads to a total of 1145
zooms for 320 stars. Of these stars, 68 have at least five zooms,
and 30 stars have more than ten. The median temporal cover-
age of the zooms is 29 nights. The median number of nights per
zoom is 9, with values of between 6 and 70. For each zoom,
we computed the correlation as previously, which allows us to
compare the short-timescale variability of Ca II and Hα. In the
following, we analyse both these individual values, as well as the
average of all ST correlations for each star. The results are anal-
ysed in Sect. 4.4. The same zooms were used to characterise the
amplitude of the ST variability in Sect. 4.5.

Finally, we also considered the long-term (LT) variability of
these stars. This variability sometimes takes the shape of a solar-
like cycle, as illustrated on Fig. 5, but fitting this variability with
a single sinusoid as done in Gomes da Silva et al. (2014) does
not seem adequate here for two reasons. First, some time-series
can cover two cycles with different amplitudes, which cannot
be properly fitted by a single sinusoidal function. Second, some
stars in our sample show significant LT variability but no cyclic
behaviour. Fitting more sinusoidal functions at different periods
would be possible for a few stars with very good temporal cover-
age, but would not be relevant for most of these stars because
it would involve too many parameters. We therefore chose to
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Fig. 5. Upper panel: S Ca versus time (Julian day minus 2 452 000 days), S Hα versus time, and S Hα versus S Ca for HD 215152. C is the global
correlation between the two indexes. Middle panel: same for HD 146233. Lower panel: same for HD 7199.

identify subsets of the time-series, hereafter referred to as sea-
sons, defined as periods separated by more than 60 nights (the
gap is longer than for the ST definition to guarantee that seasons
are sufficiently well separated): the average properties over each
season is then used to study the LT variability. These seasons
include between 1 and 120 nights. Of our sample, 402 stars have
at least four seasons. With the additional constraint that seasons
must include at least five nights, we obtained 152 stars with at
least four seasons, which is our basis for the analysis of the LT
variability. For this selection, the median time-span of each sea-
son is 95 nights, with values varying between 5 and 316 nights.
The median number of nights per season is 10. For each season,
we computed the average of the indexes and their uncertainty,
and then the correlation between Ca II and Hα as previously,
leading to our LT correlation. Uncertainties were computed as
for the global correlation. The results are analysed in Sect. 4.4.
The same seasons are used to characterise the amplitude of the
LT variability in Sect. 4.5. The values of the correlations are
shown in Table A.1.

The presence of noise generally affects the estimation of the
correlations and amplitudes shown in the following sections. The

Table 2. Typical S/N in Ca II and Hα.

S/N Cat. 1 Cat. 2 Cat. 3 All Sel. Fig. 10

Ca global 7.3 7.5 12.5 3.7 11.8
Ca LT 7.9 7.8 10.4 4.5 8.0
Ca ST 3.2 2.2 5.11 2.3 4.2
Hα global 2.7 3.0 4.7 3.0 3.7
Hα LT 2.4 3.0 4.2 2.3 3.5
Hα ST 2.1 1.7 2.8 1.9 2.3

Notes. S/N computed for different categories of stars (see Sect. 4.1.1),
for the two chromospheric indexes at different timescales. The selec-
tion from Fig. 10 (last column) corresponds to the selection of the most
variable stars in the middle panel (i.e. LT Ca rms higher than 0.01).

noise is therefore taken into account in the models in Sect. 5.
Table 2 summarises the S/N for different categories of stars and
at different timescales, for both Ca II and Hα. The S/N is different
for the various categories (higher for category #3, which exhibits
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Table 3. Statistics on variability.

pχ2 Ca Hα Combined At least one

Global (441 stars)

1% 434 (98%) 429 (97%) 422 (96%) 441 (100%)
5% 437 (99%) 435 (99%) 413 (%) 441 (100%)

LT (152 stars)

1% 143 (94%) 123 (81%) 118 (78%) 148 (97%)
5% 146 (96%) 132 (87%) 128 (84%) 150 (99%)

Notes. Number of stars with χ2 probability (pχ2) lower than the indi-
cated threshold, indicating significant variability, for various timescales:
all timescales combined (global, based on all-night time-series), and
LT, based on stars with at least four seasons, each of at least five nights.
Percentages are indicated in brackets (based on 441 and 152 stars respec-
tively). The “Combined" column corresponds to low probabilities in
both Ca and Hα.

a higher variability compared to #1 and #2), for the two emission
indexes (higher for Ca II compared to Hα), and for different tem-
poral scales (higher for global and LT analysis compared to ST
analysis). When selecting time-series with a high LT amplitude
in Ca, which is also characterised in Sect. 4.5, S/N values are
intermediate between categories #2 and #3, with similar results
between ST and LT analyses, and between Ca II and Hα.

4.2. Significance of the temporal variability

For each time-series, the reduced χ2 is computed, which con-
fers an advantage over the F-test probability in that it takes into
account the heterogeneous uncertainties over a time-series. The
χ2 probability (pχ2) is deduced from the χ2 and the number of
points. A low value of pχ2 indicates significant variability given
the estimated uncertainties (i.e. the constant model is not suffi-
cient to explain the observations). The statistics for our sample
of 441 stars is shown in the first half of Table 3, separately for
both indexes, and then combined (in that case we impose that
both probabilities should be below the threshold) or in at least
one of the indexes. We conclude that most stars show significant
variability (98% in Ca II and 97% in Hα, at the 1% level) at least
on some timescale.

We applied the same analysis to all seasons, keeping only
stars with more than five seasons with at least four nights. At
the 1% level, 94% and 81% of the stars show significant LT
variability in Ca II and Hα, respectively, 78% when combined.
Almost all stars exhibit significant variability in at least one of
the indexes. There are more stars that show significant Ca II vari-
ability than stars showing significant variability in Hα, which
may be due to a larger S/N for Ca II (see Table 2): there are
14 stars (9%) showing significant variability in Ca II (<1%) asso-
ciated to a Hα probability of higher than 10%, while there are
only 2 stars showing a significant variability in Hα (<1%) asso-
ciated to a Ca II probability higher than 10%. Given that there is
more flux in the Hα line compared to the Ca II lines, this means
that the chromospheric emission is intrinsically larger in Ca II
compared to Hα for F-G-K stars.

We conclude that a large fraction of stars in our sample
exhibit significant variability. Furthermore, some stars show sig-
nificant variability in Ca II and not in Hα, and vice versa,
which suggests a complex relationship between the two types of
emission; this is studied in more detail in the following sections.
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Fig. 6. Distribution of the correlation values at different temporal
scales: global correlation (upper panel), LT correlation (middle panel),
individual ST correlations in solid line, and average (for each star) ST
correlations in dashed line (lower panel).

4.3. Observed global correlations from nightly time-series

We first analysed the global correlation computed for each of the
441 stars, the distribution of which is shown as a solid black line
in Fig. 6. We observe a peak close to a correlation of 1 (stars
in the solar regime, correlations typically larger than 0.6), and
another wide peak around zero, including stars with a low uncer-
tainty on the correlation: 24 stars have an absolute value of the
correlation lower than 0.2 at the 3-σ level. Of the 441 stars, 137
have a correlation higher than 0.5 (31%, the Sun would be in
this category), and 192 (44%) have a positive correlation differ-
ent from 0 at the 3-σ level. The tail of the distribution extends
to anti-correlated stars, with 13 stars (3%) having a correlation
below −0.5. Also, 54 stars (12%) have a negative correlation,
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Fig. 7. Global correlation versus stellar parameters. Upper panel: global
correlation for the 441 stars versus Teff . Subgiants are shown in brown.
The red star indicates the position of the Sun (correlation from Meunier
& Delfosse 2009). Middle panel: same versus log R′HK. Lower panel:
same versus metallicity. Brown dots are the subgiants.

different from 0 at the 3-σ level. These results are compati-
ble with those of Gomes da Silva et al. (2014). Figure 7 shows
the global correlation as a function of stellar parameters and
average activity level. We do not observe any significant trend
with temperature, suggesting that the spectral type is not an
important factor. On the other hand, we observe a strong cor-
relation with the average activity level, as the correlations close
to zero are found mostly for low-activity stars, as are the anti-
correlations. There are almost no active stars with a well-defined
anti-correlation or a correlation close to zero; although we have
far fewer stars in this activity regime. Finally, there is a very weak
anti-correlation between the global correlation and the metallic-
ity. However, this result is difficult to interpret because of the
strong biases in our sample, and the fact that stars with a low
log R′HK tend to have a higher metallicity as well.

4.4. Observed long-term and short-term correlations

We computed the LT correlations and ST correlations for sub-
samples of stars. First, the LT correlations were computed for
a subsample of 152 stars respecting the conditions described in
Sect. 4.1.2, that is, with at least four seasons of more than five

Table 4. Statistics on correlations at different timescales.

Correlation Global LT ST
sign (441 stars) (152 stars) (320 stars)

Positive 192 (44%) 86 (57%) 61 (19%)
Negative 54 (12%) 39 (26%) 9 (3%)

Notes. Number of stars and percentage with a positive or negative
correlation at the 3-σ level for the different time-scales.
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Fig. 8. Upper panel: LT correlation versus global correlation (black).
Bins in global correlation of 0.1 in width are defined, and LT correla-
tions are averaged over each bin (red line). The green dashed line is the
y = x line. Lower panel: same for the ST correlation.

nights. The number and percentage of stars with a positive or
negative correlation are shown in Table 4 and compared to the
rates for the global correlation. The LT correlations are shown as
a function of the global correlation in the upper panel of Fig. 8.
We then considered bins in global correlation of 0.1 in width
and averaged the LT correlation of all stars in each bin: the result
is shown by the red curve. There is a trend for the strong cor-
relation and anti-correlation to be reinforced when considering
the LT behaviour, at least for intermediate correlations; when
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very close to 1 (or −1), the two are very similar, and there is lit-
tle margin to get closer to 1 (or −1). This is also observed with
the distribution of correlations in Fig. 6: a Kolmogorov–Smirnov
test between the global correlation and this LT correlation indi-
cates a very small probability (0.0007) that the two distributions
originate from the same parent distribution.

Concerning the ST correlations, the number and percentage
of stars with a positive or negative correlation are also shown
in Table 4 and are compared to the rates for the global corre-
lation. These ST correlations are shown as a function of the
global correlation in the lower panel of Fig. 8 for the subsam-
ple of 320 stars, where each point represents the average over the
zooms of a star). As for the LT correlations, the ST correlations
are then averaged in bins in global correlation (red curve): we
observe a trend for the ST correlations to be closer to zero com-
pared to the global correlation. In particular, stars with a strong
global anti-correlation tend to have a lower degree of ST anti-
correlation, suggesting that the causes of the anti-correlation
mostly affect the chromospheric indexes on long timescales. The
distributions are compared in Fig. 6. The Kolmogorov-Smirnov
test also shows that the probability that the two distributions
come from the same parent distribution is very small: 3 × 10−5

for the individual correlations. However, this value is 0.001 for
the average correlation. For comparison, Meunier & Delfosse
(2009) shows that for the Sun, which has a global correlation
close to 0.8 and is dominated by the LT behaviour, the solar ST
correlation computed over 1–2 yr only could be close to zero or
slightly negative, as observed here.

The individual correlations in zooms (not shown here) show
a large dispersion, which appears to be significant in some stars:
when selected with a threshold at five zooms per star, the disper-
sion of the individual correlation is significant at the 1% level
(according to an F-test applied to the rms of the individual cor-
relation of a given star and its average uncertainty) for 12% of
the stars (29% for a threshold of 5% probability); the same is
true for 23% of the stars when selecting stars with more than
ten zooms. For some stars, the zoom correlations have the same
sign as the global correlation, but in other cases the sign can be
different for certain zooms.

We conclude that there is a global agreement between the
LT and ST correlations with the global correlation. However,
the LT correlations tend to be closer to 1 or −1, while the ST
correlations are closer to zero.

4.5. Observed Hα variability compared to Ca II

To quantitatively compare the variability of the two chromo-
spheric indexes, we computed the ratio between the Hα and Ca II
variabilities on both timescales. The rms on different timescales
is shown in Fig. 9: there is a reasonable correlation between
the Ca II ST and LT variabilities (0.72 over the 49 stars in the
three categories). The correlation between the two is poorer in
Hα (0.39), with more dispersion in the ST variability. We also
defined the LT ratio rLT as the ratio between the rms of S Hα for
seasons satisfying the same criterion as before (152 stars) and the
rms of S Ca for the same seasons. The ST ratio rST was defined as
the rms of S Hα and the rms of S Ca over all available zooms for a
given star, after subtraction of the average in each zoom (which
corresponds to the rms of the residuals).

The distributions of the two ratios are shown in Fig. 10 (upper
panel). The ratio covers a wide range of values, but the large
values are predominantly due to stars with a low LT variability in
Ca, and therefore a low S/N, as shown in the middle panel by the
filled circles. On the other hand, the LT ratio distribution seems
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Fig. 9. ST variability versus LT variability for Ca II (upper panel)
and Hα (lower panel) for stars of the three categories: #1 (stars), #2
(diamonds), and #3 (triangle).

to peak at lower values than the ST ratio. This larger ST ratio
appears significant. It is observed both for stars with a strong LT
variability (middle panel), but also for the selection of stars with
a very good temporal sampling and different properties in terms
of correlation (categories #1 no correlation, #2 anti-correlation,
and #3 correlation), as shown in the lower panel: all points lie
above the y = x line, including those for categories #2 and #3 for
which a LT variability is also present in Hα. The median of rST

rLT

is 3.8 (category #1), 3.1 (category #2), and 2.6 (category #3). In
the following section, we present simulations that are designed
to determine whether such differences can be explained by plage
properties alone, as we would expect those to produce similar
ratios for ST and LT variability.

For comparison, we computed rST and rLT with similar cri-
teria for the Sun, using the Ca II and Hα series obtained at Kitt
Peak (Livingston et al. 2007), and whose correlations were stud-
ied in Meunier & Delfosse (2009). We defined 39 subsets of
100 days over a solar cycle, each including at least five points.
The resulting rLT is 0.336, and rST is 0.358 (indicated by a red
star in the lower panel in Fig. 10): The ST ratio is therefore
slightly higher for the Sun as well, but much less than in the
observations of this large stellar sample.
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Fig. 10. Upper panel: distribution of ratios between Hα and Ca II rms
emissions, rLT (black), and rST (green). The last one can reach values up
to 7.1, but the plot has been cut to ratios of at most 4 for clarity, as there
are very few stars with a higher ratio. Middle panel: ST rms ratio versus
LT rms ratio (for stars common to the two subsamples), for stars with
high LT Ca amplitude (rms> 0.01, filled circles), and stars with a lower
LT variability (open circles). The dashed line is the y = x line. Lower
panel: same for stars in category #1 (stars), category #2 (diamonds), and
category #3 (triangles). The Sun is indicated by the red star.

5. Can plages explain the relationship between
Ca II and Hα emissions?

A detailed analysis of the relationship between Ca II and Hα
emissions for a large sample of stars has not only shown that they
could be anti-correlated (compared to correlations in the solar
case), but also that the correlation depends on the timescale:
for example, ST correlations tend to be closer to zero than LT
correlations. When measured relatively to Ca II, the Hα vari-
ability appears to be larger on short timescales than on longer

timescales. Furthermore, we observed that some stars have a
strong LT Ca II variability (similar to the Sun) but no detectable
variability in Hα: could this be due to a strong ST plage signal in
Hα (masking any LT variability), or, conversely, to a weaker Hα
emission in plages in such stars?

To investigate this, we assumed that the Hα variability is
solely due to plages and explored three hypotheses for the
Ca II–Hα emission in plages:

– Hypothesis A (described in detail in Appendix C.1) assumes
that all plages for all stars in a given Teff range behave sim-
ilarly, following stars with an excellent correlation between
Ca II and Hα (as in the Sun).

– Hypothesis B (described in Appendix C.2) assumes that the
Ca II–Hα relationship depends on each star and in partic-
ular on its activity level, according to laws derived from
the behaviour of the complex average flux–flux relation
(Sect. 3).

– Finally, Hypothesis C (described in Appendix C.3) assumes
that the Hα/Ca II plage emission ratio is constant for a given
star and is given by the LT slope between the two indexes for
that star, while it differs from one star to another.

Such laws were used to derive expected Hα time-series, either
from the observed (Appendix C.4) or synthetic (Appendix C.5)
time-series representative of the stars in our sample. We now
compare the correlations and amplitudes obtained with the
modelled Hα time-series for these three hypotheses.

5.1. Correlations obtained with synthetic Hα derived from
observed S Ca

We first reconstructed Hα synthetic time-series using observed
S Ca time-series as described in Appendix C.3, based on hypothe-
ses A, B, and C for plage properties. The correlations (global,
LT, and ST) were computed as in the previous section. We com-
pared them with observed correlations, for the full sample and
for selected stars in the three categories defined in Sect. 4.1.1.

Figure 11 shows the global correlations between observed
Ca II time-series and synthetic Hα time-series. Hypothesis A
produces correlations which are almost always higher than 0.5,
with no anti-correlation nor correlation close to zero, despite the
fact that the synthetic time-series take into account the poor sam-
pling, the low number of points, and the noise. Hypothesis B can
produce anti-correlations or nearly null correlations; however, it
produces very few correlations close to zero and an excess of
anti-correlations. Additionally, the simulated time-series glob-
ally fail to reproduce the observed correlations. Indeed, most
simulated stars in category #1 exhibit a simulated correlation
close to 1 (and a few with negative correlations) instead of a zero
correlation. A significant number of simulated stars in category
#2 have a positive correlation, and simulated stars in category #3
produce anti-correlations instead of positive correlations. Simi-
lar observations can be made for Hypothesis C, except than in
this case the sign of the correlation (for values far from 0) are
always correct, by construction.

The LT correlations have similar properties, with correla-
tions even closer to 1 or −1, including stars in category #1 (for
which the observed correlations are very close to zero). Again,
the simulated correlations for several stars in categories #2 and
#3 do not have the correct sign either for hypotheses A or B,
while they are correct for hypothesis C. The ST correlations are
too large for hypothesis A; Hypotheses B and C produce similar
disagreement with observations for ST correlations to that seen
for global and LT correlations.
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Fig. 11. Upper panel: simulated global correlation (Hα reconstructed
from observed Ca II) for all stars versus observed correlation, for
hypothesis A (orange), hypothesis B (brown), and hypothesis C (green).
Lower panel: distribution of global correlation: observed (black),
hypothesis A (orange), hypothesis B (brown), and hypothesis C (green).

In summary, hypothesis A leads to a strong disagreement
with observations for categories #1 and #2, and correlations are
too close to 1 for category #3, meaning that some source of
departure from the unique law is also visible for this category
of stars. Hypothesis B does not provide the proper sign of the
correlation in several cases of categories #2 and #3, while there
is good agreement for a few stars in category #2. For stars in cat-
egory #1, the synthetic Hα time-series tend to be too strongly
correlated instead of having a correlation close to 0. Finally,
hypothesis C provides the proper sign for categories #2 and #3,
but it is difficult to reproduce a good ST correlation between
observed and synthetic Hα time-series for all stars, even for cat-
egory #3 which has the best S/N. This lack of correlation with
the observed Hα time-series is also seen for category #1. We
note that the lack of correlations close to zero could in part be
due to the fact that here, all plages of a given star have the same
properties (which requires more complex simulations, beyond
the scope of this paper), but we do not expect this to strongly
affect the amplitudes, showing that it is important to consider
different complementary diagnoses to test our assumptions.

We also reconstructed some Hα time-series by considering
simulated instead of observed Ca II time-series, as described in
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Fig. 12. Simulated correlation (Hα reconstructed from observed Ca II)
for all stars versus observed correlation, for hypothesis A (orange) and
B (brown) for different definitions: global correlation (upper panel),
LT correlation (middle panel), and ST correlation (lower panel). Dif-
ferent symbols correspond to different categories: category #1 (stars),
category #2 (diamonds), and category #3 (triangle). The errorbar-like
symbols in the y direction represent the range covered when taking
the uncertainties on the Hα-Ca II laws into account (see Appendix C.1
to C.3).

Appendix C.5. The results are very similar to those shown in
Figs. 11 and 12. In addition to confirming the results, this shows
that the noise on the observed Ca II time-series (leading to some
correlated noise in the Hα synthetic time-series, although some
noise is naturally added to all Hα synthetic time-series) does not
affect our conclusions. We conclude that the models based solely
on plages fail to reproduce the observations. This indicates the
presence of one or several additional processes (one of which
could be the presence of filaments).
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Fig. 13. Upper panel: simulated Hα ST variability (reconstructed from
observed Ca II) versus observed variability, for plage hypothesis A
(orange), hypothesis B (brown), and hypothesis C (green), and for the
three categories of stars: category #1 (stars), category #2 (diamonds),
and category #3 (triangle). The black dashed line is the y = x line.
Middle panel: same for the LT Hα variability. Lower panel: simulated
ST Hα/Ca versus simulated LT Hα/Ca, for the three categories of stars
(same symbols and colour code). The black symbols correspond to the
observed values for comparison.

5.2. Expected Hα variability from SCa

We now focus on the amplitude of the reconstructed Hα variabil-
ity. We first compare the amplitude of the simulated Hα signal
directly with the observed signal on different timescales; see the
first two panels of Fig. 13. The analysis of the 152 stars for which
the LT amplitude can be estimated shows that hypothesis A over-
estimates the LT Hα amplitude (median of the ratio between
simulated and observed is 1.54), while hypotheses B and C
underestimate it (median of 0.50 and 0.63 respectively). This is

Table 5. Simulated Hα variability.

Ratio Cat. 1 Cat. 2 Cat. 3 All Cat. All

Synth/Obs LT (A) 2.83 2.59 2.11 2.33 1.54
Synth/Obs LT (B) 0.36 0.33 0.77 0.54 0.50
Synth/Obs LT (C) 0.45 0.83 0.82 0.67 0.63
Synth/Obs ST (A) 1.12 1.16 1.08 1.11 1.01
Synth/Obs ST (B) 0.57 0.80 0.16 0.59 0.68
Synth/Obs ST (C) 0.50 0.65 0.59 0.56 0.70

Hα/Ca (Obs) LT 0.12 0.21 0.17 0.13 0.32
Hα/Ca (A) LT 0.38 0.43 0.29 0.35 0.48
Hα/Ca (B) LT 0.07 0.13 0.12 0.09 0.18
Hα/Ca (C) LT 0.05 0.15 0.12 0.10 0.20
Hα/Ca (Obs) ST 0.35 0.48 0.34 0.35 0.57
Hα/Ca (A) ST 0.63 0.47 0.31 0.37 0.59
Hα/Ca (B) ST 0.21 0.38 0.17 0.21 0.40
Hα/Ca (C) ST 0.19 0.28 0.18 0.20 0.43

Notes. Comparison between synthetic and observed Hα amplitudes
(first part) and comparison of the observed and synthetic Hα/Ca ratio,
for the different hypothesis for plage emission in Hα (A, B, or C). The
values indicate the median of each ratio over all considered stars. Cat-
egories are defined in Sect. 4.1.1. When all stars are concerned (last
column), they correspond to 152 stars for LT values and 320 stars for
ST values.

confirmed by the analysis of well-sampled stars in specific cat-
egories (median shown in Table 5). The only exception is the
good agreement for category #3 (well correlated stars) for which
hypothesis C gives a good agreement between observations and
simulations, which is expected given that the model is based on
the LT relationship. We note that despite this assumption, the
amplitudes remain underestimated for the other categories, and
in particular for #1, because there is some significant departure
from a constant LT variability in Hα (related to the correlation
being close to zero) even though the slope is close to zero. The
departure from the observations is the greatest for category #1,
and the smallest for category #3, but is present in all cases.

The ST variability was analysed in a similar way for the
320 stars for which the computation can be done. As before,
hypothesis B leads to an underestimation of the Hα amplitude
(median of the ratio between simulation and observation of
0.68), as does hypothesis C (median of 0.70): the same behaviour
is observed when analysing the specific categories. On the other
hand, hypothesis A leads to a slight overestimation, but on aver-
age there is good agreement. The ratios between simulated and
observed Hα variability are much closer to 1 than for the LT vari-
ability. Therefore, not only do the simulations based on plages
fail to reproduce the observed Hα variability, but they do so to
a different extent for the LT and ST variability, which does not
favour the plage-only explanation.

Finally, we analysed the ratios between the variability in Hα
and in Ca II as done for observations in Sect. 4.5. The results are
shown in the lower panel of Fig. 13. The ST ratios are always
higher than the LT ratios, as seen in the analysis of the observed
time-series, but the factor is much smaller than what is observed
in Fig. 10 for hypothesis A, that is, the values remain very close
to the y = x line. Hypotheses B and C on the other hand provide a
larger dispersion of ratios, but this dispersion is still smaller than
in the observation. The medians of the ratios are summarised in
Table 5 for the three categories: the ST ratios for hypothesis A
are quite similar to the observed one, but they are much smaller
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for hypothesis B. On the other hand, the LT ratios for hypothesis
A are very high compared to the observed ones, while those for
hypothesis B are more similar. None of the assumptions agree
with the observations for the Hα−Ca relationship on both short
and long timescales. We followed the same approach with the
synthetic Hα time-series reconstructed from realistic synthetic
Ca II time-series, and observed very similar results.

We conclude that the Hα variability cannot be reproduced by
hypothesis A (too large) or hypothesis B or C (too small). The
synthetic Hα time-series shows a trend for a larger ST Hα/Ca
compared to the LT ratio as observed, but with a much smaller
difference between the two temporal scales. This suggests that
plages are not sufficient, because they should lead to a similar
behaviour for the LT and ST variabilities once the uncertainties
are taken into account. The fact that there is a different S/N for
different categories of stars or indexes (see Sect. 4.1.2) is never-
theless taken into account in our reconstructed time-series. The
presence of noise can explain some of the observations (e.g.
part of the larger Hα/Ca ST ratios compared to the LT ratios)
but not for all stars. Furthermore, even if there is some uncer-
tainty on the slopes used to build the synthetic time-series, an
important conclusion here is that in many cases, no slope allows
both the LT and ST variability to be reproduced. This leads us
to study the effect of the presence of filaments in the follow-
ing section. Let us note that flares could also explain part of
the observed disagreement: some possibilities are discussed in
Appendix E. Nevertheless, the strong ST Hα variability observed
in several cases, which is often consistent with rotational mod-
ulation, suggests that flares cannot be the only driver of the
observed behaviour.

6. Effect of filaments on the relationship between
Ca II and Hα emissions

We show in the previous section that Hα time-series recon-
structed from the Ca II time-series based on three different
assumptions for plage properties (i.e. the Hα–Ca II relation in
plages) fail to reproduce the observations in terms of correla-
tion and Hα variability, both on short and long temporal scales.
Meunier & Delfosse (2009) proposed that the presence of fila-
ments, which significantly modify the Hα emission by adding
an absorption contribution when filaments are between the disk
and the observer, could explain the observed anti-correlations
between Hα and Ca II emissions in a few stars (our category
2). Such filaments could also explain the presence of many stars
with a correlation close to zero, even when Ca II exhibits a clear
LT solar-like variability. Here, we further explore this assump-
tion. We first review filament properties that could be relevant to
S Hα emission. We then present two simple models, one focusing
on LT variability, and the other on ST variability, as a first step
in identifying parameters with a critical effect.

6.1. Filament properties

Our knowledge of filaments is almost exclusively based on the
Sun. Their presence and properties are not known for other solar-
type stars. Furthermore, important properties of stellar activity
such as the spatio-temporal distribution of the activity pattern
are also very poorly constrained for stars other than the Sun.
This limits the interpretation of chromospheric emission prop-
erties. It is nevertheless possible to identify important properties
of filaments which could affect their contribution to S Hα in other
stars:

– Filament intrinsic properties: size, contrast, number, and
lifetime. All have a direct effect on the apparent filling fac-
tor (ff) of filaments. The lifetime (especially relative to the
rotation period of the star) may also affect the ST variability.
There is a strong degeneracy between the four properties, as
they are related to each other. For example, large filaments
are more contrasted and live longer. Filament properties also
vary during the solar cycle and as a function of latitude (see
next point). On the Sun, the largest filaments are seen at
high latitude and last longer, sometimes more than one rota-
tion (e.g. Duchlev & Dermendjiev 1996). We note that as
there are many small filaments compared to the largest ones,
their contribution to the emission is also important: an anal-
ysis of the Meudon BASS20001 solar database shows that
the apparent filling factor for filaments smaller than 20◦2

accounts for half the total filling factor. As their lifetime
is short compared to the rotation period, their effect on ST
correlation should be important. To our knowledge, there is
little information available on stellar filaments, apart from
for very young stars such as pre-MS stars (e.g. Jardine &
Collier Cameron 2019; Jardine et al. 2020).

– Filament position in latitude. As for spots and plages, fil-
aments follow the butterfly diagram, with an equatorward
branch similar to spots, and a poleward branch (e.g. Ulrich
et al. 2002; Li 2010; Gao et al. 2012), as shown in Fig. D.2.
As with stellar inclination, we expect their latitude to affect
the apparent filling factor and therefore potentially the cor-
relations studied here: when seen close to pole-on, the con-
tribution of high-latitude (large) filaments should be higher
compared to the solar configuration, especially when com-
pared to the plage contribution that occurs at lower latitudes.
The difference between the latitude of filaments and that
of plages is therefore an important parameter. In addition,
Makarov & Mikhailutsa (1992) showed that the maximum
latitude of filaments during the minimum of activity cycles is
related to the amplitude of the following sunspot cycle. How-
ever, the butterfly diagram in other stars is very ill-defined,
and we are not aware of any stellar studies concerning
filaments in that context.

– Filament position in longitude: Filament position in lon-
gitude, especially in relation with plages producing the
rotation modulation of the chromospheric emission on short
timescales, should affect the time-series and potentially the
correlations studied in this paper. An analysis of the Meudon
BASS2000 filament database alongside plages2 extracted
from MDI/SOHO magnetograms (Scherrer et al. 1995) as in
Meunier (2018) shows that the distribution of the differences
in longitude between filaments and the closest plage (in the
same hemisphere) peaks at 0◦, but is very wide. There are
also many days with filaments observed on the disk and no
plage (defined as above), indicating a different position in
longitude; this should affect the ST correlation because of
the induced phase shift of plage and filament effects in the
time-series. However, we do not expect a strong effect on
the LT correlation of the longitude distribution, because the
average contribution is considered.

1 http://bass2000.obspm.fr/
2 Plages are usually defined from Ca II images corresponding to the
chromospheric emission, but the definition based on magnetic flux here
relies on the well-known correlation between magnetic flux intensity
and Ca emission. They were defined as structures with an area higher
than 300 ppm and a magnetic field threshold of 100 G.
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Fig. 14. Factor necessary for filaments to compensate (solid lines)
for the plage emission (in Hα) vs. inclination, for different configura-
tions (Table 6): LT1 (black), LT2 (red), LT3 (green), LT4 (orange). The
dashed lines correspond to a filament contribution to the Hα emission
twice larger than the plage contribution (see text).

Finally, it is well-known from solar synoptic maps that fila-
ments lie along lines of polarity inversion (hereafter PIL) (e.g.
Rust 1966; Kuperus & Tandberg-Hanssen 1967; Hirayama 1985;
Mouradian 1998; Ulrich et al. 2002). Meunier & Delfosse (2011)
quantified this relationship based on a systematic comparison of
filament positions and magnetograms. However, there are more
PIL pixels during cycle minimum, and less during cycle maxi-
mum because of the presence of large unipolar areas, while there
are far fewer filaments during cycle minimum. This means that
it is not possible to argue in terms of the amount of PIL only,
because their ‘efficiency’ in producing filaments is also critical
and highly variable during the cycle: the amount of magnetic
flux is likely to be important as well. The extrapolation to quiet
stars is therefore not direct.

6.2. Long-term toy models

In this first simple model, the plage and filament coverages were
modelled by latitudinal bands that are symmetric between the
two hemispheres, and either fixed or migrating. These were then
associated with a certain filling factor and contrast to finally
compute the ratio between the contribution to Hα emission of
plages and the contribution of filaments. The model is detailed
in Appendix D.1. We took the solar ratio of '10 (Meunier &
Delfosse 2009) as a reference and computed the factor by which
the solar filament contribution should be multiplied to compen-
sate for the plage contribution (solid lines). A factor of two, for
example, means that the filament contribution needs to be twice
the solar one to compensate the plages.

We present results based on the amplitude of the recon-
structed emission for plages and filaments, rather than on the
correlation between Ca II and Hα emissions, because we have
chosen similar variability (over the cycle) for their filling factors,
which are therefore in phase and very well correlated or anti-
correlated. There is therefore more information to be gleaned
from an analysis of the amplitudes. The results are shown in
Fig. 14 for a few configurations shown in Table 6 and versus
inclination. Physically, a larger factor represents a combination
of larger size, lifetime, contrast, and/or number of filaments.
A small factor means that a small departure from the solar

Table 6. LT filament configurations

Configuration Plage latitudes Filament latitudes
(deg) (deg)

LT1 16 36
LT2 10 50
LT3 22-9 40-30
LT4 22-9 40-80

Notes. When two values are indicated, latitudes correspond to the begin-
ning and end of the cycle, respectively. LT1 corresponds to average solar
values. LT3 corresponds to a typical solar butterfly diagram, with fila-
ments dominated by the equatorward branch of filament migration. LT4
considers a strong poleward branch of filament migration only.

properties is sufficient for the filaments to compensate for the
plage contribution. We can see that stellar inclination has a major
effect, causing a stronger relative filament contribution when the
star is seen with a low inclination (and therefore a lower fac-
tor is necessary): this is because filaments are present at higher
latitudes than plages. The effect is more pronounced when the
difference in latitude between plages and filaments is higher. The
presence of a butterfly diagram instead of a fixed latitude pattern
has a smaller effect, but it may be important if the latitude drift
is high.

In order to obtain an anti-correlation, the filament contribu-
tion must be larger than the plage contribution (and not simply
compensate it); a ratio of 0.5, for example, meaning that the
filament contribution is twice larger, should be sufficient to pro-
duce an anti-correlation. Such cases are shown as dashed lines
in Fig. 14. For low inclinations, the filament contribution should
be 10 to 20 times larger than the solar one to be able to produce
such an anti-correlation.

In this simple model, we took projection effects into account,
but did not consider any centre-to-limb variability in plage or
filament contrasts. We conclude that stellar inclination and the
respective latitudes of plages and filaments are important to
explain a larger contribution from filaments than from plages.
A minimum contribution that is about ten times larger than solar
filaments is nevertheless necessary in the most favourable con-
figuration to be able to observe a correlation of zero or LT
anti-correlations. We also note that as this can be caused by sev-
eral parameters (e.g. size and contrast), a small factor for each of
them could be sufficient. A factor 1.8 in size, lifetime, contrast,
and number (if all are affected simultaneously), for example,
would be sufficient to provide the factor ten. We also note that
if the Hα emission in a plage is lower than in the solar case (see
Sect. 5), then it will also be easier for filaments to compensate
for their emission, which highlights an indirect role of plages.

6.3. Short-term toy models

Finally, we built a very simple model based on one plage and
one filament to study the effect of filament parameters on the
ST correlation. This model is described in Appendix D.2. We
note that the temporal variations in the Ca II and Hα emission
are no longer in phase. However, the correlation, which is also a
variable we measure in previous sections, provides a good way
to compare the time-series. We explored the following range of
parameters: plage latitudes vary between 5◦ and 55◦ (steps of
5◦); filament latitudes vary between the plage latitude and 85◦
(steps of 5◦); the difference between the plage and the filament
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Fig. 15. ST correlation versus inclination (upper panel, all latitude
configurations for plages and filaments), ST correlation versus plage
latitude (middle panel, inclination of 60◦ only), and difference between
filament and plage latitude (lower panel, inclination of 60◦), for two
longitude configurations: difference in longitude between the plage and
the filament of 0◦ (left panels) and 20◦ (right panels). Colours from
yellow to green correspond to increasing filament latitude in all cases.
The different line styles in the upper panel correspond to different plage
latitudes.

longitudes varies between 0 and 140◦ (steps of 20◦); the ratio
between the plage and the filament size takes the values 10 (solar-
like), 5, 1, and 0.5.

We find that negative correlations between the synthetic Ca II
and Hα time-series can be obtained only for a large filament con-
tribution (typically, 20 times more than in the solar case if plage
properties remain the same), and small difference in plage and
filament longitudes (0 and 20◦ cases). We illustrate those specific
cases in Fig. 15.

The upper panels show the dependence on inclination. The
behaviour is different from the LT properties discussed in
Sect. 6.2. For 0◦ and 90◦, the correlations are either −1 or 1.
In between, there is a variability with inclination, but without a
single trend and in some cases a low dependence. The following
panels focus on an inclination of 60◦ in order to highlight the
dependence on latitude. Anti-correlations are obtained mostly
for low-latitude plages, and only when the difference in lati-
tude between the plage and the filament is small, which is very
different from the LT model.

Even though this is a very simple model, it shows that the
parameters do not have a similar effect on the LT and ST rela-
tionship. In the ST case, for example, it is better to have a small
difference in latitude between plage and filament to produce an
anti-correlation, while it was easier with a large difference in the
LT model. This type of difference could be responsible for the
difference in behaviour between LT and ST observed in Sects. 4
and 5, although more sophisticated models will be needed in
the future. Furthermore, the ratio between plage and filament is
related here to size and contrast, as in the LT case, but the life-
time should have a complex effect depending on whether it is
short or long compared to the rotation period of the star.

7. Conclusion

In this study, we first extended the analysis of the relationships
between the Ca II and Hα emission for a large sample of F-G-K
stars by considering the average emission level and the short and
LT variability. We then investigated whether the observed prop-
erties could be reproduced by a different sensitivity of Hα and
Ca II emission to plages. Our main findings can be summarised
as followed:

– We confirm that very few stars (only 3%) have clear anti-
correlated Ca II and Hα emissions (12% have a negative
correlation at the 3-σ level) and we show that this is mostly
caused by LT variations. For these stars, the ST correla-
tion is still negative but not as strongly negative as the LT
correlation.

– 20% of the stars that show strong LT Ca II variability have
a correlation between Ca II and Hα emissions that is very
close to zero (at all timescales), despite showing significant
Hα variability. The mechanisms causing the anti-correlation
could also be responsible for such a null correlation.

– The ratio between the Hα and Ca II ST variabilities is gen-
erally significantly larger (up to a factor 3) than the ratio
between the LT variabilities of Hα and Ca II, which is not the
case for the Sun. This cannot be explained by the difference
in noise levels between indexes.

– 29% of the low-activity stars in the 5300-6100 K range,
among which a large fraction (40% instead of 13% for all
quiet stars in that Teff range) have a high metallicity, have
larger Hα emission with respect to what would be expected
if its relation with Ca II emission were closely correlated.
This creates two ‘branches’ at low activity in the Hα–Ca II
emission plots. However, these stars do not seem to have a
preferred correlation.

– Even by assuming different dependencies of the Hα emis-
sion on plages, we were not able to reproduce the observa-
tions when considering that the (ST and LT) variability is
caused by plages only; no model was able to reproduce the
variability on both timescales.

– Very little is known about filaments on stars other than the
Sun, which means there are a significant number of free
parameters when considering their effect on the stellar flux.
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Considering an important filament filling factor (20 times the
solar one) and filaments located at different latitudes from
those of plages allows us to obtain anti-correlation on long
timescales. Having filaments closer to plages allows us to
retrieve anti-correlation on short timescales. However, more
realistic modelling of filaments is required to assess their
impact on Hα emission.
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Fig. B.1. SHα vs. B-V for stars with log R′HK <-4.6. The red
line is the polynomial fit. The black solid line is the same curve
shifted downwards to provide positive indexes after correction.

Appendix B: Correction of Hα dependence on B-V

Following the method used by Gomes da Silva et al. (2014), we
fitted the average SHα versus B-V for stars that are not particu-
larly active (log R′HK below -4.6). We then shifted the curve so
that all values are positive after subtraction of the function, i.e.:

log IHα = log(S Hα− (0.2733−0.1098× (B−V)+0.2659× (B−V)2)).
(B.1)

The law is illustrated in Fig. B.1. The offset is somewhat
arbitrary, as our main focus is on the variability of the Ca II and
Hα emission and not on the absolute value of the emission.

Appendix C: Synthetic Hα time-series due to
plages

We reconstructed Hα time-series from Ca II time-series, based
on the assumption that only plages are contributing. These were
then used to compute the correlation or the variability ampli-
tude, whose properties were compared to the observed ones.
Here we describe the three assumptions (Appendixes C.1 to
C.3) we considered. We then describe how the Hα time-series
were built based on these laws, first from the observed Ca II
time-series, and then from synthetic Ca II time-series.

Appendix C.1: Ca versus Hα emission slope expected from
plages for active stars: Hypothesis A

There is a possibility that plages in stars of different activ-
ity levels follow the same Ca II-Hα relation, while the cor-
relation properties and dispersion in Hα may be due to
other effects (filaments and/or basal flux, for example). In
this case, we assumed that the slope we observe between
Ca II and Hα time-series for active stars with a very good
correlation between the two indexes can be used for other

.
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Fig. C.1. Upper panel: Slope between SHα and SCa binned in
Teff , for different thresholds in correlation between 0 (yellow)
and 0.9 (blue). Middle panel: Slope versus correlation threshold
for the bin 5500-6000 K, in black. The red dot corresponds to
the extrapolation at a correlation of 1. Lower panel: Extrapolated
slope for a correlation of 1 versus Teff .

stars with similar Teff (Hypothesis A), i.e. a behaviour sim-
ilar to the Sun (or more generally stars with a very good
correlation between the two indexes), for which a correla-
tion of 0.8 was observed (Meunier & Delfosse 2009). We
defined this slope as follows. For each Teff bins (500 K),
we selected stars with a global correlation above a certain
threshold and computed the average slope Hα versus Ca II
for each star. These slopes are shown in the upper panel
of Fig. C.1. We then considered those average slopes as a
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function of the threshold in each Teff bin (an example for Teff

in the 5500–6000K range is shown in the middle panel) and
extrapolated this slope to a correlation of 1 (red point): this cor-
responds to a situation with a perfect correlation, which would
be due to the presence of plages alone, with similar properties
for all stars. This final slope is shown versus Teff in the lower
panel. There is a clear linear trend for the first four bins, and in
the following, we describe the Ca II-Hα slope using the function
-1.47812+0.000343441×Teff . For stars with a Teff higher than
6500 K, we used the value obtained for the last bin. The uncer-
tainty on the slope is considered when building the synthetic
time-series (see below).

Appendix C.2: Hα versus Ca II slope from average emission
index relations: Hypothesis B

The second assumption allows for different correlations
between the Ca II and Hα emission depending on stars, and in
particular on their average activity level. The second assump-
tion we considered therefore relies on how the average Hα
emission relates to Ca II, studied in Sect. 3. As in Sect. 3, we
analysed bins in Teff separately to avoid spectral type depen-
dence. In each bin, we determined a lower bound and a upper
bound for the Hα versus Ca II relation, corresponding to two
extreme configurations, shown in brown and orange in Fig. C.2.
For a given star, with a certain average SCa, we considered
its SHα values and interpolated the slope used to compute Hα
(defined as the slope of the Hα-Ca II relation times the Ca
index) from the two extreme curves.

The lower envelope was computed as follows. We per-
formed a Monte Carlo simulation in which we generated a large
number of polynomials of degree 2, and used two criteria: the
distance to the observed points (which we wish to minimise),
and the number of points N left below the polynomial curve.
For realisations corresponding to N=0, we considered the min-
imum distance. Then, we considered all polynomials such that
the distance is lower than this value and N lower or equal to two.
This provides a set of realisations, over which an average slope
(at any given Ca level) is computed, providing the thick orange
line in Fig. C.2. The slope of this curve was used to reconstruct
Hα time-series from Ca II time-series for stars corresponding
to this Ca and Hα average levels. The rms of the values over the
different curves is used to derive an uncertainty range, shown
by the thin curves, which is taken into account when building
the time-series.

The upper envelope was computed in a similar way for most
temperature bins. There are four bins (5300–6100 K) for which
the variability of the envelope is much better fitted with two
polynomials, one corresponding to low-activity stars and the
other to the higher activity stars. The resulting curves are shown
in brown in Fig. C.2.

Appendix C.3: Hα versus Ca II slope from long-term
relationship : Hypothesis C

Finally, we considered a third model for the Hα-Ca relation
in plages: we assumed that, for a given star, the LT rela-
tionship (defined on seasons) is representative of the plage
emission in both indexes. The resulting slope was then used
to reconstruct synthetic time-series from the Ca time-series

(see the following section). We note that for stars for which the
LT slope is not available, we used the global slope, but this does
not concern stars in categories 1 to 3. The uncertainty on the
slope is taken into account when building the synthetic time-
series. Figure C.3 illustrates the behaviour of the LT slope for
the 5700-5900 K range. The upper panel shows that for active
stars (SCa higher than 0.16), the two indexes are always corre-
lated. The lower panels show those slopes versus the Hα average
level and metallicity, without an obvious trend. If those very
different slopes are due to plage only, then there must be other
physical processes than activity levels and metallicity affecting
the emission in Ca and Hα in plages, or there are additional
processed in addition to plages to affect this slope. With this
assumption, we therefore expect that the LT variability in Hα is
well reproduced, and simply seek to know whether or not the
ST variability is well retrieved.

Appendix C.4: From observed Ca II time-series to
reconstructed Hα

To reconstruct Hα time-series from Ca II observations, we
proceeded as follows. For hypotheses A and C, we used the
slope determined in Appendix C.1 and C.3 respectively, which
depends only on the temperature of star (A) or that of star (C).
For hypothesis B, we identified the position of the star in the
average Ca II-Hα diagram, and identified the upper and lower
values of the average level and slope corresponding to their
average SCa. The synthetic Hα was defined as this slope mul-
tiplied by the Ca II time-series, and an offset was applied to
obtain an average Hα level similar to the observed one. White
noise was then added using the uncertainty on the Hα measure-
ments at each time. This leads to three synthetic Hα time-series
(A, B, and C).

In addition, we built two additional time-series for each
model, corresponding to a lower bound and upper bound at the
1-σ level. This was done by considering the uncertainty on the
slopes as defined in Appendixes C.1 to C.3.

Appendix C.5: From synthetic Ca II time-series to
reconstructed Hα

We first constituted a sample of synthetic time-series similar to
the observed ones from the simulations performed in Meunier
et al. (2019b). Those simulations of complex activity patterns
are designed to reproduce a realistic behaviour of F-G-K old
main sequence stars, more specifically in the F6-K4 range. The
main advantages conferred by this model are a better statistical
significance as several samples can be generated, better noise
effect estimation as Ca II time-series are noise-free, and
eventually the possibility to look at better temporal sampling.
These simulations take the impact of inclination into account,
in particular in the construction of the chromospheric emission
time-series: Meunier et al. (2019b) showed that inclination has
an impact on the average level (also found later by Sowmya
et al. 2021), and also impacts the amplitude of the LT variabil-
ity. These effects are therefore included in our reconstructions.

– Simulations which are compatible with the star were
selected: we used simulations obtained for the closest
B-V values, for a random inclination (using a random
distribution in cos(i)). We then selected those with the
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closest average log R′HK value and the closest dispersion in
SCa.

– A simulation was chosen randomly in that selection, and the
observed temporal sampling for that star was applied. The
series was then normalised to provide the same dispersion
as the observed one, because the simulations do not cover
all values. The S-index was used to build the synthetic time-
series as described in Appendix C.4: the only difference is
that in this case there is no noise on the initial Ca II time-
series used to build the synthetic Hα time-series.

– Random noise was independently added to Ca II and Hα
time-series using the measured uncertainties for that star.

We note that in principle there is an intrinsic variability from
one plage to another for a given star, as observed for the Sun.
The present simulations take into account the variability in Ca
II emission depending on their size following Harvey & White
(1999). Although these latter authors observed a dispersion in
the relationship between Ca II emission and magnetic flux for
a given category of plages (suggesting that other ingredients
control the Ca emission), we considered here a single relation
between the Ca II and Hα emission for all plages of a given
star for simplicity. Labonte (1986) and Robinson et al. (1990)
showed that there is a dispersion in this relation as well (e.g.
that observed for the Sun), which is not taken into account here,
as this is beyond the scope of the present paper.

Appendix D: Model with filaments

Appendix D.1: Long-term models: cycle modulation

In order to consider the LT contribution of plages and fila-
ments, we considered a model based on latitude bands, in which
there is a certain filling factor of each type of structure. In this
case, we did not need to take their longitude distribution into
account. Plages and filaments were then modelled in two lat-
itude bands, which are symmetric with respect to the equator.
The latitude was either fixed over time, or followed a butter-
fly diagram trend (Fig. D.2). The filling factor was modulated
by a solar-like cyclic variation, corresponding to the shape of
cycle 23 for sunspots. The apparent filling factor then depended
on stellar inclination, between 0◦ (poleward) and 90◦ (equator-
ward). At each time step, we reconstructed the Hα emission
according to:

EHα(t) = Cpl × ffpl(t) −Cfil × fffil(t), (D.1)

where the contrasts are the solar values used in Meunier &
Delfosse (2009), i.e. 0.35 for plages and 0.2 for filaments. The
filament filling factor was typically r times lower than the plage
filling factor. We used the Sun as a reference, with a typical
ratio r of 10 between the coverage between plage and filaments.
The two components could be used to compute separately the
amplitudes due to plage and filament. The difference between
the maximum and minimum of the plage contribution was first
computed; the difference between the filament contributions at
the same times provides the filament amplitude. A few examples
are shown in Fig. D.1. In the solar configuration, the relative fil-
ament amplitude is larger for a star seen pole-on, with a gain of

a factor ∼2 compared to edge-on. However, this is not sufficient
for filaments to compensate for the plage contribution, because
the ratio (right panel) is around 8, which is significantly larger
than 1. A larger difference in latitude between plages and fila-
ments allows to decrease this ratio (obtaining a factor 4 instead
of 8 in this example). However, filaments with a ten times larger
contribution than the solar ones (r=1 lower panels) would be
sufficient to provide an anti-correlation for stars seen close to
pole-on. A lower r value compared to the Sun could be reached
by changing several properties of the filaments: size, contrast,
lifetime, and number.

Appendix D.2: Short-term models: rotational modulation

To study the effect of the filament parameters on the ST
behaviour, we built a very simple model including one plage
characterised by its latitude, size, and contrast, and one fila-
ment characterised by its latitude, difference in longitude with
the plage, size, and contrast. Inclinations between edge-on and
pole-on are considered for each configuration. The reference
contrasts and formula to build the Hα emission are similar to
the previous section. The Ca emission was computed using only
the plage contribution and a contrast of 0.7 as in Meunier &
Delfosse (2009). As before, we considered a ratio r of typically
10 between the plage and filament coverages, as for the Sun,
and then studied the effect of smaller ratio to simulate a larger
contribution of filaments.

Appendix E: Properties and examples from the
three categories of stars

Appendix E.1: Properties of the three categories of stars

In this section, we illustrate complementary properties of the
stars belonging in one of the three selected categories (defined
in Sect. 4.1.1). Figure E.1 shows the LT Ca II variability ver-
sus Teff and log R′HK . The variability of the SCa index is larger
for low Teff stars, but there are stars from each category at all
Teff . Stars from categories #1 and #2 are primarily seen for stars
similar to the Sun or less active, while there are more active
stars in category #3. They are discussed in Sect. 4.1.1 and 4.5
respectively.

Appendix E.2: Time-series from the three categories

In this section we show a few examples of our Hα time-series
and the comparison with our three models. For each example
(4 in category #1, 3 in category #2, and 4 in category #3, fig-
ures E.2 to E.12), we show the full time-series, on which the LT
and ST rms are provided, followed by a close-up on one or two
seasons to illustrate different configurations.

Appendix E.2.1: Examples from category #1

HD146233 This star is our primary example shown in
Fig. 5 for category #1. Hypothesis A leads to too large
LT rms while the ST rms is in good agreement. Hypothe-
ses B and C lead to too small LT rms, while the ST rms
are slightly too small. This shows that there is no adequate
slope for the Ca II - Hα relation in plages to provide a
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good agreement for both LT and ST rms for this star. Further-
more, the variability does not appear to be caused by flares,
with correlated levels between adjacent nights rather suggesting
rotational modulation or structure evolution, for example.

HD38858 This star was one example with a very large Hα/Ca
ST ratio in Fig. 10. Hypothesis A leads to overly large LT rms
and overly small ST rms. Both hypotheses B and C lead to very
small rms. It is clear that the important ST variability in Hα
cannot be explained by plages only.

HD20003 In this example, hypothesis A again leads to overly
large rms, but on the other hand both hypothesis B and C lead
to rms in good agreement for both ST and LT.

HD69830 This star was one example with a very large Hα/Ca
ST ratio in Fig. 10. Hypothesis A leads to overly large LT rms
and overly small ST rms, while B and C lead to a much too small
rms (both LT and ST). We also note that for one of the seasons
shown, the strong dispersion in Hα is due to several days with
less emission, which is not compatible with flares. It is in better
agreement with the presence of a large dark structure, and in
relation to rotational modulation or structure evolution.

Appendix E.2.2: Examples from category #2

HD7199 This star is our primary example shown in Fig. 5 for
category #2. For all stars in this category, hypothesis A does not
lead to the proper sign (even when the rms is in good agreement
with observation). Here, hypothesis B leads to overly large LT
rms while the ST rms is too small. However, hypothesis C is in
good agreement with observations for both LT and ST rms.

HD 106116 This star was one example with a very large
Hα/Ca ST ratio in Fig. 10. The LT rms for hypothesis A is in
good agreement with observations but does not have the proper
sign. Hypothesis B provides LT and ST rms which are too small.
Hypothesis C leads to a good LT rms, but the ST rms is too
small, which is because of the large ST variation in Hα which
cannot be reproduced here.

HD65907A This star was one example with a very large
Hα/Ca ST ratio in Fig. 10. The LT rms for hypothesis A is in
good agreement with observations but does not have the proper
sign. Hypothesis B provides LT and ST rms which are too small,
especially for the LT rms. The same is observed for hypothesis
C, although to a lesser extent compared to HD106116.

Appendix E.2.3: Examples from category #3

HD215152 This star is our primary example shown in
Fig. 5 for category #3. Hypothesis A leads to an overly
large rms, especially for the LT rms. Hypothesis B leads to
good rms but with an anti-correlation instead of a correla-
tion. Hypothesis C leads to a good agreement with obser-
vation for both LT and ST rms, although the ST rms is

slightly too small. The close-up on the season shows that the
ST variability is well reproduced by hypothesis C.

HD154577 All three models provide a good agreement for
both the LT and ST rms, but the latter is slightly too small. The
close-up on the season also shows a very good agreement with
observations. We note that the global correlation is 0.8 for this
star, i.e. similar to the Sun.

HD13808 Hypothesis A provides a too large LT rms, while
the ST rms is in good agreement with observations. On the
other hand, hypothesis B provides amplitudes in agreement with
observations but with the wrong sign (anti-correlation instead
of correlation). Hypothesis C leads to a reasonable agreement,
although the ST rms is slightly too small.

HD85512 Hypothesis A leads to a too large LT rms, while the
ST rms is in good agreement. Hypothesis B leads to an overly
small variability for both LT and ST rms. Hypothesis C leads
to an overly small rms as well, especially for the ST variabil-
ity. This a typical example showing that even for a star with a
relatively good correlation between Ca II and Hα (global corre-
lation of 0.60±0.01), with a well-defined activity cycle, it is not
possible to reproduce both LT and CT variation with a single
plage model.
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Fig. C.2. Same as Fig. 4 but for the whole range of activity levels. The curves in orange (lower bound) and brown (upper bound)
are used to define the laws relating the Hα emission in plage to the Ca II emission in hypothesis B. The thick lines are the main
laws used in the analysis, while the two thin lines of each colour correspond to the uncertainty.
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Fig. C.3. First panel: Linear fits on SHα versus SCa, for the
observed coverage in SCa. The colour code corresponds to the
number of nights for each star: between 10 and 20 nights
(black), between 20 and 50 nights (red), between 50 and 100
nights (orange), and higher than 100 (green). Second panel:
Slope (SHα versus SCa) versus average SHα for quiet stars (SCa
below 0.17) with Teff in the 5700-5900 K range (upper panel).
Third panel: Same versus metallicity. Fourth panel: Same versus
global correlation.
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Fig. D.1. Hα amplitude (right panels) versus inclination due to
plages (solid line) and filaments (dashed line), and ratio between
plage and filament amplitudes (left panels) for different configu-
rations: average solar latitude (LT1 in Table 6) and r=10 (upper
panels), stronger latitude differences (LT2) and r=10 (middle
panels), and average solar latitude and r=1 (lower panels).
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Fig. D.2. Butterfly diagram (folded between the two hemi-
spheres) of plages (green) from MDI/SOHO, small filaments
(black) and large filaments (red) from the BASS2000 data base,
defined with a threshold of 50◦2. The solid lines correspond to
a binning over 1 year.
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Fig. E.1. LT Ca II variability versus Teff (upper panel) and
log R′HK (lower panel) for the three categories: #1 (stars), #2
(diamonds), and #3 (triangle).
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Fig. E.2. Observed Hα time-series (black) compared to model based on Hypothesis A (orange), hypothesis B (brown), and
hypothesis C (green) for HD146233 (upper panel). The vertical lines on the left indicate the rms of the LT signal (same colour
code) and the vertical lines on the right the rms of the ST signal. The red symbols correspond to the season averages. The lower
panel shows the variability for one of the seasons (same colour code).
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Fig. E.3. Same as Fig. E.2 for HD38858.
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Fig. E.4. Same as Fig. E.2 for HD20003.
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Fig. E.5. Same as Fig. E.2 for HD69830.
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Fig. E.6. Same as Fig. E.2 for HD7199.
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Fig. E.7. Same as Fig. E.2 for HD106116.
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Fig. E.8. Same as Fig. E.2 for HD65907A.
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Fig. E.9. Same as Fig. E.2 for HD215152.
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Fig. E.10. Same as Fig. E.2 for HD154577.
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Fig. E.11. Same as Fig. E.2 for HD13808.
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Fig. E.12. Same as Fig. E.2 for HD85512.
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