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The operator space entanglement entropy, or simply ‘operator entanglement’ (OE), is an indicator
of the complexity of quantum operators and of their approximability by Matrix Product Operators
(MPO). We study the OE of the density matrix of 1D many-body models undergoing dissipative
evolution. It is expected that, after an initial linear growth reminiscent of unitary quench dynamics,
the OE should be suppressed by dissipative processes as the system evolves to a simple stationary
state. Surprisingly, we find that this scenario breaks down for one of the most fundamental dissipa-
tive mechanisms: dephasing. Under dephasing, after the initial ‘rise and fall’ the OE can rise again,
increasing logarithmically at long times. Using a combination of MPO simulations for chains of in-
finite length and analytical arguments valid for strong dephasing, we demonstrate that this growth
is inherent to a U(1) conservation law. We argue that in an XXZ spin-model and a Bose-Hubbard
model the OE grows universally as i log, t at long times, and as % log, t for a Fermi-Hubbard model.
We trace this behavior back to anomalous classical diffusion processes.

The study of quantum many-body systems through the
prism of their quantum entanglement continues to prove
extremely fruitful [1, 2]. In particular, the growth of
entanglement in time-evolving quantum many-body sys-
tems is of fundamental interest [3-8]: not only is it useful
to characterize the dynamics, but the amount of entan-
glement also indicates whether a quantum evolution can
be efficiently simulated on a classical computer. In one
dimension (1D) the connection can be made via the con-
cept of matrix product states (MPS) [9-12]. An MPS
is a decomposition of a many-body state vector into a
product of x X x matrices (where the entries of the ma-
trices are local kets). In such a representation, the bipar-
tite von Neumann entanglement entropy S is bounded
by max[S] = log,(x). Consequently, to represent a phys-
ical state |¢(f)) with entanglement entropy S(f) as an
MPS, the matrix size (or ‘bond dimension’) has to grow
at least as y o< 2°®) with time. For example, an evo-
lution where S increases linear in time can therefore be
considered computationally hard [13].

The past few years have seen the arrival of novel ex-
periments capable of synthetically engineering quantum
many-body models in controllable and clean environ-
ments, e.g. using optically trapped ultracold atoms [14—
17], molecules [18], or ions [19]. Since such experiments
are currently bringing the goal of analog quantum sim-
ulation into sight [20, 21], the question of entanglement
growth, and thus classical simulability, has become very
important.

Every experiment has small couplings to its environ-
ment, and should therefore be considered as an open
quantum system described by a density matrix 5. Anal-
ogously to MPSs for pure states, also a matrix product
operator (MPO) form of the density matrix p can be de-
fined. An MPO form allows to easily express the density

matrix as Schmidt decomposition between a left and a
right block:

p=> A7tz (1)

with Tr(ﬁgL/R]ﬁEL/R]) = dap, and A, the Schmidt coeffi-
cients [schematically this is depicted in Fig. 1(b)]. The
bipartite entropy of this decomposition is given by the
‘operator space entanglement entropy’ or simply ‘opera-
tor entanglement’ (OE) defined as [7, 22-30)

Sop = — Z A2 logs (A2)- (2)

The OE quantifies how many Schmidt values are at
least needed for faithfully approximating decomposi-
tion (1), and thus indicates the efficiency of an MPO
representation [31]. It can be easily computed numer-
ically [25, 27, 28, 32, 33] and is amenable to analytical
treatment [26, 34, 35]. We stress that OE is not necessar-
ily connected to genuine quantum entanglement between
distinct blocks of spins when p is a mixed state. Still, it is
a crucial quantity as it puts severe restrictions on the pos-
sibility to approximate p by an MPO. Furthermore, OE
can give insights into quantum many body effects such as
quantum chaos and information scrambling [27, 29, 30].

Here, we analyze the far-from-equilibrium dynamics of
the OE, Sop, in open many-body quantum systems. Our
models include coherent nearest-neighbor Hamiltonian
couplings that compete with incoherent single-particle
dephasing [36-40] at rate v [see sketch in Fig. 1(a)].
Under dephasing, fluctuations and coherences can de-
cay towards equilibrium in a universal algebraic and sub-
diffusive manor [41-44]. We treat dissipation in a Lind-
blad master equation. Dephasing arises due to a cou-
pling with the environment in which local magnetization



a ~ (9)3
AR - 5 v=J/4
& _——
L, o — -
Sop
(@) (e)i“ oy 0
i = PR
~ 7 logy(tJ)/4 + const. I~
0f e 0t b 2 40

FIG. 1. (a) We compute dynamics of spin chains with co-
herent nearest-neighbor couplings (double-arrows) and local
dephasing at rate v (wiggly arrows). (b) We analyze the
growth of OE (Sop) for a bipartition of an infinite chain into
a left /right block [from a Schmidt decomposition of the den-
sity matrix p, see Eq. (1)]. (c) Time evolution of Sop for
a Néel state in the XXZ model for different values of v =
J/4,J/2,J,2J,4J in order of increasing darkness (anisotropy
J. = —J). (d) Same as (c), demonstrating logarithmic growth
at long times (log-scale time axis). Grey dashed: Analytic
long-time prediction: Sop = log,(Jt)/4 + const. (e) Sop
for dynamics in models breaking magnetization conservation.
Green dash-dotted: XYZ model (J, = J,J, = 0.8J,J. =
—J/2,v = J/2), Red dashed: transverse field Ising model
(h. = J,v = J/2), blue solid: XXZ model with initial Néel
state in z-direction (J. = —J/2,v = J/2). Results converged
for time step AtJ = 0.2 [AtJ = 0.5 for panel (d) at long times]
and different values for the bond dimension x = 256,512, 1024
(see Appendix for convergence).

is preserved, e.g. for laser driven transitions due to laser-
phase fluctuations [45, 46], or due to spontaneous photo-
absorption of lattice photons in optical lattices [47]. We
compute the evolution of Spp for an infinite MPO rep-
resentation of the full density matrix using an infinite
time evolving block decimation algorithm (iTEBD) with
re-orthogonalization [48].

Surprisingly, we find that for the magnetization con-
serving XXZ model and well-defined initial magnetiza-
tion [see text below Eq. (3) for the definition of our mod-
els], the OE exhibits a universal logarithmic growth at
long times [see Fig. 1(c/d)]. An identical universal be-
havior is also observed for particle number conserving
Bose- and Fermi-Hubbard models [see discussion below].
Strikingly, as shown in Fig. 1(e), this logarithmic growth
breaks down if the symmetry is broken by initial states,
or for Liouvillians without magnetization conservation
(see Appendix for more examples). In the latter scenar-
ios Sop saturates, or even vanishes at long times. In this
paper we explain this behavior by considering symmetry-
resolved OE in combination with known results for clas-
sical models of interacting particles [49-51].

Model — We focus on infinite spin-1/2 chains, which
evolve under the general Hamiltonian (A = 1):

3 1 3 z N
= 3 (LT ot + Ty 407 670) + o o

(3)
Here, 67'¥% denote standard Pauli matrices defined in
a local basis ||,1);, Juy,» are the respective nearest-
neighbor spin couplings, and h, is a field strength along
the z direction. Our Hamiltonian (3) includes: i) the
XXZ model, with J, = J, = J, h, = 0; ii) an XYZ model,
with J, = J, Ju # Jy, h, = 0; and iii) a transverse Ising
model, with J, = J, J, = J, = 0, h, # 0. We are in-
terested in the dynamics of highly-excited states. Here,
we choose pure Néel product states polarized along the z
direction, po = [tho) (vo| with [to) = @) [1)a;_1 [1)s
or a tilted Néel state along the z direction, |¢g) =
®; [ )1 [¢)g; with [S), = (1), F |4),)/V2. Dynam-
ics is governed by a Lindblad master equation,

d S i A .
op=—ill o+ D= cp, (4)

with the local dephasing super-operators Dllp =
v/2(67p67 — p) and the Liouvillian super-operator L.

MPO decomposition and OE — For L spins, the full
many-body density matrix p of a spin-1/2 system is a
2L x 26 hermitian matrix with unit trace. The amount
of information encoded in p can be effectively compressed
using matrix product decompositions [11, 12]. This can
be done in different ways [52]: For instance, by decom-
posing p into a particular (not unique) statistical mixture
of pure states, while using an MPS for the latter. Then,
the Lindblad dynamics can be computed using quantum
trajectories [53]. Alternatively, one can use a direct MPO
representation for p, e.g. simply by effectively vectorizing
local density matrices [54], or by constructing MPOs in a
locally purified form which preserves positivity [55, 56].

Here, we decompose p into a canonical MPO form [54],
which is formally achieved by an iterative application
of the Schmidt decomposition from Eq. (1), until each

spin n is described by a matrix of unique local operators
A ainrie p =310y Tl Aan a1 By choosing lo-
cal basis operators, é;,, for the density matrix of spin n,

we can then decompose:

X
p=> > Tl A& e, (5)
n

{in}{an} 7

where T[" are three-dimensional tensors and A™ the
Schmidt vectors. Tensors are truncated at a maximum
MPO bond dimension x. All results shown are numer-
ically converged in x (see Appendix). For é; we choose
local eigenoperators for the multiplication with 6* from
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FIG. 2. (a) Numerical determination of n for long times. 7 at time toJ is obtained as the local tangent to Sop (t) = So+nlog(tJ)
at toJ. We find n — 1/4 (grey dashed line) for all parameters and to — oo. Top (blue): Fixed J., = —J and various
v/J =1/4,1/2,1,2,4. Bottom (red): Fixed v = J and various —J,/J = 0,1,2,3,4. (b) Probabilities p(Mg) for right-half
magnetization Mg of the infinite chain (see text) at increasingly late times (200 < tJ < 1200 from light to dark, J. = —J,
v = J/2. Lines are Gaussian fits. (c) Variance §? of Gaussian fits [as in (b)] as a function of time for J, = —J and
v/J = 1/4,1/2,1,2,4 (light to dark). The grey dashed line indicates 6> ~ v/tJ (double-log scale). (d) Symmetry-resolved
operator entanglement entropies Sres as a function of time (see text). For short times and the larger Mr = 6,8 the probabilities
p(MRr) are exponentially suppressed and no sub-machine-precision data could be extracted. Same parameters as panel (b).
Results converged for AtJ = 0.5 [(a)-(c)] and AtJ = 0.1 [(d)] and different values of x = 512, 1024, 2048 (see Appendix).

the left and right, to take advantage of the magneti-
zation conservation (see below). Both the initial state
and the Hamiltonian are invariant under translation by
two lattice sites. As a consequence, in Eq. (5) one has
[+2l = piand APH2 = AP 48, 57], and only two
I" and X tensors are needed to encode a density matrix.
The time evolution is then computed with a fourth or-
der Trotter decomposition of the matrix exponential of
the Liouvillian exp(LAt) [48, 54, 58]. Importantly, since
the dynamics is non-unitary, a naive implementation of
this algorithm destroys the orthogonality of the decom-
position in Eq. (5), such that with time, the As do not
correspond to orthogonal Schmidt bases anymore. We fix
this by re-orthogonalizing the tensors after updates [48].

When considering the XXZ model, the total magneti-
zation §% = >, 0% is conserved. This means that p stays
an eigenoperator of $% in the sense that S%p(t) = Mj(t)
at all times (for the Néel state, M = 0). Note that alter-
natively, one could also define a condition for multiplica-
tion from the right. Due to magnetization preservation,
the 71" matrices in Eq. (1) can be chosen to be eigen-
operators of the ‘right-half magnetization’ of the chain,
Sz = Y >0 05 (w.lo.g. we define the right half as n > 0),
Sz7F = Mp#®. Similarly, one can choose 7\*) to be
eigenoperators of §7 = Y n<o 0f with My, = —Mp. This
means that the index a in Eq. (1) becomes a composite
index a — (Mg, a’), where o’ distinguishes the Schmidt
coefficients corresponding to the same Mpg:

~ Y ~[L ~[R
p= Z VPMg Z )‘MRya'T[f]J/IR,a’TJ[\/Il]%a’ . (6)
MR a’

Here we defined XMR,a = AMn,a/\/PMr, With par, =
> )‘?\43,,(1 the probability of having magnetization Mg
in the right half. The existence of the conservation law
makes our simulations much more efficient, since the
block-diagonal form of the tensors can be exploited.

Logarithmic increase of OE: Numerical results — In
simulations in Fig. 1 we noticed a distinctive different be-
havior of OE growth at long times (log-growth) for the
magnetization conserving XXZ model compared to other
models breaking this conservation law. Quite generically,
at times t < v~!, the dynamics is dominated by the
Hamiltonian part in Eq. (4). Sufficiently pure states
at such short times can be approximated by the state
[4r) = e ahg). In that case the OE is simply twice
the entanglement entropy of |¢;) (see e.g. [26]), and it is
well established that the latter generically grows linearly
in time (in the absence of disorder). At times t > 71,
the initial coherence is destroyed by dephasing, and the
OE decreases (see Appendix for a more detailed discus-
sion on the parameter dependence of the peak-heights).
This ‘rise and fall’ is clearly visible in Fig. 1, and it is
typical for OE dynamics, and also other quantities such
as the mutual information [59, 60]. Typically, under the
dynamics in Eq. (4) the system is expected to relax to
a simple stationary state characterized by the conserved
quantities of Eq. (4), or to the identity if there is no con-
servation law. The OE at late times converges towards
the OE of that stationary state. This is visible in our
simulations of the XYZ and Ising models, see Fig. 1(e).
In this case only the parity I = &), 67 is preserved by
the dynamics. Since the initial Néel state is an eigen-
state of II, the stationary density matrix is a projector
on a fixed parity sector, 3(1 =+ IT), with the O(1) en-
tropy Sop = 1 (= logy2). For the XXZ chain with the
initial tilted Néel along the x direction, even parity con-
servation is broken, and the stationary density matrix
becomes the identity, Sop = 0. In stark contrast, for
the XXZ chain and initial Néel state, after the rise and
fall dynamics, the OE increases again at long times, see
Fig. 1(c), and this second increase is logarithmic in time,
see Fig. 1(d). More precisely, we find the long-time be-
havior Sop(t — 00) = nlog,(tJ) + Sp, which we will also
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FIG. 3. Logarithmic OE growth in the Fermi-Hubbard (a)
and Bose-Hubbard (b) models with dephasing for different
interaction strengths Uy,,. The grey dashed lines indicate
the analytically expected long-time growth (see Appendix).
The initial states are: One fermion per site with alternating
spins |--- 141 --+) (a) and alternating sites with 0 or 1 boson
[-+101--) (b). Parameters: vy = 8Jy (a) and 1 = 2J,
(b), x = 512,256, AtJs,, = 1/2, maximum bosons per site
Nmax = 4.

understand analytically below. The prefactor n converges
universally to n = 1/4 independent on the precise values
of v and J,, as shown in Fig. 2(a), and has also been
observed with additional disorder [61]. The offset Sy de-
pends on the characteristic time-scale of the long-time
diffusive dynamics set by J, J, and ~ (see Appendix).
Note that we find the evolution of OE in the XXZ model
to be independent of the signs of J and J.,.

Mechanism for logarithmic growth: Abelian symme-
try and anomalous charge diffusion — To also an-
alytically understand this behavior, we now consider
the XXZ model evolution in the strong dephasing limit
v > J. The dissipators in the master equation (4)
project the density matrix onto its diagonal part paiag =
Y o Poo |0) (|, where the o denote all binary vectors of
spin-z configurations. The dynamics then reduces to a
classical master equation for the probability ps = poo,
dpe/dt = > ./ MgoDor. The stochastic matrix M
was determined in Ref. 37 in second-order perturbation
theory starting from Eq. (4). It takes the form of an
effective ferromagnetic Heisenberg Hamiltonian, M =
—J2/(8y) Y, [6F68, +6Y6Y,  +6767, —1]. Impor-
tantly, M is the stochastic matrix of the Symmetric Sim-
ple Exclusion Process (SEP) [62, 63], a model of classical
hard-core particles that perform random walks.

Crucially, in the SEP, the mean squared displacement
of a tagged particle grows as <Xt2> o v/t [50, 51, 64—
67], as opposed to o t for a usual random walk. This
anomalous diffusion is universally found in problems of
so-called ‘single-file diffusion’ [64, 68, 69], when classi-
cal particles diffuse in one-dimensional channels without
bypassing each other. Here, it is now also tied to anoma-
lous scaling of the particle number fluctuations between
the left and right half-systems. If AN(t) = Mg(t)/2
is the excess number of particles (w.r.t. the initial Néel
state) in the right half-system at time ¢, and if we tag
the particle initially at the origin, then one can esti-

4

mate AN(t) ~ poX;, where pg = 1/2 is the particle
density in the Néel state. Consequently, <AN(t)2> ~
pg (X?) o Vt. More generally, the probability distribu-
tion of Mgr(t) is found to obey a scaling form at long
times [65]: p(Mp(t) =m) ~ exp (ﬁ G (%)) Here,
the large-deviation function G is non-positive, symmet-
ric [G(u) = G(—wu)], diverges when |u| — oo, and has a
single minimum at u = 0 (see [65]). In particular, away
from the tails the distribution is Gaussian with standard
deviation § = t'/4/,/|G”(0)]. The Shannon entropy as-
sociated to number fluctuations is then

Snum(t) = Y —p(m)log, p(m)

me2Z

1
:log25+log2( 7re/2) o ZlothJrO(l). (7)

— 00

It is no coincidence that Sop grows in the same way as
the number fluctuations Syum at long times (see below).

Away from the y/J > 1 limit, the XXZ chain no longer
reduces to the SEP. Nevertheless we find that the same
type of anomalous scaling persists. This is confirmed in
Fig. 2, where we show that, for times accessible numeri-
cally, p(Mg = m) is approximately Gaussian [Fig. 2(b)]
with width & o £7 [Fig. 2(c)]. Thus, even though the ex-
act correspondence with the SEP breaks down at finite
v/J, the scaling of Spum in Eq. (7) remains unchanged.
This result is also consistent with previous studies of
transport in the XXZ and related models [70-73].

Symmetry-resolved OE — We now show how the re-
lation between Sop and Spum can be revealed in so-called
symmetry resolved operator entanglement. From Eq. (6)
we can derive a decomposition of the OE into the form:

SOP = Zp]\/[RSres(MR) + Snum(pMR)7 (8)
Mg

where the ‘symmetry-resolved entanglement entropies’
are Sies(Mpr) = —>_, )\?V[R,a loggQ()\?wR’a)7 and Spum 1S
given in Eq. (7). Such symmetry-resolved entropies have
attracted attention recently [8, 74-78]. In Fig. 2(d) we
display Syes(Mpg) for different values of Mg. Also Sres
exhibits the ‘rise and fall’ phenomenon discussed above,
but independent of Mg they decrease to very small values
at late times. This means that the logarithmic increase
Sop is solely due to the growth of Shum-

Fermi- and Bose-Hubbard model — To demonstrate
the generality of the logarithmic OE growth, we dis-
cuss two additional paradigmatic many-body setups
featuring number conservation: i) a Fermi-Hubbard
(FH) model, Hpyg = —Jy Zn7g(é;nég,n+1 + h.c.) +



U, éinéinéﬂléin with creation operators for spin-
full fermions on site n, ¢, (¢ =t,1); and ii) a Bose-
Hubbard (BH) model, Hgn = —Jy 3., (b1.bpy1 + hc.) +
Up/23, bhblbuby, for bosons created by bf. In both
cases we consider dephasing DI¥p = Ly, pﬁL—y(ﬁLﬁk[’H—
ﬁﬁzﬁk)/Q, where IA/g,n = é;négvn and L, = Z;Li)n in the
FH and BH case, respectively. As demonstrated in Fig. 3,
both models also exhibit a long-time logarithmic OE
growth. In the FH model, we observe Sop ~ log,(tJ)/2.
For v > J;,Uy, this can be understood analytically by
considering the FH chain as the sum of two chains, one for
each spin degree of freedom, both of which are described
by the SEP and exhibit Sop ~ log,(tJf)/4. Here, inter-
actions contribute only at higher orders (see Appendix).
The BH model exhibits Sop ~ log,(t.Jp)/4 analogous to
the XXZ model. For large U, > v > J; the creation of
doublons is energetically suppressed, leading back to the
SEP. For finite interaction strength (y > J,, Up), a differ-
ent classical limit is reached, which also features logarith-
mic OE growth with a prefactor close to 1/4 stemming
from a ‘Symmetric Inclusion Process’ (see Appendix and
Ref. [63]).

Conclusion — We showed that in a dissipative sys-
tem possessing a U(1) conservation law the operator en-
tanglement grows logarithmically at long times. We pin-
pointed the mechanism that leads to this logarithmic
growth, and identified its prefactor with the [possibly
anomalous] exponent characterizing the fluctuations of
the charge associated with the U(1) symmetry. Our re-
sults and methods are of general interest to studies of
imperfect quantum computation and quantum simula-
tion platforms, currently pushing into a regime where
they may offer a quantum advantage. The entangle-
ment entropy dynamics we study here connects directly
to similar results obtained for discrete quantum circuit
models [27, 32, 79, 80], or to other dissipative simulation
methods such as quantum trajectories [81, 82]. An under-
standing of the destructive processes of the environment
on dynamics are essential, and the interplay between dis-
sipation and coherent couplings can lead to interesting
physics or state engineering (e.g. [83-86]). In the future,
it will be interesting to investigate how the presence of
more complex symmetries such as SU(N) impacts entan-
glement dynamics.
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APPENDICES

In Sec. A, we provide details on the numerical convergence. In Sec. B, we discuss a breaking of magnetization
conservation on different levels. In Sec. C we show numerical results on the parameter dependence of the short time
peaks of the OE. In Sec. D, we discuss the perturbative estimate for the offset of the operator entanglement. In
Sec. E, we identify the strong dephasing limits of the Fermi-Hubbard model, and of the Bose-Hubbard model, which
are instrumental for explaining the prefactors of the logarithmic growth of the OE observed in the main text.

Appendix A: Details on numerical convergence

For solving the time-evolution with the iTEBD algorithm [48, 57] we make use of a Trotter decomposition of the
matrix exponential of the super-operator governing the full dissipative dynamics [54]. In order to reach long time-
scales, we implement 4-th order decomposition [58], which allowed for time-step converged results even up to step sizes
of At =1/(2J) [see Fig. S1(a)]. At signifies the full time step, which is composed of individual gates with time-steps
of length At/12 and At/6. In particular, we use the method

OTOOT 2O O)TOTOTOOTM@OOMOE)TOO)T). (S1)

Throughout the paper we only show simulations up to times until which the results are converged in the MPO bond
dimension x, defined in the truncated MPO decomposition in Eq. (5). In practice, we ran simulations repeatedly,
doubling bond dimensions in the different runs until lines become visually indistinguishable. We varied the bond
dimension in the range x = 128,256,512,1024,2048. Note that e.g. for x = 1024, a maximum possible entropy of
Sop < log,(x) = 10 is theoretically supported. Naturally, the evolution producing the largest OE required the largest
values of y. The convergence plots in Fig. S1(b) and Fig. S1(c) demonstrate this procedure for “worst-case” scenarios
(i.e. the data with the largest OE values and for long times). We choose the data from Fig. 1(d) with v = J/4,
simulated up to long times, and the data for Fig. 3(a) with J,/J = —1 and v = J/8, which reached the largest values
in the short time peak Sop ~ 6.

In particular, the following parameters have been used for the figures in the main text:

3 3
o 2 o 2 /
o g x = 512

1 AtJ =0.5 1 —x = 1024

At =1
— x = 2048
0 y 0 :
1 10 10% 10° 1 10 10% 10° % 10 20
tJ tJ tJ

FIG. S1. (a) Convergence in the time-step At (in units 1/J) for v = J/4, J. = —J, x = 1024. (b) Convergence in x for
v=J/4, J. = —J, AtJ = 0.5. (c) Convergence in x for v = J/8, J, = —J, AtJ =0.1
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FIG. S2. Rise and fall of operator entanglement without magnetization conservation. (a) We consider the XXZ model with
dephasing, as in the main text, for J. = —J, v = J/2. The initial state is a fully polarized state &), exp[i@&r(f)] [1),,, which
are not and eigenstate of S, (except for # = 0). (b) We consider the XXZ model with J, = —.J for a Néel initial state as in
the main text. Instead of dephasing, we consider non-conserving dissipation D p = ~v/2(265 po — 6567 p — poy o), and for
various rates . Simulations for x = 128, AtJ = 0.1

Figure LI v/J | x| At
Fig. 1(c) 1 | 025 [512] 02
Fig. 1(c) 1 | >05]256]0.1/0.2

Fig. 1(d)(short times)|| 1 <1 |1024|0.1/0.2

Fig. 1(d)(short times)|| 1 >1 |256/0.1/0.2
Fig. 1(d)(long times) 1 all |512| 0.5

Fig. 1(e all all 256 | 0.2

Fig. 2(a)/S3(b) 1| 0.25 2048 05

(b) 1 |05,1/1024] 05

Fig. 2(a)/S3(b) 1 | 2,4 |512] 05

(b)

o —

all 1 1024} 0.5

Fig. 2(b) 1 | 05 |512] 05
Fig. 2(c) 1 all |512] 05
Fig. 2(d) 1 | 05 [1024] 0.1
Fig. 3(a) all | — |[512] 05
Fig. 3(b) all | — [256| 05
Fig. S3(a) all |0.125|1024| 0.1
Fig. S3(a) all |>0.25 512 (0.1/0.2

Whenever two At values are given, different Ats were used for different parameters for historic reasons, but are clearly
converged in either case.

Appendix B: Breaking magnetization conservation

In this section, we give a few more examples without magnetization conservation. First, we discuss fully polarized
states that are tilted at an angle 6, @), exp[iﬂ&éx)] [1),- For 0 < 6 < 7, these states are not eigenstates of S.. We
find that after the initial growth, the OE decays to zero, just like for the initial tilted Néel state. For the special cases
6 = 0(r), the state |--- JJ ---) (|--- 111 ---)) is an eigenstate of the Liouvillian, and thus the OE remains zero at all
times.

If magnetization conservation is broken on the level of the Liouvillian, we find a similar rise and fall of OE, which
remains zero at long times [see Fig. S2(b)]. For the case of both an incoherent pump and and decay at rate -, after
the initial rise and fall, we expect the steady state to be the (trivial) infinite temperature state with Sop = 0.



Appendix C: Short-time peak heights

6 —J,/J—e0ale2 g om5)/J=4— 2= 1-1/2-1/4
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FIG. S3. (a) Short-time peak-height of Sop as a function of 1/~ for different J.. (b) Offset Sy (extracted from fits as in Fig. 2
in the main manuscript) as a function of the inverse tangent time 1/(¢o.J). Blue lines (top) indicate variable vy at fixed J, = —J,
red lines (bottom) indicate variable J, at fixed . Results converged for (a) AtJ = 0.1 and (b) AtJ = 0.5, and different values
of x = 512, 1024, 2048

Whether a state can be efficiently approximated by an MPO is determined by the OE of that state, which has a
local maximum at short times. Thus, until not too long times, the approximability of the dynamics is determined by
the value at this maximum Speak. This value is shown in Fig. S3(a) as a function of the dephasing rate v and the
interaction strength J,. We find that generally the peak-height grows as Speax ~ 1/ for small 7. Interestingly, Speax
decreases when increasing the spin interaction strength |J,|. As a consequence, the dynamics under strong dephasing
can always be simulated, while for small dephasing the dynamics can only be simulated in the presence of strong
interactions (large |.J.|).

Appendix D: OE offset scaling

Whether a state can be efficiently approximated by an MPO is determined by the OE of that state, which is at
long times dominated by the logarithmic growth Sop = log,(tJ)/4 + Sp. Since logarithmic growth is very slow,
the offset is also important. We find that the offset Sy decreases with increasing |J,| or v [see Fig. S3(b)] when
extrapolating to tg — oo. The approximately equal spacing of lines in a regime of large v (when doubling 7) indicates
a scaling of Sy ~ log,(1/7) in this regime. This is confirmed by the perturbative argument given below, which leads
to So = logy(J/24/47v2 + J2)/4 + O(1).

In the analytical model, the offsets are given by the time scale of the transfer, as the multiplicative transfer rate
under the logarithm becomes an additive constant (see below). Cai and Barthel have computed the transfer rates
perturbatively for small J < +, as discussed in the following [37].

We start by writing the evolution operator as a sum £ = Lo + £, with Lo = —i[Hy, -] + S L and £; = —i[Hy, .
Here, the Hamiltonian is separated into interaction Hy = J,/43", 6i07,, and Hy=J)2y, (6671 +06;6;,). In
the limit of strong dissipation, we can then consider perturbation theory for small £;.

The eigenstates of Ly are product states in the z eigenbasis. Of these eigenstates, only those without off-diagonal
correlations do not decay. Perturbative coupling between the states can be computed by [see also Eq. (S6) in Sec. E]

Leg = Lo — PLL(Lo) ' L1P, (S1)

where P projects into the Ly eigenstates with zero decay rate.
According to Ref. [37], the transfer rate between sites ¢ and (i + 1) depends on the state of the neighboring sites
(i—1) and (i+2). Thus, focussing only on the two central spins, the transfer rates can be read from the prefactors of

. 2
L'é;é””\~~-m¢~-~><~--m¢---|:%(w-MT--~><~-MT-~|—\~~-m¢~--><~--m¢~~|), (S2)

J?y

LoDty (o | = RN

(F o L) o Ll = o PR ) (e ) (93)



All other possibilities can be obtained by permuting bras and kets, up and down, and reading states from right to left.
Here, £ indicates that only the effective Liouvillian acting on site i and i + 1 is given, i.c. Log = 3, Lo4 Y
Since both scenarios are combinatorically equally likely for randomly arranged spins, we compute an effective

transfer rate r by taking the geometric average, which yields

r= J72 (S4)

242+ J2
From this, we can compute the parameter scaling of Sy using S(t) = logy(rt)/4+ O(1) = log,(Jt)/4+1ogy(r/J)/4+
O(1) as

So = o). (S5)

Yoo |
Tl PNy

Appendix E: Strong dephasing limits of the Fermi-Hubbard model and of the Bose-Hubbard model

1. Strong dephasing limit of the Fermi-Hubbard model: two decoupled Symmetric Exclusion processes

We define the Fermi-Hubbard Hamiltonian as

N N

7 R R st s b oo
H= fJZ[ch_Hch +he +¢);,,¢; +he]+ UZCTjCTjCi,jC“‘, (S1)
j=1 j=1
where é$ y (resp. éI j) is the creation operator of a fermion with spin up (resp. down) on site j. We consider the strong

dephasing limit of the Lindblad equation
p N N

@ 5= L7+ Y Dlel e 5) + 7Y Dl el(0) (52)
j=1 j=1

where D[A](p) = ApAT — L{AA, p}. For our purposes, it is more convenient to write this equation in vectorized

form: we vectorize the density matrix p — |p) —we write the 4V x 4V matrix p as a 42N-vector |p)—, and write its
evolution as

G0 = (alo+ 2110 (53)

where £, contains the dissipative part of Eq. (S2), and £ contains the unitary part in (S2). [Here, contrary to what
is done in Ref. [37] and in Sec. D, we do not treat the diagonal and non-diagonal parts of the Hamiltonian differently.
Here £, corresponds to —i[H, | where H is the whole Hamiltonian, including its diagonal part.] Let 7 = ~¢, then

d 1
— =L —L S4
a7 P = Lolo) + 2L o) (54)
and the solution of that equation for some arbitrary initial condition |po) can be expanded to second order in 1/7,
T
() = xp (Lo + 721 ) )
1 T
= e po) + 7/ dre(T=mEo £ emEo | po)
7 Jo
1 T T1
+7 / d’Tl / dTQG(TiTl)ﬁo,Cle(Tl77—2)['0,6167—2[:0 |p0> + ... (85)
7" Jo 0

Importantly, the subspace of density matrices p that satisfy Lo |p) = 0 is precisely the one of matrices that are diagonal
in the computational basis. Let us call P the projector onto that subspace, and P+ = 1 — P its orthogonal projector.
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Then for 7 > 1 we can replace e™*° with P. This leads to

2 1 T
1p(7)) ~ P |po) + %PQP Io0) + 27727%1795173 Ipo) + ?/o dra(1 — ) PLIPLeEOPLLIP [po) + ...
~ exp (;P&P) P |po) + PL P (;/ deeTzﬁ‘)) PLyP lpo) + - -
0

~ exp Cmm) P o) + %Pﬁlpl (=) PLLP o) +

where Eé‘ is the restriction of Ly to the subspace orthogonal to its kernel, and (ﬁé‘)fl is its inverse on that subspace.

Finally, one notes that PL;P = 0, since £ acts on the density matrix p as —i[H, p]. Thus, the result of second-order
perturbation theory is that, in the strong dephasing limit, the density matrix remains diagonal on long times scales,
lp(t)) =~ P |p(t)). The slow evolution of the diagonal part |pgiag(t)) := P |p(t)) is given by

d 1 -1
7 |pdiag(t)) = —;Pﬁﬂﬂ (L3) PHLAP |paiag(t)) - (S6)

This equation has been obtained for the XXZ chain by Cai and Barthel [37] and also for other models, including
models of bosons, by Bernard, Jin and Shpielberg [63]. Let us now apply it to the Fermi-Hubbard model (S1).
The key observation is that the interacting term U Zjvzl ég jéTjéI ;€1j in the Hamiltonian (S1) acts diagonally in the

computational basis, so it does not contribute to the term —iPL;P+ (KOL)_l PLL1P in Eq. (S6). Therefore, in
the strong dephasing limit, the spin components 1 and | simply decouple, and each spin component follows its own
strong-dephasing dynamics. One can then simply set U = 0 in the Hamiltonian (S1) which splits into two independent
models of non-interacting fermions, one for each spin component. Consequently, the strong-dephasing limit of the
Fermi-Hubbard model consists of two decoupled Symmetric Exclusion Processes, one for the spins 1, the other for the
spins |, as claimed in the main text.

2. Strong dephasing limit of the Bose-Hubbard model: a Symmetric ‘Inclusion’ Process

We define the Bose-Hubbard Hamiltonian as

N
A= 73 (bl by +hel +

Jj=1 Jj=1

and the Lindlblad equation with dephasing takes the form (see e.g. Ref. [47])

d X N
70 =—1H. 5]+~ Dlbbl(p). (S8)

Jj=1

Like for the XXZ chain and for the Fermi-Hubbard model, the strong dephasing limit can be analyzed in second-order
perturbation theory [37, 63]. The general formula (S6), where L is the dissipative part of the Lindblad equation and
L1 is the unitary part, applies also to the Bose-Hubbard model. As in the Fermi-Hubbard case, the interaction term

g Z;Vﬂ 5;5](33 b; — 1) in the Hamiltonian (S7) acts diagonally in the single-site Fock basis. Consequently, it does not

contribute to the term f%’PL'lPJ‘ (Eé‘)f1 PLLyP. At strong dephasing the Hubbard interaction is irrelevant, and
the model can be analyzed simply by setting U = 0. The resulting model of non-interacting bosons with dephasing
has been analyzed in Ref. [63]. For the convenience of the reader, here we briefly sketch a simple derivation of that
strong-dephasing limit.

For notational simplicity, we focus on N = 2 two sites only, and label the basis states as [nins) where ny,ny € N
are the number of bosons on site 1 and 2. Diagonal density matrices are of the form

Pdiag = Z p(n1,n2) [ning) (ning|. (89)

ni,n2

Under strong dephasing, the effective dynamics within the space of diagonal density matrices must be a classical
stochastic process for the probability distribution p(ni,n2). The goal is to determine the rates that define the
classical master equation of that process.



11

We proceed step by step to compute the r.h.s of Eq. (S6). First, £1P |pdiag) = L1 |pdiag) i the vectorized form of

—i {ﬁapdiag] =—i [H7 Z p(n1,n2) [ninz) (nins|

ni,n2

=1iJ Z p(nl,ng) (\/ (n1 + 1)’/12 |n1 +1,n9 — 1> <TL1’I’LQ| + \/77,1(’17/2 + 1) |TL1 —1,n0 + 1> <n1n2\

ni,n2

— Vo Oz ng) (g + 1na = 1+ v/ (ng + 1) s me) (m = L +11)
which we write as

L1 |pdiag> =1iJ Z p(nhng) (\/ (nl + 1)712 |TL1 +1,n9 — 1> <n1n2‘ + \/nl(ng + 1) |n1 —1,n0+ 1> |n1n2)

ni,no
— v/ (n1 + 1)712 |n1,n2> <n1 + 1Ing — 1‘ + \/’I’Ll(?’lg + 1) |TL1,TL2> |TZ1 —1,n0 + 1>> .
Second, we observe that L[blby] [ny + 1,n}) |ny, ng) = (ny + 1)ny — M = —1. Then

(Ly) "PHLIP |pdiag) = % > p(ny,ny) (\/ (n1+ 1)ng [n1 +1,n2 — 1) [n1ng) + /n1(ng 4+ 1) [ny — 1,np + 1) [nino)

ni,n2

— 1\ (n1 —+ 1)712 |n1,n2> "17,1 =+ 177,2 — ].> —+ \/nl(ng —+ 1) |TL1,TL2> |n1 — ].,TLQ + 1>) .

Applying again the vectorized form of —i[ﬁ ,.], and projecting onto diagonal configurations, one arrives at

J2
—PLLPH(Ly) "PELIP |pdiag) = o Z p(n1,n2)

ni,n2
2
(Vi +Dmz (Ina + 1,m5 = 1) [y + 1z = 1) = 1, n2) [nana))
2
+ nl(ng + 1) (|n1 —1,n0 + 1> |n1 — 1ngs + 1> — |n1,n2> |n1n2))
2
—+ (711 + 1)712 (|n1 + 1,712 — ].> |n1 + 1712 — 1> — |7’L1,7’LQ> |7’L1’ﬂ,2>)
2
+7Mm+nUm—Lm+UW—Lm+U—WmemM)

In conclusion, the classical master equation obeyed by the probability distribution p(ni,ns) is

%p(nl,ng) = {;nl(ng + D[p(n1 —1,n9 + 1) — p(n1,n2)]
+%@h+nm@mruﬂm—m—pmhmn (S10)

This result generalizes straightforwardly to the case with more sites, N > 2, i.e.

d J?
ap(nl,ng,...,n]\;) = 7Zni[(ni,1—l—l)p(...,ni,l+17ni—1,...)—&—(niﬂ—i—l)p(...,ni—17m+1+1,...)

- (’I’Li_l —l—nH_l—|—2)p(...,ni,ni+1,...)]. (Sll)

What is interesting about the master equation (S11) is that it is very different from the one of non-interacting
particles undergoing a random walk, which would rather be of the form

d
ap(nl,ng,...,nlv) mZni[p(...7ni—1,n,-+1—l—l,...)—i—p(...,ni,l—l—l,ni—17...)—2p(...7ni,1,ni7ni+1,...)].

Interestingly, the resulting classical dynamics exhibits a signature of bosonic bunching in the original quantum model.
The classical stochastic process defined by Eq. (S11) belongs to a class of models known as ‘Symmetric Inclusion
Processes’ in the statistical physics literature, see e.g. Refs. [88, 89].
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FIG. S4. Fit for the variance growth for the Symmetric Inclusion Process. The blue crosses are determined by a Monte Carlo
simulation of Eq. (S11) with 5000 trajectories. The grey dashed line is a power law fit to the numerical data.

In order to determine the dynamics of number fluctuations in the model described by Eq. (S11), we numerically
compute Ngamples = 000 different sample trajectories for a chain of length L = 100. Fig. S4 shows the time trace of
the variance of the number of particles in the left half of the chain var(Ny) [corrected by ngampies/(Nsamples — 1)]. We
compute the error of the variance using the jackknife method [90] by separating the data into M = 500 bins with 10
trajectories each. Then, we compute the variances v,, for all possible subsets of M — 1 different bins (i.e. deleting 1
bin for each subset). Finally, we compute the error from these variances as

M]\; ! Z [Um — var(NL)]> .

m

error[var(Ny )] = \/ (S12)

We use LsqFit.jl to fit the numerical data with a power law of the form var(Nz) = a x (t/7)°, and find a ~ 0.49
and b = 0.53, close to b = 1/2. We find that this fit describes the data well, as shown in Fig. S4. Here, 7 = v/J? is
the characteristic time scale of the dynamics.

If we thus assume that Ny, is Gaussian distributed with standard deviation § ~ (t/7)%2, we can use Eq. (7) of the
main text to compute Syum () = logy[(t/7)%/2] + O(1), close to logy(t/T)/4 + const. used in the main text.
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