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Abstract

We introduce a novel second order family of explicit stabilized Runge-Kutta-Chebyshev
methods for advection-diffusion-reaction equations which outperforms existing schemes
for relatively high Peclet number due to its favorable stability properties and explicitly
available coefficients. The construction of the new schemes is based on stabilization us-
ing second kind Chebyshev polynomials first used in the construction of the stochastic
integrator SK-ROCK. We propose an adaptive algorithm to implement the new scheme
that is able to automatically select the suitable step size, number of stages, and damping
parameter at each integration step. Numerical experiments that illustrate the efficiency
of the new methods are presented.

Keywords: advection-diffusion-reaction equations, explicit stabilized methods, Runge-
Kutta Chebyshev methods, RKC, SK-ROCK, ARKC.
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1 Introduction

In this paper we use the idea of stabilization by combining first and second kind Chebyshev
polynomials introduced in [4] to derive explicit stabilized methods for advection-diffusion
problems with, possibly, costly non-stiff reaction terms,

∂tu(x, t) = ∇ · (D∇u(x, t))−∇ · (vu(x, t)) + r(u(x, t)), (x, t) ∈ Ω× [0, T ],

with initial and boundary conditions, where Ω ∈ Rd, D is the matrix of diffusion coefficients,
and v is the velocity vector. The function r represents non-stiff, but possibly costly, reaction
terms. Note that in general, D and v may also depend on u leading to nonlinear diffusion
and advection terms. In the linear one dimensional setting, the equation reduces to

∂tu(x, t) = d∂2xu(x, t)− a∂xu(x, t) + r(u(x, t)), (x, t) ∈ Ω× [0, T ] (1)

where d and a are positive reals, and Ω is a real interval. The Peclet number is defined by
a/d and is allowed here to be quite large. When discretizing the partial differential equation
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(PDE) (1) in space using centered finite difference for example, with mesh size ∆x, We obtain
a system of ordinary differential equations (ODEs) of the form

ẏ(t) = FD(y(t)) + FA(y(t)), y(0) = y0 ∈ Rd, t ∈ [0, T ], (2)

where FD represents the diffusion term with eigenvalues of its Jacobian grow as 1/∆x2 on
the negative real axis, and FA represents the advection term (and possibly non-stiff reaction
terms) with eigenvalues of its Jacobian are of size 1/∆x and located close to the imaginary
axis and symmetric with respect to the origin. This means that the eigenvalues of the
Jacobian of the obtained system are approximately located in an ellipse with the length of
its minor axis proportional to the square root of the length of the major axis.

Explicit stabilized Runge-Kutta-Chebyshev methods were originally introduced in the
context of purely diffusive or diffusion dominated advection-diffusion problems (very small
Peclet number) as a compromise between costly implicit methods and restrictive usual explicit
schemes [1, 2, 3, 6, 17]. Due to their versatility, they were extended to many other types of
problems such as advection-diffusion-reaction equations [7, 18, 19, 20], stochastic differential
equations (SDEs) [4, 5, 8], and optimal control problems [10].

Typically, the stability domain of an explicit stabilized method contains a long narrow
strip around the negative real axis. In the context of advection-diffusion problems, the au-
thors of the article [19] propose the usage of the RKC method with very large damping
parameter to make the strip wider, which means that eigenvalues with slightly larger imag-
inary parts coming from the advection terms can be put in. This comes at the cost of a
serious shortening of the strip, which means that, for a fixed time step, less eigenvalues
with negative real parts can be put in. Later, a partitioned Ruge-Kutta-Chebyshev method
(PRKC) of order 2 was designed in [20] based on the RKC method [15] for the integra-
tion of ODEs that have a moderately stiff term (diffusion) and non-stiff terms (advection or
costly reaction terms). PRKC has a limited stability for the advection term, and it shares
with the standard RKC the same stability domain length over the negative real axis. In [7],
the authors propose a partitioned implicit-explicit orthogonal Runge-Kutta method (called
PIROCK) for the time integration of advection-diffusion-reaction problems with possibly
severely stiff reaction terms and stiff stochastic terms. The diffusion terms are solved by the
explicit, nearly optimal, second order orthogonal Chebyshev method (ROCK2). Applied to
advection-diffusion problems, the method has order 2 of accuracy and can handle the large
Peclet number regime but it needs very large damping that reduces a lot its stability domain
length over the negative real axis. In addition, PIROCK relies on the ROCK2 method, for
which no explicit formulas are available to compute the coefficients for a given stage number.
This rich literature shows that the domain of stabilized schemes is very active, and that the
construction of an adaptively efficient explicit stabilized integrator for such important class
of problems is quite challenging.

In [9, Sect. 3.7.2], the author of the present paper profited from the idea of stabilization
using second kind Chebyshev polynomials, first introduced in [4] to construct a first order
explicit stabilized method for advection-diffusion-reaction equations with optimal stability
domain. What made this quite intuitive is the similarity between mean square stability for
SDEs and the stability of the test equation for ODEs of the form (2) (see Sect. 4.1). In this
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work, we construct a second order integrator based on RKC that outperforms the existing
methods in the literature. We propose a fully adaptive algorithm to implement the new
second order method.

This paper is organized as follows: in Section 2, we give a fast revision on explicit sta-
bilized methods. In Section 3 we present an optimal first order explicit stabilized method
for advection-diffusion-reaction equations that we constructed in the thesis [9] inspired by
previous work on SDEs [4]. In Section 4 we derive and analyze our new second order adap-
tive scheme in terms of stability and convergence, and we propose a local error estimator for
automatic step size selection. Section 5 is dedicated to present and analyze some numerical
experiments that illustrate the efficiency of the new schemes.

2 Preliminaries on explicit stabilized methods

This section is devoted to present useful standard materials.
In order to study the stability of a Runge-Kutta integrator applied to an ODE, the

following approach is widely used [3, 14]. Consider the test ODE

ẏ(t) = λy(t), y(0) = y0, (3)

where λ ∈ C with negative real part. If we apply a Runge-Kutta method with step size h
on (3), we get the relation yn+1 = R(hλ)ny0, where the rational function R(z) is called the
stability function. Hence, the stability domain of the method is defined as

S := {z ∈ C; |R(z)| ≤ 1}.

In the particular case of explicit methods, R(z) is a polynomial which means that the stability
domain is necessarily bounded. For example, the stability domain of the explicit Euler
method is just a disk of radius 1 which explains the time step restriction it faces for stiff ODEs,
while that of the implicit Euler method is the complementary of a disk of radius 1. This
shows the advantage of implicit methods in terms of stability, however, for large dimensional
problems and especially the nonlinear and ill-conditioned ones, implicit methods become very
costly and difficult to implement. Here appears the need to a compromise between classical
explicit methods and implicit integrators.

This compromise is ”explicit stabilized methods” (see the survey [3]). The idea is to con-
struct explicit Runge-Kutta integrators with extended stability domain that grows quadrati-
cally with the number of stages s of the method along the negative real axis, and then allows
to use large time steps typically for problems arising from diffusion dominant advection-
diffusion-reaction PDEs for which the eigenvalues are close to the negative real axis and are
very large in modulus.

Before proceeding, let us recall some useful facts on Chebyshev polynomials. The first
kind Chebyshev polynomials are defined by

T0(x) = 1, T1(x) = x, Tj(x) = 2xTj−1(x)− Tj−2(x), j ≥ 2. (4)

The second kind Chebyshev polynomials are defined by

U0(x) = 1, U1(x) = 2x, Uj(x) = 2xUj−1(x)− Uj−2(x), j ≥ 2. (5)
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Moreover, the two kinds polynomials satisfy the following

Uj−1(x) =
T ′j(x)

j
. (6)

The stabilization procedure is based on the above relations. The fact that both kinds share
the same recurrence relation will be very useful in our analysis.

2.1 Optimal first order Chebyshev methods

Consider the ODE
ẏ = f(y), y(0) = y0, t ∈ [0, T ]. (7)

Given y0, in order to compute y1 ≈ y(h) using the optimal first order Chebyshev method
applied to (7) with step size h, the following recurrence is applied

K0 = y0, K1 = K0 + µ1hf(K0),

Kj = µihf(Kj−1) + νiKj−1 + (1− νi)Kj−2, j = 2, . . . , s (8)

y1 = Ks,

where ω0 := 1 + η
s2
, ω1 := Ts(ω0)

T ′s(ω0)
, and

µ1 :=
ω1

ω0
, µj :=

2ω1Tj−1(ω0)

Tj(ω0)
, νj :=

2ω0Tj−1(ω0)

Tj(ω0)
, j = 2, . . . , s. (9)

The parameter η is called the damping parameter and it is necessary to avoid singularities in
the stability domain which ensures the robustness of the method. Typically for this method,
η is fixed to 0.05. It can be easily verified, using the recurrence (4) and proceeding by
induction, that applied to the test problem (3), the above method produces after one step
y1 = Ks = Rs(hλ)y0 with

Rs(z) =
Ts(ω0 + ω1z)

Ts(ω0)
,

for which the stability domain contains a narrow strip around the interval [−Cηs2, 0] with

Cη = (1−ω0)
ω1

' 2− 4/3η is very close to 2 (the optimal value for order 1). The method has
low memory requirements (only two stages have to be stored) and reasonable propagation of
round-off errors even for large values of s needed in practice [17]. The fact that the length
of the stability domain on the negative real axis enjoys a quadratic growth with respect to
the number of stages s is crucial to the success of explicit stabilized Runge-Kutta methods.

2.2 Second order RKC methods

To design a second order method, we need the stability polynomial to satisfy∗

R(z) = 1 + z +
z2

2
+O(z3).

∗Indeed, up to order two, the order conditions for nonlinear problems are the same as the order conditions
for linear problems [12, Chap. III].
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In [11], Bakker introduced a correction to the first order shifted Chebyshev polynomials to
get the following second order polynomial

Rs(z) = as + bsTs(ω0 + ω2z),

where,

as = 1− bsTs(ω0), bs =
T ′′s (ω0)

(T ′s(ω0)2)
, ω0 = 1 +

η

s2
, ω2 =

T ′s(ω0)

T ′′s (ω0)
, η = 0.15. (10)

For each s, |Rs(z)| remains bounded by as+bs = 1−η/3+O(η2) for z in the stability interval
(except for a small interval near the origin). The stability interval along the negative real
axis is [−1+ω0

ω2
, 0] which is approximately [−0.65s2, 0], and covers about 80% of the optimal

stability interval for second order stability polynomials, and the formula now for calculating
s for a given time step h is

s :=

[√
hλmax + 1.5

0.65
+ 0.5

]
.

Using the recurrence relation of the Chebyshev polynomials, the RKC method as introduced
in [17] is defined by

K0 = y0, K1 = K0 + hb1ω2f(K0),

Kj = µjh(f(Kj−1)− aj−1f(K0)) + νjKj−1 + κjKj−2 + (1− νj − κj)K0,

y1 = Ks,

(11)

where

µj =
2bjω2

bj−1
, νi =

2bjω0

bj−1
, κj = − bj

bj−2
, bj =

T ′′j (ω0)

T ′j(ω0)2
, aj = 1− bjTj(ω0), (12)

for j = 2, . . . , s. The parameters b0 and b1 are free (R0(z) is constant and only order 1 is
possible for R1(z)) and the values b0 = b1 = b2 are suggested in [16].

Remark 2.1. For simplicity of the presentation, we consider the case of autonomous prob-
lems (with f independent of time) but we highlight that our approach also applies straightfor-
wardly to non-autonomous problems ẏ(t) = f(t, u(t), y(t)). Indeed, a standard approach
is to consider the augmented system with z(t) = t, i.e. dz

dt = 1, z(0) = 0 and define
ỹ(t) = (y(t), z(t))T , see e.g. [12, Chap. III] for details.

3 Optimal first order scheme

Note that we have discussed the content of this section in the thesis [9], but we recall it here
since it gives insight about the construction of the second order adaptive integrator in the
next section.

Consider the linear test problem

ẏ = λy + iµy, y(0) = y0, (13)
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where λ ∈ R−, µ ∈ R, and i =
√
−1. Applying a Runge-Kutta method to the above equation,

one gets an induction of the form

yn+1 = R(p, q)yn,

with p = hλ and q = hµ. We define the stability domain of a Runge-Kutta method applied
to (13) by

S = {(p, q) ∈ R2 ; |R(p, q)| ≤ 1}.

Equation (13) can be seen as the test equation for linear SDEs with the iµ replacing the
noise. Hence, inspired by SK-ROCK [4], we consider the following stability polynomial

R(p, q) = A(p) +B(p)iq :=
Ts(ω0 + ω1p)

Ts(ω0)
+
Us−1(ω0 + ω1p)

Us−1(ω0)
(1 +

ω1

2
p)iq, (14)

where Ts and Us are the first and the second kind Chebyshev polynomials of degree s (the
number of stages), and the coefficients ω0 and ω1 are the same as for the Chebyshev method
(8). The stability condition |R(p, q)| ≤ 1 is equivalent to A(p)2+B(p)2q2 ≤ 1 which is exactly
the mean square stability condition described in [4, Sect. 2]. By [4, Theorem 3.2] and [4,
Remark 3.6], for all η > 0 and all s ∈ N, |R(p, q)| ≤ 1 for all p ∈ [−2ω−11 , 0] and |q| ≤

√
−2p

(See Figure 1).

Figure 1: Stability domain of the new optimal first order method (15) in the p− q plane for
s = 10 and η = 0.05. The dashed lines correspond to ±

√
−2p.

The new order one method for space discretized advection-diffusion-reaction equations
(2), is defined in the same way as the SK-ROCK method [4], by replacing the noise term by
the advection-reactions terms,

K0 = y0

K1 = y0 + µ1hFD(y0 + ν1hFA(y0)) + κ1hFA(y0)

Kj = µjhFD(Kj−1) + νjKj−1 + κjKj−2, j = 2, . . . , s,

y1 = Ks,

(15)

where ν1 = sω1/2, κ1 = sω1/ω0 and the rest of the coefficients are identical to those defined
in (9). Assuming enough regularity on FD and FA, the convergence proof is straightforward
and based on [4, Lemma 4.2].
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Note that the method requires only 1 evaluation of the advection-reaction terms FA per
time step, while other existing methods for advection diffusion problems such as PIROCK
[7] and PRKC [20] require 3 and 4 evaluations of FA respectively per time step. It also
outperform the mentioned methods by far in terms of stability. However, it has only order
1 of accuracy, which motivates the construction of a second order integrator that competes
with existing schemes in terms of stability and convergence, taking advantage of the above
analysis.

Note that we can adaptively increase the stability for advection by increasing η in the
price of loosing some length on the negative real axis. This will be explained in details in
the next section for the second order scheme, for which this adaptive increase of damping is
a key feature.

4 New second order scheme

In this section, we introduce the new adaptive second order integrator based on the material
presented in the first 3 sections and inspired by the SK-ROCK method introduced in [4].

ARKC integrator The ARKC integrator (for adaptive RKC) applied to (2) is defined as
follows for s ≥ 2:

G = hFA(y0 +
h

2
FA(y0 +

ω2

2
hFD(y0)) +

h

2
FD(y0)) + hFD(y0 +

ω2 − 1

2
hFA(y0))− hFD(y0),

K−1 = y0,

K0 = K−1 +
ω2

2
G,

K1 = K0 + b1ω2hFD(y0) + αG, and for j = 2, . . . , s,

Kj = µjh(FD(Kj−1)− FD(K0) + (1− aj−1)FD(y0)) + νjKj−1 + κjKj−2 + (1− νj − κj)K0,

y1 = Ks,

(16)

where α =
(
1− ω2

2

)
b1sω2, and the other coefficients are identical to those defined in (10)

and (12). Note that for purely diffusive equations (FA ≡ 0), the method reduces to standard
RKC (11).

Complexity The method requires s + 2 evaluations of FD and 3 evaluations of FA per
time step. The standard RKC and the PRKC methods both require s evaluations of FD
per time step, but RKC requires s evaluations of FA while PRKC requires only 4. Finally,
PIROCK merhod needs s+ 2 + l evaluations of FD (l = 1 or 2) and 3 evaluations of FA per
time step. The advantage of our new scheme comes from having larger stability region that
changes adaptively, which allows to use bigger time steps.
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Construction In order to construct a second order scheme, we need our stability function
to satisfy the following equality

R2(p, q) = 1 + p+ iq +
1

2
(p+ iq)2 +O(((p+ iq)3)

= 1 + p+ iq +
p2

2
+ ipq − q2

2
+O((p+ iq)3).

(17)

Inspired by the previous section, we consider the following polynomial

R2(p, q) = A2(p) +B2(p)(iq −
q2

2
)

:= as + bsTs(ω0 + ω2p) +

(
ω2

2
+
(

1− ω2

2

) Us−1(ω0 + ω2p)

Us−1(ω0)

)
(1 +

ω2

2
p)(iq − q2

2
),

(18)

where all the coefficients are defined in (10), from which we can derive the new adaptive sec-
ond order ARKC method (16) for advection-diffusion-reaction problems, using the relations
(4), (5), and (6).

Unlike the case of standard ODEs where the term z2/2 is enough to have order two
for nonlinear problems, some additional coupling conditions need to be satisfied here due
to the partitioned nature of the scheme (see [12, Sect. III.2]). These conditions result from
the fact that the term ipq in (17) is in fact the sum of two terms: 1

2 ipq and 1
2 iqp, which

do not necessarily commute for multidimensional and nonlinear problems. The quantity
G is constructed carefully to get order 2 of convergence for general nonlinear problems.
Analogously to some existing second order methods [7, 19], our damping parameter is not
fixed to a small value, but it is an increasing function of the stage number s. However, for
relatively large Peclet numbers, no huge damping is needed, and the method still perform
very well as will be shown in Section 5.

4.1 Stability analysis

Lemma 4.1. The scheme (16) applied to the linear test problem (13) with step size h,
produces the following recurrence

yn+1 = Rs(hλ, hµ)yn,

where the stability polynomial Rs(p, q) is defined in (18).

Proof. By induction on j, it can be shown that, for every j ≥ 1, the internal stages satisfy

Kj = Rj(p, q)yn,

where,

Rj(p, q) := aj + bjTj(ω0 + ω2p) +
(ω2

2
+
(

1− ω2

2

)
Uj−1(ω0 + ω2p)

)
bjsω2(1 +

ω2

2
p)(iq− q2

2
).

For j = s, we have that bssω2 = 1/Us−1(ω0) because s−1T ′s(ω0) = Us−1(ω0) and the proof
is done.
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(a) η = 0.15, ds = 0.65s2, as = 0.17s. (b) η = 1.5, ds = 0.56s2, as = 0.35s.

(c) η = 3, ds = 0.5s2, as = 0.5s. (d) η = 10, ds = 0.35s2, as = 0.9s.

Figure 2: Illustration of the stability regions of the ARKC method (16) in the p − q plane
for s = 20 and different values of the damping parameter η.

In contrast to the first order scheme (15) and the stochastic integrator SK-ROCK [4], the
damping parameter for the ARKC method is not fixed. Indeed, it is an increasing function
of the Peclet number and the number of stages s. We provide numerical stability analysis
that illustrates the nice features of the new scheme (see Figures 2 and 3).

In what follows, we will respectively denote by ds and as the half width and the half height
of the largest ellipse that can be put in the stability region of the corresponding method.

The method (16) is designed to handle quite large Peclet numbers, this means that we
need the width of the stability region in the imaginary direction to be as large as possible.
While the length over the negative real axis grows quadratically with s, we cannot achieve
more than linear growth on the imaginary direction (this fact is given as an exercise in [14,
Sect. IV]). In [19], the RKC method is proposed with large damping value which reduces
the length of the stability domain over the negative real axis to ds = 0.34s2, and leads to
a growth of only O(

√
s) for the ellipse half-height as. The PRKC method proposed in [20]

uses the standard small damping η = 0.15 that keeps ds ≈ 0.65s2, but as is fixed to 1.7 no
matter how large is the number of stages s, which does not add much to the standard RKC
method since this might be useful only in the small Peclet number regime. However, the
main feature of the method is to reduce the number of evaluations of possible non stiff terms
such as non-stiff advection or reaction terms. The PIROCK integrator [7], is notably better
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than the two mentioned methods RKC and PRKC. Two kinds of damping are proposed for
PIROCK, the first lead to a nearly optimal length over the negative real axis ds ≈ 0.81s2

but as is limited to 0.07696s + 1.878. For the second damping, as = 0.5321s + 0.4996 but
ds reduces to 0.43s2. It shares as well the feature of reducing the evaluation of non diffusive
terms. Nevertheless, PIROCK still have two drawbacks: the first one is the non-availability
of explicit closed form formulas to compute its coefficients for a given number of stages s,
the other is the limited choice of damping.

The stability region of the ARKC method changes adaptively with the spectrum of the
Jacobian of the vector fields at each time step. This change is due to the damping parameter
η which is not necessarily constant. In fact, the ellipse half width ds still grows quadratically
with s, while the ellipse half height as grows linearly with s, in contrast to RKC and PRKC
methods. For example, for the standard value of η = 2/13 used for RKC in [15] and PRKC
in [20], ds is still equal to 0.65s2 and as ' 0.17s (see Figure 2a), whereas for PRKC as is
fixed to 1.7 . In addition, increasing the value of the damping parameter η adds more space
in the imaginary direction which is very favorable for the advection dominated problems.
Figure 2c illustrates the stability region in the p-q plane for s = 20 and η = 3. We can see
that ds = 0.5s2 and as = 0.5s, while the best that PIROCK [7] could achieve for almost
the same as is ds = 0.43s2 which makes difference for large values of s. For η = 10 we
have ds = 0.35s2 and as = 0.9s, compare that with the case of standard RKC with infinite
damping, considered in [19], where ds = 0.34s2 while as = O(

√
s).

4.2 Choice of damping

In fact, as is a function of s and η, this introduces additional difficulty in the estimation of the
value of as. Therefore, we will introduce many choices of the range of Peclet number in order
to simplify the implementation. Let ρD and ρA be the spectral radii of the Jacobians of FD
and FA respectively. For Pe ≤ 0.1, i.e, q ≤

√
−p/20 (which corresponds to ρA/

√
ρD ' 1/20),

we fix η = 0.15 up to s = 200, and for s between 200 and 500 we set η = 0.6 (we do not
allow s to be more than 500). For Pe ' 1/2 which means that q '

√
−p/4 (ρA/

√
ρD ' 1/4),

we consider the following choices for s and η:

2 ≤ s ≤ 30 31 ≤ s ≤ 60 61 ≤ s ≤ 110 111 ≤ s ≤ 160 161 ≤ s ≤ 260 261 ≤ s ≤ 360 361 ≤ s ≤ 500

η = 0.2 η = 0.45 η = 1 η = 1.5 η = 2.4 η = 3 η = 4

Table 1: q '
√
−p/4

Tables for other Peclet number regimes are given in appendix A. Infinitely many choices
could be done, but we will present and use only a few choices since they are enough for the
method to perform very well. The methodology to compute the above values is easy, it is
enough to plot Rs(p, q) for the corresponding choice of q and to vary η in a way that we stay
stable for the given value of s (see Figure 3).

4.3 Convergence analysis

In this section we will prove the second order of convergence of the scheme (16) when ap-
plied to ODEs of the form (2) arising from the discretization of advection-diffusion-reaction
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(a) η = 0.15, ds = 0.65s2.
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(b) η = 1, ds = 0.59s2.
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(c) η = 5, ds = 0.4345s2.

Figure 3: Stability polynomial (18) for s = 200 (left) and s = 30 (middle and right), and
different values of η and q.

problems.

Theorem 4.2. Let T > 0 and consider the system of ODEs (2) on the time interval [0, T ],
where FD and FA are of class C2 and are Lipschitz continuous. Suppose in addition that
the first and second derivatives of FD and FA are bounded. Let N ∈ N, h = T/N , and
tn = nh, n = 1, . . . , N , then the method (16) applied to (2) with step size h has order 2 of
convergence. In other words, we have for all n = 1 . . . , N ,

‖y(tn)− yn‖ ≤ Ch2, (19)

where C is independent of h and n.

Proof. Let us prove first that the local error (the error after one step) satisfies

‖y(h)− y1‖ = O(h3). (20)

Throughout the proof, Fi(y0) will be simply denoted by Fi, and F ′i (y0)Fj(y0) will be denoted
by F ′iFj with i, j ∈ {D,A}.

Using Taylor expansion, we can easily see that

G = hFA +
h2

2
F ′AFA +

h2

2
F ′AFD + (ω2 − 1)

h2

2
F ′DFA +O(h3).

Now, let us suppose that

Kj = y0+γj1hFD+γj2hFA+γj3h
2F ′DFD+γj4h

2F ′DFA+γj5h
2F ′AFD+γj6h

2F ′AFA+O(h3). (21)

The first two stages of the method satisfy:

K0 = y0 +
ω2

2
G, K1 = y0 + b1ω2hFD(y0) + (α+

ω2

2
)G,

hence, we have, γ01 = 0, γ11 = b1ω2, γ
0
2 = ω2

2 , γ12 = α + ω2
2 , γ03 = γ13 = 0, γ04 = ω2(ω2−1)

4 ,
γ14 = (α + ω2

2 )ω2−1
2 , γ05 = ω2

4 , γ15 = 1
2(α + ω2

2 ), γ06 = ω2
4 , and finally, γ16 = 1

2(α + ω2
2 ). By
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performing a Taylor expansion of the stages Kj defined in (16) and replacing Kj−1 and Kj−2
by the expansion defined in(21), and finally identifying the coefficients, we get the following
relations

γj1 = µj(1− aj−1) + νjγ
j−1
1 + κjγ

j−2
1 ,

γj2 = νjγ
j−1
2 + κjγ

j−2
2 + (1− νj − κj)

ω2

2
,

γj3 = µjγ
j−1
1 + νjγ

j−1
3 + κjγ

j−2
3 ,

γj4 = µj(γ
j−1
2 − ω2

2
) + νjγ

j−1
4 + κjγ

j−2
4 + (1− νj − κj)

ω2(ω2 − 1)

4
,

γj5 = νjγ
j−1
5 + κjγ

j−2
5 + (1− νj − κj)

ω2

4
,

γj6 = νjγ
j−1
6 + κjγ

j−2
6 + (1− νj − κj)

ω2

4
.

In order to prove (20), it is sufficient to show that γs1 = γs2 = 1 and γs3 = γs4 = γs5 = 1
2 .

Obviously, γj6 = γj5 for all j ≥ 0. We will provide proofs for the first 3 coefficients, the other
two can be done using similar arguments.

• For γj1 we have: γ01 = 0, γ11 = b1ω2, and γj1 = µj(1− aj−1) + νjγ
j−1
1 + κjγ

j−2
1 , thus γj1

are the internal stages of the RKC method (11) applied to the problem ẏ = 1, y(0) = 0
with step size h = 1. This means that for all 0 ≤ j ≤ s, γj1 = cj , where cj is the jth

node of the RKC method. Therefore, γs1 = cs = 1. Moreover, according to [15, Sect. 2],
for all j = 2 . . . , s we have

γj1 = cj = ω2

T ′′j (ω0)

T ′j(ω0)
, c1 =

c2
T ′2(ω0)

= b1ω2, c0 = 0.

• It can be proved that γj2, j = 2, . . . , s are given by γj2 = ω2
2 + α

bj
b1
Pj(ω0), where Pj(x)

are polynomials that satisfy the following two term recurrence relation

P0(x) = 0, P1(x) = 1, Pj(x) = 2xPj−1(x)− Pj−2(x), j ≥ 2.

Comparing with the relation (5), it can be easily seen that for all j ≥ 1, Pj(x) =
Uj−1(x) = T ′j(x)/j. Hence, γs2 = ω2

2 + α bs
sb1
T ′s(ω0) = ω2

2 + (1− ω2
2 )ω2bsT

′
s(ω0) = 1.

• The proof for γj3 is very similar to that of γj2. Indeed, we can prove for each j = 0, . . . , s

the equality γj3 = 2ω2
2bjQj(ω0), where

Q0(x) = 0, Q1(x) = 0, Qj(x) = T ′j−1 + 2xQj−1(x)−Qj−2(x), j ≥ 2.

Using the relation (4), we observe that for all j ≥ 0, Qj(x) =
T ′′j (x)

4 , which implies that
γs2 = 2ω2

2bsT
′′
s (ω0)/4 = 1.

Thus, (20) is proved, and using regularity assumptions made on the vector fields, [13, Theo-
rem 3.6] implies the global convergence estimate (19).
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4.4 Variable step size control and the fully adaptive algorithm

We introduce the following local error estimator that allows us to adaptively select the time
step size in order to reach a given accuracy,

Estn+1 = C(12(yn − yn+1) + 6h(FD(yn) + FA(yn) + FD(yn+1) + FA(yn+1))),

where C = 1/6− c2 + (1/2− c1)ζ − 1/6ζ, with ζ = 0 if FA ≡ 0 and ζ = 1 otherwise, and

c1 =
ω2

2

(
1− ω2

2

)(
1 + ω2

U ′′s−1(ω0)

Us−1(ω0)

)
, c2 = sbsU

′′
s−1(ω0)

ω3
2

6
.

To get an intuition about the above coefficients, compare the third order term in the exact
polynomial which is (p + iq)3/6 = p3/6 − iq3/6 + iqp2/2 − pq2/2 and the third order term
of stability polynomial (14) that is equal to c2p

3 + c1iqp
2 − pq2/2. Note that the above

estimator is inspired by the one considered for RKC in the paper [15], and they coincide for
ζ = 0. In contrast to the estimators introduced for PRKC [20] and PIROCK [7], we do not
consider two separate estimators for FD and FA, since our method is defined in a different
way. Indeed, for improved stabilization, the advection-reaction terms are computed at the
beginning and not separately at the end, which makes the method more similar to RKC. We
adopt the standard step size selection strategy proposed in [15] for RKC (see also [13, page
167]). Now, we are ready to present our fully adaptive algorithm,

Algorithm 4.3 (y0 7→ y1). Given a time step size h:

• Calculate ρA/
√
ρD and choose the best table.

• Search the minimum s (and the corresponding η) in the chosen table such that 1+ω0
ω1

>
hρD.

• Generate the coefficients (10) and (12) and apply the recurrence (16).

• Update the step size according to the automatic step size selection procedure.

The code of the ARKC integrator as well as the drivers that reproduce the numerical ex-
periments will be made publicly available on the page https://sites.google.com/view/ibrahim-
almuslimani.

5 Numerical experiments

We will compare ARKC with PIROCK and PRKC as they were shown to outperform the
other stabilized methods for advection-diffusion-reaction problems where the reaction term
is not stiff.
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5.1 Linear 1D advection-diffusion problem

An excellent example to compare the performance of ARKC with PRKC and PIROCK is
the following 1-dimensional advection-diffusion equation with periodic boundary conditions

∂tu+ a∂xu = ∂2xu,

u(x, 0) = sin(2πx),

u(0, t) = u(1, t),

(22)

where a is a positive constant (Pe = a), x ∈ [0, 1], and t ≥ 0. We discretize the space interval
[0, 1] to a uniform grid {xk}Nk=0 with xk = kh, and h = 1/N . We use second order central
differences for the advection and the diffusion terms. We denote by uk(t) the approximation
of u(xk, t), and the periodic boundary conditions propose that u0(t) = uN (t). The eigenvalues
of the obtained matrix are

λk =
2

h2
(cos(2kπh)− 1)− ia

h
sin(2kπh), k = 1, . . . , N,

and are located in an ellipse in the left half-plane C−, which makes the problem typical for
the comparison of the three schemes.

For the numerical experiments, we take N = 150, t ∈ [0, 1/2], and we fix Atol = Rtol =
tol. The initial step is fixed to 10−3. The number of rejected steps is always very small
and thus neglected. We can clearly see in Table 2 that PRKC can compete with our scheme
ARKC only in the very small Peclet number regime, while For moderate and large Peclet
number, ARKC is notably better. On the other hand, the cost of ARKC is close to that
of PIROCK for moderate Pe with small advantage for the latter when using large tolerance
10−2 . However, ARKC becomes cheaper and more accurate at the same time for large values
of Pe (in our experiment for Pe = 10 and 12). For small tolerance 10−5 ARKC outperforms
PIROCK in all Peclet number regimes. This is expected because the damping (and so the
vertical with of the stability region) is fixed for PIROCK (when FA 6= 0, PIROCK has
ds = 0.43s2 and as ' 0.53s+ 0.5). The adaptivity of ARKC allows to continuously increase
the vertical width of its stability region which lets it to be more flexible with respect to the
change in Pe. One should not forget that the explicit availability of ARKC coefficients helps
a lot in making the scheme adaptive with respect to the change in Pe, the feature that is
missing in PIROCK. The smaller number of steps needed in ARKC compared to the two
other methods, leads to a significantly lower number of FA evaluations no matter how big is
the number of stages.

5.2 Burgers equation with a nonlinear reaction term

As an example of a PDE with variable Peclet number, we consider the following Burgers
equation with a nonlinear reaction term and periodic boundary conditions

∂tu+ 10u∂xu = ∂2xu+ sin(u2), (x, t) ∈ [0, 1]× [0, 1/2],

u(x, 0) = 1 + sin(2πx),

u(0, t) = u(1, t) ∀ t ∈ [0, 1/2].

(23)

14



Method a Steps FD evals FA evals s max L∞ error at t = 1/2

PRKC 0.1 14|71 862|1860 56|284 126|106 4.8× 10−4|3× 10−7

PIROCK 0.1 13|237 789|3654 39|711 150|104 1.8× 10−3|7.5× 10−7

ARKC 0.1 14|79 886|2098 42|237 145|97 4.3× 10−4|3.3× 10−7

PRKC 0.5 27|77 1341|2067 108|308 57|57 8.7× 10−9|3.8× 10−9

PIROCK 0.5 13|237 789|3648 39|711 150|104 1.8× 10−3|7.3× 10−7

ARKC 0.5 13|79 909|2132 39|237 142|117 2.5× 10−4|2.2× 10−7

PRKC 1 47|89 1803|2342 188|356 40|40 9× 10−10|6.1× 10−10

PIROCK 1 13|237 849|3648 39|711 200|104 1.7× 10−4|6.6× 10−7

ARKC 1 11|74 896|2104 33|222 194|153 2× 10−4|3.6× 10−7

PRKC 2 90|120 2575|2893 360|480 29|29 1.2× 10−10|1× 10−10

PIROCK 2 13|237 934|3720 39|711 200|150 2× 10−62.5× 10−8

ARKC 2 10|56 995|2267 30|168 228|172 4.8× 10−5|1.8× 10−7

PRKC 5 222|229 3980|4049 888|916 18|18 4.1× 10−11|4× 10−11

PIROCK 5 14|238 1043|3826 42|714 182|150 1.8× 10−51.7× 10−7

ARKC 5 12|59 1272|2764 36|177 237|184 1.9× 10−6|2.9× 10−8

PRKC 10 442|453 5738|5818 1768|1812 13|13 6.2× 10−11|6× 10−11

PIROCK 10 24|246 1574|4086 72|738 125|125 1.3× 10−3|1.2× 10−5

ARKC 10 15|84 1359|3207 45|252 234|160 5.4× 10−6|7.3× 10−8

PRKC 12 530|543 6355|6436 2120|2172 12|12 6.4× 10−11|6.2× 10−11

PIROCK 12 28|255 1750|4306 84|765 104|104 1.1× 10−2|4.3× 10−6

ARKC 12 18|104 1557|3593 54|312 196|150 3.5× 10−5|4.3× 10−7

Table 2: Comparison of ARKC, PRKC, and PIROCK for the linear advection-diffusion
problem (22). The numbers on the left correspond to tol = 10−2, while those on the right
correspond to tol = 10−5.

We discretize the above equation in space using second order central differences with ∆x =
10−2, into N + 1 grid points with N = 100. We calculate a reference solution using the
Radau IIA method of order 5 [14].

In Figure 4, we plot the Peclet number of equation (23) as a function of time. we see
that it is variable and of quite large magnitude.

Figure 5 shows the solution u(x, t) of equation (23) obtained using ARKC method (16)
at different time moments.

In Figure 6, we compare the number of functions evaluations needed to obtain a given
accuracy for the solution of the Burgers equation (23) using 3 different numerical methods:
ARKC, PRKC, and PIROCK. The results are obtained for tol = 10−r, r = 1, . . . , 6. The
advantage of our scheme ARKC (16) is very clear. For PRKC, we get very close results for
any value of tol because of the very high Pe which oblige the method to severely restrict the
time step in order to stay stable. For PIROCK, the fixed damping increases the number of
steps and of functions evaluations with respect to ARKC. The flexibility of ARKC gives it
remarkable advantage over the other schemes. We can also see that even when the number of
FD evaluations for ARKC is close to that of the other two schemes, the number of evaluations
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Figure 4: Change in Peclet number with respect to time in problem (23).
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Figure 6: Comparison between ARKC, PRKC, and PIROCK in terms of cost for problem
(23).

of FA containing the nonlinear advection and reaction terms stays much lower, that is because
of the low number of time steps needed (The number of evaluations of FA is independent of
the stage number for the 3 schemes).
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A Damping and number of stages for some choices of Peclet
number

For Pe ' 1 which means that q '
√
−p/2 (ρA/

√
ρD ' 1/2), we consider the following choices

for s and η:

s < 11 < 21 < 31 < 41 < 51 < 61 < 71 < 81 < 91 < 101

η 0.15 0.6 1 1.4 1.7 2.1 2.4 2.7 3 3.3

s < 121 < 141 < 161 < 181 < 201 < 251 < 301 < 401 < 501

η 3.7 4.1 4.5 4.9 5.3 6 6.6 7.7 8.8

Table 3: q '
√
−p/2

For Pe ' 3/2 which means that q ' 3
√
−p/4 (ρA/

√
ρD ' 3/4), we consider the following

choices for s and η:

s < 11 < 21 < 31 < 41 < 51 < 61 < 71 < 81

η 0.7 1.5 2.3 2.9 3.5 4 4.5 4.9

s < 91 < 101 < 141 < 181 < 251 < 301 < 401 < 501

η 5.2 5.5 6.7 7.7 8.8 9.8 11 12

Table 4: q ' 3
√
−p/4

For Pe ' 2 which means that q '
√
−p (ρA/

√
ρD ' 1), we consider the following choices for

s and η:

s < 11 < 21 < 31 51 < 71 < 111 < 151 < 311 501

η 1 2.5 3.5 4.8 6 7.8 9 12.5 15

Table 5: q '
√
−p

For Pe ' 2
√

2 which means that q '
√
−2p (ρA/

√
ρD '

√
2), we consider the following

choices for s and η:

s < 11 < 21 < 31 51 < 71 < 111 < 151 < 311 501

η 2 3.8 5 6.8 8 10.4 12 16 19

Table 6: q '
√
−p

For Pe ≥ 4 which means that q ≥ 2
√
−p (ρA/

√
ρD ≥ 2), we consider the following choices

for s and η:

s < 11 < 31 < 71 < 151 < 311 < 501

η 4 9 13.5 18 23 27

Table 7: q ≥ 2
√
−p
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